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UNIVERSITY OF SOUTHAMPTON

ABSTRACT
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Doctor of Philosophy

Iterative Initial Synchronization in Wireless Communications

by Abbas Ahmed

The family of m-sequences has been widely used for the initial synchronization of

generations of wireless systems. We exploit the fact that R chips uniquely and

unambiguously determine the entire (2R − 1) chips of a sequence by designing a

Soft-In-Soft-Out (SISO) Recursive Soft Sequence Estimation (RSSE) scheme, relying

on similar iterative processing techniques to those of turbo decoders. To elaborate

a little further, once R chips have been received, the RSSE scheme augments the

soft intrinsic information gleaned from the channel with the aid of the extrinsic

information constituted by the previous received chips. Hence, these turbo iterations

substantially improve the initial synchronization performance attained.

The scheme advocated is then used for investigating the performance of a large

variety of m-sequences as well as of the family of concatenated sequences, which can

be generated with the aid of a pair of m-sequences. These concatenated sequences

have substantial benefits over the m-sequences. We continued our investigations by

tabulating the most attractive m-sequences and concatenated sequences having a

large variety of different lengths. The convergence properties of our RSSE schemes

were investigated with the aid of EXtrinsic Information Transfer (EXIT) charts.

Finally, as a further refinement we introduced an Automatic Gain Control (AGC)

scheme into our RSSE arrangements, which substantially improved its performance.
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Chapter 1
Introduction

1.1 Introduction

Wireless mobile communications have evolved from the first generation voice-only-

systems to the second, third, fourth and fifth generation of cellular communication

networks. Wireless mobile communication have seen an exponential growth in the

last two decades and proven to be an unprecedented success story. No other tech-

nology has managed to support Billions of users, but hence the radio spectrum is

becoming saturated [3, 4, 5, 6, 7]. This revolution has witnessed the introduction

of digital modulations schemes, cellular reuse of frequency1, and of physical layer

technologies such as Code Division Multiple Access (CDMA), Wideband Code Di-

vision Multiplexing Access (WCDMA) Multi Input Multi output (MIMO) schemes,

Orthogonal Frequency Division Multiple Access (OFDMA) etc. which have signifi-

cantly contributed towards increasing the capacity of the networks [8,9,10,11]. Initial

synchronization is a process, which is required whenever the Mobile Station (MS) is

turned on [6, 12]. This chapter provides a rudimentary introduction of the wireless

generations spanning from 1G to 5G.

1.2 History of the Wireless Generations

Each generation’s technology evolved by invoking new innovations, as illustrated in

Fig. 1.1.

1.2.1 First Generation (1G)

The concept of frequency reuse and cell planning was first exploited by the First Gen-

eration (1G) systems, such as the British Advanced Mobile Phone System (AMP) [13,

1frequency reuse

1
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1990’s 

2010’s 

2020’s 

Figure 1.1: Evolution of cellular communication systems.

14]. This technology relied on Frequency Division Multiple Access (FDMA), Frequency-

Division Duplex (FDD), Frequency modulation (FM) and supported cellular traf-

fic in slots of 15 KHz per link [15, 16, 17]. Carrier phase synchronization was es-

sential for this technology having a spectrum efficiency of 0.33 bits per symbol

(bps) [15, 18,19,20].

1.2.2 Second Generation (2G)

This cellular generation was dominated by the Global System of Mobile Communi-

cation (GSM), which was one of the first digital mobile systems that relied on the

concept of pure circuit switched technology known as Integrated Services for Digi-

tal Network (ISDN) [21, 22, 23]. The GSM model used the Time Division Multiple

Access (TDMA), Frequency Division Duplex (FDD) and Gaussian Minimum-Shift

Keying (GMSK) to support a better voice communication [12, 18, 19]. This scheme

utilized oversampling for acquiring the timing synchronization [4,16,24,25]. Further-

more in this era error correction codes, symbol timing synchronization and adaptive

equalization techniques were adopted for mitigating the hostile fading and dispersion

effects [24, 26].
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1.2.3 Third Generation (3G)

The first commercial CDMA system was the Pan-American Interim Standard (IS)-95

system, which relied on 64-chip orthogonal Walsh-Hadamard spreading sequences [22,

27, 28, 29, 30]. In this era rapid advances were made in adaptive modulation and

coding, which were combined with the compelling benefits of the CDMA principles

demonstrated by the IS-95 system, which then exploited in the conception of the 3G

system [10,31,32,33]. This system is the first one utilizing the Orthogonal Variable

Spreading Factor (OVSF) codes, where the Spreading Factor (SF) was adjusted ac-

cording to the User’s bit rate requirement and the channel quality [34, 35, 36]. For

example, in Wideband Code Division Multiple Access (WCDMA) the OVSF code

have spreading factors spanning from 4 to 512 [37, 38, 39] whereas in Time Division

Synchronous Code Division Multiple Access (TD-SCDMA) the OVSF code are used

in lies from 1 to 16 [37,38,39].

1.2.4 Fourth Generation (4G)

This technology was designed and developed by 3rd Generation Partnership Project

(3GPP) as the air interface for 4th generation cellular mobile communication sys-

tems [40, 41]. Long Term Evolution (LTE) employs a channel bandwidth of upto 20

MHz to have a maximum subcarriers of 2048, OFDMA on the Downlink (DL) and

Single Carrier FDMA (SC-FDMA) on the UpLink (UL) transmission.

1.2.5 Fifth Generation (5G)

Given the success of the 4G Multi-Carrier (MC) OFDMA solution, all the 5G pro-

posals were centered on MC principles. A new feature is the introduction of the

Non-Orthogonal Multiple Access (NOMA) principle in the interest of improving the

attainable throughput at the cost of using increased-complexity receivers for elimi-

nating the extra interference imposed [8,42,43]. This is in start contrast to the pre-

vious four generations, where the orthogonal FDMA, TDMA, CDMA and OFDMA

principles where used. As the services to be supported became more sophisticated,

three main operational modes were designed, namely the Enhanced Mobile Broad-

Band (eMBB), ultra-reliable low latency communications and Massive Machine Type

Communications (MMTC) [44,45].

1.3 Motivation

The standard bodies of telecommunication industries such as International Telecom-

munication Union (ITU), European Telecommunication Standards Institutes (ETSI)

and Telecommunication Industry Associations (TIA) set the principles for synchro-
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nization which have been adopted since the emerge of 1G till now [46,47,48,49]. For

the sake of illustration the MS receiver must be capable of coarsely synchronously

aligning a locally generated Pseudo-Noise (PN) code with the received composite

multi-user signal containing the desired user PN sequence before transmitting the

desired signal [26, 28, 50, 51]. This methodology is known as ‘Initial Acquisition’,

which is been followed by optimum post-initial acquisition2 [16, 25, 40, 42, 52]. To

achieve correct code initial synchronization, we need to adopt two consecutive steps,

namely the coarse alignment for the code which is done initially and other is to

acquire the fine alignment of the phase code which is done by the phase tracking sys-

tem as illustrated in [13,16,53,54]. We focus our attention on initial code acquisition

in this thesis. In wireless communication, initial acquisition is needed for both the

coarse timing as well as for the code phase alignment, thus creating the challenging

problems for the researcher due to their short signalling chip-duration [55,56,57,58].

This leads to a huge code-phase and timing- search space size, which is represented

as the product of the number of legitimate code phases in the uncertainty region of

the PN code and the number of legitimate signalling pulse positions [53, 59,58]. For

the sake of significantly reducing the search space size, we will investigate the recur-

sive soft sequential estimation algorithm designed for the m- and the Concatenated-

sequences assisted by the EXtrinsic Information Transfer (EXIT) scenario, which

constitutes the main objective of this thesis.

Once synchronization has been established, the data can be demodulated [53,59].

The m-sequences are normally used for spreading information, but in the context of

initial synchronization they are not used for spreading information bits, but rather for

aiding the initial synchronization between the BS and a User Equipment (UE) [60,61,

62]. They are adopted because of their cyclic nature [16, 62, 63, 64]. Furthermore, it

can be explain in more depth as in IS-95 and CDMA 2000, the code acquisition in the

downlink is achieved by sending an unmodulated pilot signal over the pilot channel.

The pilot channel is intended to provide a reference signal for all the MS within a cell

and is always transmitted by the BS on each active Forward CDMA Channel [4,65].

It is about 4-6 dB stronger than all other channels [4,63,64,65]. The pilot channel is

used for locking onto all the other logical channels [4, 24, 26, 28, 50, 65, 66]. The pilot

channel uses the all zero Walsh code and contains no information except the RF

carrier in IS-95. Therefore, the pilot signal is an unmodulated spread spectrum signal

(as it is multiplied by an all zero Walsh code) which is then spread according to the

chip rate of the sequence [4, 24, 29, 51, 66] as shown in Fig. 1.2. No data modulation

is performed on this part of the transmission, as mentioned in [16,30,67].

In IS-95 [4, 26, 29, 50, 51, 66], the forward channel consists of four types of logical

channels, i.e Pilot channel (PC), synchronization channel, paging channel and traffic

channel as shown in Fig. 1.3. Each carrier contains a pilot channel, a synchronization

2to identifying the timing instants of the affordable-complexity-dependent number of delayed received
signal paths, which are combined by the receiver
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Base band
filter

Base band
filter

Q pilot PN at 

1.2288 Mcps 

Walsh Code

Channel
dependent 

Symbols

1.2288 Mcps 

1.2288 Mcps 
I pilot PN at 

Figure 1.2: Pilot Channel in IS-95 [24,50,66].

1 FORWARD CDMA

CHANNEL
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Figure 1.3: Forward Channel in IS-95, Forward Channel in IS-95, where the Walsh channels W1

to W7 are used for paging channels. W32 is the synchronization channel, while the
traffic channels are W8 to W31 and W33 to W63 [50, 65,66].

channel, upto seven paging channels and traffic channels [16,25,40]. These channels

are separated from one another using different spreading codes [4, 68,69]. The infor-

mation contained in the form of symbols are modulated by Walsh code [24, 26, 51].

Each Walsh code identifies one of the 64 forward channels. After the forward symbols

are spread using orthogonal codes, they are further scrambled in the in-phase and

quadrature-phase by the short PN-codes [24, 26, 28, 29] as shown in Fig. 1.3. These

PN codes are formed by Linear Feedback Shift Registers (LFSR) having length 15

with a period of 32768 chips [24,26,28,29].

The Walsh codes are used for isolating the transmissions between different chan-

nels within a cell [4, 68, 69]. The PN spreading codes are used for separating the

transmissions between different cells [26, 28, 29]. The synchronization PN sequences

are used for differentiating between several BSs in the areas that are all employing

the same frequency [4, 68, 69]. The BSs have to be synchronized on the downlink

by using the Global Positioning Systems (GPS) [4, 24, 26, 28, 50, 65, 66]. The down-

link of IS-95 consists of two categories of channels, the common control channel and

the traffic channel [24, 26, 28, 29, 50, 51, 65]. The common control channel consists of
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three parts namely, the PC, the paging channel and the Synchronization (Sync) chan-

nel [24,28,50,65]. The reverse traffic channel sends information to the BS related to

the signal strength of the pilot signal and the frame error rate statistics [50,65]. An

MS uses the PC for coherent demodulation, acquisition, time delay tracking, power

control measurements and as an aid for the handover [55,56,57]. In order to obtain a

reliable phase reference for coherent demodulation, the PC is transmitted with higher

power than the traffic channel [24, 26, 51]. After obtaining phase and code synchro-

nization, the MS acquires the synchronization information from the synchronization

channel [16,24,25,40,57]. Since the synchronization frame has the same length as the

pilot sequence, the acquisition of the synchronization channel is possible [70, 71, 72].

The synchronization channel runs at a fixed rate of 1.2 Kbps. In the downlink three

types of spreading codes are used [53,59]. More specifically Walsh codes of length 64

at a fixed chip rate of 1.2288Mcps separate the physical channels. A pair of long m-

sequences of length 215−1 = 32767 chips is used for quadrature spreading [24,29,50].

Since the PC Walsh function is all zeros, this pair of m-sequences also forms the pilot

code [16, 25, 28, 50, 65]. Different cells and sectors are distinguished with different

phase offsets of this code [55, 56, 57]. A long PN sequence with a period of 242 − 1

is used for the base band data scrambling. It is decimated from a 1.2288 Mcps rate

down to 19.2Kbps [4,24,29,50]. The long PN sequence is used in the uplink for user

separation and is generated by a modulo-2 inner product of a 42-bit state vector of

the sequence generator [37,38,39,60].

In CDMA-2000 [31,73], the acquisition occurs as follows. When the mobile phone

is turned on, the IS-2000 compatible terminal directly looks for a PC or Forward Com-

mon Pilot channel (F-PICH) [31,74,75]. The PC is a channel continuously transmit-

ted by all CDMA-2000 compliant BS, consisting of a constant value of one [31, 73],

scrambled by the short complex PN sequence. The PC is used for acquisition, for var-

ious tracking loops and as a reference for coherently demodulating the other forward

channels [31,74,75]. Each BS transmitter scrambles all the forward link channels with

a different offset relative to the Universal Time Coordinated (UTC) [76, 77, 78, 79].

This offset is refereed to as the PN offset and represents the BS identity amongst

the neighbor BS. The number of different PN offsets in the system is limited to

512, therefore PN offsets are reused within a communication network [80, 81]. Once

at least one pilot signal has been successfully acquired, the terminal locks to the

strongest available PC [6, 80, 81, 82, 83]. At the time, it does not have a time ref-

erence, and since the PC signal is always the same, it does not know the system

parameters, nor does it know whether it is allowed to operate with the associated

network [84, 85, 86, 87, 88, 89]. In order to acquire all the information the terminal

attempts to decode the Forward Synchronization Channel (F-SYNC) [28,31,75]. The

F-SYNC channel rolls over every 215 chips or 26.67 msec and is synchronized with

the PC. In CDMA-2000 the signal transmitted by the terminal on the reverse link

always includes a reference signal by Reverse Pilot Channel (RPC) [31, 73, 74]. The

PC consists of a continuous DC signal (before scrambling) which is used as the refer-
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ence signal for searching, tracking, measurement and coherent demodulation at the

BS [26,28,50,65].

However, in the case of the specific code acquisition problem related to the m-

and concatenated- sequences, the state of a register stage is transmitted, instead of

the bit of a conventional m-and concatenated-sequences [1, 2, 50, 90, 91, 92]. This is

done so that the receiver may lock on to the correct states of each register stage

after a minimum of R transmissions, where R is the number of registers stages,

instead of 2R transmissions, which would have been required if an m-sequence was

transmitted [1,2,50,90,91,92]. Therefore, in our design the transmitted bits are the

states of the first register stage of the m-sequence and they do not spread information

bits. Based on the proposed approach, we are able to acquire the current state

of the m-sequence generator at the transmitter and load the phase tracking loop

from that point onwards. Therefore, transmitting the feedback chip sequence is

sufficient. This way, the iterative decoding process may be faster than waiting till

(2R−1) chips have been received completed. In the context of sequential estimation-

based acquisition used for short m-sequences, the generator’s state can be principally

estimated using iterative decoding techniques, since each m-sequence produced by

an ‘R’-stage generator has a period of (2R − 1) chips, and can be considered to be

a cyclic Bose Chaudhuri Hocquengem (BCH) codeword of length (2R − 1), having

minimum distance of (2R − 1) [93,94].

In our case the m-sequence generator, the feedback elements are duo-binary val-

ues, and the product of these feedback elements is used for generating a binary feed-

back quantity. In the context of the sequential estimation-based acquisition used for

short m-sequences, the generator’s state can be principally estimated using iterative

decoding techniques, since each m-sequence produced by an ‘R’-stage generator has a

period of (2R−1) chips, and can be considered to be a cyclic BCH codeword of length

(2R−1), having minimum distance of (2R−1) [93,94]. Note that both the m-sequence

generator and the soft-chip register use the same feedback branches [1,2,50]. Hence,

in the m-sequence generator, the feedback elements are duo-binary values, and the

product of these feedback elements is used for generating a binary feedback quan-

tity. After the receiver obtained two sets of 2 × (2R − 1) number of consecutive

samples of the transmitted m-sequence, the m-sequence generator’s initial state of R

chips is estimated by iteratively decoding the received m-sequence with the aid of its

number of samples. By contrast, the feedback elements from the soft-chip register

to the SISO decoder consist of the LLR values, and the specific operations must

be employed in the soft-value domain to provide extrinsic information for the SISO

decoding [1, 2, 50, 95, 96]. In both the Code Division Multiple Access-2000 (CDMA-

2000) and IS-95 standards different number of m-sequences have been used [14,53,65].

Based on this accumulated experience, m-sequences have also found their way into

the 5th Generation (5G) standards for initial synchronization [97,98,99,100,101].
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1.4 Novel Contributions

The novel contributions of this thesis are summarized below:

(a) We have conceived the Recursive Soft Sequential Estimation scheme (RSSE),

which operates on the principle of Soft In Soft Out (SISO) iterations, for im-

proving the reliabilities associated with the decision criteria of R consecutive

chips. The recursive SISO decoder receives soft information from the channel’s

current output, thus soft extrinsic information from the soft channel output

associated with the previous chips, provided by the recursive SISO decoder.

An important feature of the proposed RSSE acquisition scheme is that it ex-

ploits the real-time knowledge of the reliabilities associated with the consecutive

chips, whereas previous synchronization schemes [93, 102] used hard decision.

Furthermore, we find the best possible primitive polynomials for RSSE schemes

using the iterative SISO m-sequence acquisition principle which is analyzed in

terms of its Erroneous Loading Probability (Pe) versus Signal to Noise Ratio

(SNR) per chip in dB.

(b) In order to visualize the convergence of the RSSE-scheme we developed the EX-

trinsic Information Transfer (EXIT) chart operating without using interleavers.

This is a challenge, because the original EXIT charts rely on the employment of

long, high-delay interleavers for ensuring that the mutual information processed

by them becomes uncorrelated, obeying a Gaussian distribution. By contrast,

the correlation of m-sequences is beneficially exploited during each iteration.

We demonstrate that the m-sequences generated by lower-order polynomials

maximize the mutual information more promptly with the aid of our RSSE

scheme than those, which rely on a higher-order polynomial.

(c) We then proceed to the investigation of the so called concatenated sequence,

which are generated by a pair of m-sequences, and conceived their SISO de-

tection to improve their acquisition performance. This RSSE technique has a

linearly increasing complexity with the number of chips in the concatenated

sequence. Receiving as few as R consecutive chips of a (2R−1)-chip sequence is

sufficient for the local concatenated-sequence generator of the receiver to syn-

chronize. Hence, this initial synchronization technique is eminently suitable

for long m- and concatenated sequences. Another key result is the comparison

of m- and concatenated sequences in terms of their Acquisition Time (AT).

It is also observed that low-order Primitive Polynomials (PPs) achieve better

performances than higher-order polynomials for both the m- and for the con-

catenated sequences. When considering PPs having a higher number of taps,

concatenated sequences are capable of achieving in excess of 3 dB Signal to

Noise Ratio (SNR) gains over m-sequences.
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1.5 Thesis Structure

The rest of this thesis is structured as follows:

(a) In Chapter 2 we provide a rudimentary introduction to sequences, comparing

their basic characteristics such as their cross-correlation, auto correlation and

Peak to Average Power Ratio (PAPR) values.

(b) In Chapter 3 the performance of m-sequences exploiting the concept of Recur-

sive Soft Sequential Estimation (RSSE) is discussed. The performance of RSSE

scheme is evaluated by comparing the Erroneous Loading Probability Pe versus

Signal to Noise Ratio (SNR). We will show that the performance of polynomials

depends upon three factors, namely on the polynomial order, on the number of

connecting taps and on the specific indices of the connecting taps.

(c) In Chapter 4, we present the so-called EXtrinsic Information Transfer (EXIT)

Chart aided convergence analysis of recursive soft m-sequence estimation in

Nakagami-m fading channels [1]. The novelty of this work is based on employing

a new type of EXIT chart operating without using interleavers.

(d) In Chapter 5 we proposed a novel design [2] for the acquisition of so-called

concatenated sequences derived from a pair of m-sequences, which also relies on

Soft-In-Soft-Out (SISO) detection for improving the acquisition performance.

(e) Finally, in Chapter 6 our conclusions and future research will be presented.

Finally, the structure of this report is portrayed in Fig. 1.4.
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Chapter 2
Characteristics of Different

Sequences in Mobile

Communication

In this chapter we will lay the foundations, based on the sequences used for syn-

chronization algorithms in mobile communication systems. Furthermore, we will

elaborate on the sequences used in synchronization by comparing their basic charac-

teristics such as cross-correlation, auto-correlation and Peak to Average Power Ratio

(PAPR) values. The sequences exploited in this chapter are m-, concatenated-, and

Gold- sequences respectively. In Section 2.1 m-sequences are presented, Section 2.2

deals with the Gold sequences while in Section 2.3 behavior of concatenated sequence

is presented while in Section 2.4 PAPR is calculated and finally Section 2.5 deals with

the conclusion.

2.1 m-Sequence

The m-sequences are generated by maximum-length linear feedback shift registers [4,

13, 103]. A general shift register structure constructing maximum-length sequences

is depicted in Fig. 2.1. If there are m register stages, the maximum length of an

output sequence is (2m − 1). These sequences are derived by a generator polynomial

of degree m formulated as:

g(X) = gmx
m + gm−1x

m−1 + gm−2x
m−2 + . . .+ g1x+ g0, (2.1)

where gm ∈ {0, 1} and i = 0, 1, . . . ,m and g(X) has to be a primitive polynomial [104,

105], which is defined as a polynomial that cannot be factorized.

We can appropriately modify Fig. 2.1 to obtain the LFSRs model for any m-

11
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2 3 4 5 m−11 m
Output

Linear Feedback 

. . .. . .

g0
gm

g3
g1 gm−1

gm−3

Figure 2.1: Linear Feedback Shift Register

DD D D

ci
g1 g2 gR−1 gR

a m-Sequence Generator
Figure 2.2: m-sequences generator that outputs the binary sequence g1, g2, . . ., gR represents the

polynomial connections of the shift register.

sequence generator. In Fig. 2.2 ‘D’ represents a unity time delay, while g1, g2, . . . , gR

represents the connections. Specifically, gi = 1 represents the presence and gi = 0

the absence of a connection. Furthermore, without loss of generality we assume that

{r1, r2, . . . , rM=R}, where ri is an integer in the range [1, R], representing an index

set corresponding to the set of feedback taps, implying that in Fig. 2.2, we have

gr1 = gr2 = . . . = grM=R = 1, while the remaining coefficients are zero. The above

configuration corresponds to a generator polynomial of degree m formulated as:

g(D) = 1 +Dr1 +Dr2 + . . . DrM=R, (2.2)

where R represents its highest-order term and g(D) must be primitive polynomial

that is a polynomial that cannot be factorized [104, 105]. Thus, in the wireless

communication systems we use binary spreading sequences having values of {+1,−1},
where +1 represents ‘0’ and ‘−1’ represents 1 [4, 13,16,103,104].

All possible PPs which generate maximum length sequences are illustrated in

Fig. 2.3 for m = 5 that were found by a full search through all possible connection

polynomials. Explicitly, it can be observed that six PPs have resulted in a maximum

length of 31 chips. In order to generate a (2m − 1)-length m-sequence, m register

stages are required. Therefore, excluding 0, 0, 0, . . . 0, there are (2m−1) initial register
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Figure 2.3: Six m-sequences for m=5.
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Figure 2.4: Auto-Correlation Function (ACF) of an m Sequence, where m = 5.

states. Fig. 2.3 depicts the m-sequence (m = 5) at the output of the generator for

different PPs. When designing initial acquisition schemes, we have to ensure that

the code sequence is periodic 1 and distinct from the time-shifted versions of other

code sequences. These properties may be characterized by the cross correlation and

auto-correlation functions. The Auto-Correlation Function (ACF) is defined as

ϕa = lim
T→∞

1

T

∫ T/2

−T/2
f(t)f(t− τ)dt =

0, τ 6= 0

k, τ = 0.
(2.3)

In Eq. (2.3) the parameters are as follows:

• T represents the time period,

• f(t) represents the original input signal,

• f(t− τ) is the delayed version of the original input signal.

As an example, the ACF of a 31-chip m-sequence is shown in Fig. 2.4.

1These are those polynomials which obey maximum length sequence. Thus the position of the connection
taps helps to generate the desire m-sequence which obeys the maximum length duration that is (2m − 1)
where m is the polynomial order [17, 22, 104, 106]. As a result of obeying the maximum length sequences
these polynomials are used for fast synchronization.
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Figure 2.5: Auto-Correlation Function (ACF) of an arbitrary sequence of order 5.

2.1.1 Auto-Correlation Characteristics

First of all, m-sequences should have similar ACFs to that of random sequences.

Fig. 2.4, plots the ACFs of m-sequence when m = 5, from which we can see that the

non-normalized auto-correlation value is equal to the length of the sequence; (2m−1)

when the lag τ is zero, otherwise the auto-correlation value is -1. This observation

can be expressed as:

R(τ) =

 L τ = 0

−1 1 ≤ τ ≤ L− 1.
(2.4)

When comparing the maximum length sequence of Fig. 2.4 with an arbitrary

sequence of order 5 in Fig. 2.5, the ACFs are seen to be quite different. Explicitly,

observe in Fig. 2.5, that the latter has relatively high side lobes2 and hence it is not

suitable for synchronization purposes [16,22,28].

2.1.2 Cross-Correlation Characteristics

The cross correlation is defined as a dot product of two signals or the correlation

between two different signals, thus more non-zero values are obtained because of the

2As a result the values obtained are non-zero even when τ is not equal to zero and thus, an arbitrary
sequence of order 5 have larger values of ACF than those of the m-sequences. Thus, they are not used for
synchronization [16,76,22,28].
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Figure 2.6: Cross correlation between two m-sequences having length L =31 when m =5.

dot product/multiplication of these signals having different tap connections:

f.g(τ) =

∫ ∞
∞

f(t)g(t+ τ)dt. (2.5)

Fig.2.6 shows the Cross Correlation Function (CCF) of two m-sequences. It can be

observed from Fig. 2.6 that three different values are obtained.

2.2 Generation of Gold Sequences

Although m-sequences have substantial merits, the number of available m-sequences

is insufficient for supporting the needs of commercial cellular systems [13, 104, 106].

Another PN sequence called Gold sequence is generated by the model depicted in

Fig. 2.7. They are generated by a pair of m-sequences, where the two m-sequence

generators are represented by the dotted boxes and their feedback generated by

the linear feedback shift registers as shown in Fig. 2.7. Explicitly, we add a pair

of preferred m-sequences by performing their XOR operation to generate the Gold

sequence. This idea was proposed by R. Gold in 1967 [107]. The resultant Gold
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sequence has a length of L = 2m−1+2 = 2m+1. Gold sequences have ACFs and CCFs

exhibiting three possible values as explained in [6, 16, 17]. This sequence is utilized

D D D D

DD D D

ci
ei

b Gold Sequence

dj gS−1

g1 g2 gR−1 gR

a m-Sequence Generator

a m-Sequence Generator
gSg1 g2

Figure 2.7: Gold Sequence Generator Model.

in the Third Generation (3G) communication systems for supporting asynchronous

Wideband Code Multiple Access (WCDMA). In this section the main properties of

Gold-sequences are discussed.

2.2.1 Auto-Correlation Characteristics

A Gold sequence is generated by two preferred m-sequences which are periodic, hence

the Gold sequences are also periodic [108]. The ACFs of several Gold sequences

associated with the length of 31 are plotted in Fig. 2.8, where the peak is equal

to the sequence length, just like for m-sequences. Observe from Fig. 2.8, it can be

concluded that there are three different values (−1,−9, 7) for the out-of-phase Auto

Correlation Lags (ACLs) of Gold sequences. This leads to another property of Gold

sequences, namely that the Out-Of-Phase ACLs have only three possible values, which

are given by:

Rxx(l) =

 L l = 0

−1,−t(m), t(m) = 2 l 6= 0
(2.6)

t(m) =

 2
m+1

2 + 1,m is odd

2
m+2

2 + 1,m is even.
(2.7)
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Figure 2.8: Auto-Correlation of a Gold Sequence (L = 33).
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Figure 2.9: Cross-Correlation of a Gold Sequence (L=33).
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m L = 2m − 1 N = 2m − 1 + 2 Rmax Welch Bound Sidelnikov bound

3 7 9 5 2.51 3.46

4 15 17 9 3.76 5.29

5 31 33 9 5.49 7.75

6 63 65 17 7.88 11.14

7 127 129 17 11.23 15.87

8 255 257 33 15.94 22.54

9 511 513 33 22.58 31.94

10 1023 1025 65 31.97 45.21

11 2047 2049 65 45.23 63.97

12 4095 4097 129 63.98 90.48

Table 2.1: The Welch and Sidelnikov bounds for Gold sequences having different periods [16,22,28].

2.2.2 Cross-Correlation Characteristics

A similar property prevails for the CCF of Gold sequences, which is given below

Rxy(l) = −1,−t(m), t(m)− 2 for all l and x 6= y. (2.8)

Fig. 2.9, depicts the CCF of 5th-order Gold sequences. It can be observed that the

Gold sequence generated for this order has three possible cross correlation values at

different lags. From these basic results, it is difficult to determine, which sequences

perform better, hence we have to further investigate the properties of m- and Gold-

sequences.

The family of a Gold sequences has a period of L = 2R − 1 or L = 2S − 1, where

R and S belongs to same polynomial order having different taps connection and so

there are N=L + 2 = 2R + 2 − 1 = 2R + 1 family members. Table. 2.1 shows the

Welch and Sidelnikov [16, 22, 28] bounds for Gold sequences having different values

of m. It may be observed that the period L is odd and N is also odd.

2.2.3 m-Sequences versus Gold Sequences

Again, a pair of m-sequences having an identical length of L = 2R − 1 or L = 2S − 1

is used for constructing Gold sequences [16, 19, 22, 103, 104], where R and S belongs

to same polynomial order having different taps connection. Hence Gold sequences

inherit the main properties of these m-sequences [107]. Gold codes take advantage

of the fact that if two distinct m-sequences with time shifts τt1 and τt2 are added

together by modulo-2 or XOR operation, then the resultant sequence becomes unique

for every unique value of τt1 and τt2 [16, 22, 28, 109]. Table 2.2 shows the total
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m-sequences Gold-sequences

m L = 2m − 1 total number of Rmax Rmax/R(0) Rmax Rmax/R(0)

m-sequence

3 7 2 5 0.71 5 0.71

4 15 2 9 0.60 9 0.60

5 31 6 11 0.35 9 0.29

6 63 6 23 0.36 17 0.27

7 127 18 41 0.32 17 0.13

8 255 16 95 0.37 33 0.13

9 511 48 113 0.22 33 0.06

10 1023 60 383 0.37 65 0.06

11 2047 176 287 0.14 65 0.03

12 4095 144 1407 0.34 129 0.03

Table 2.2: Peak cross correlation of m- and Gold sequences [16,22,28]

number of m- and Gold-sequences along with the associated chip-synchronous peak

cross-correlation value and the ratio between the peak magnitude Rmax of the cross

correlation function and the peak value of the autocorrelation function R0 for PP

orders of 3, 4, 5, 6, 7, 8, 9, 10, 11 and 12 [22,28,109,110]. The peak cross correlation has

to be significantly lower than the corresponding codes’ autocorrelation peak, where

the latter depends on the length of the sequence [16, 19, 22, 103, 104], as depicted

in Table 2.2. In general, the cross-correlations of m-sequences is much higher than

those of Gold sequences [3, 22, 110,111].

Observe from Table 2.2 that when increasing m, the peak cross correlation value

Rmax which is related to the maximum number of identical chips present in a pair

of different spreading codes [22, 28] substantially decreases for the Gold sequence,

while it is near-constant or gracefully decaying for the m sequence. For the sake of a

bold, explicit comparison, the peak of the cross-correlation function of both the m-

and Gold sequences normalized by the in-phase auto-correlation having lengths of

m= 3, . . . , 12 are shown in Fig. 2.10. The blue bars represent the normalized cross

correlation peak values of m-sequences for m= 3, . . . , 12, which are seen to be higher

than those of the identical-length Gold sequences for m > 4. Suffice to say that it

would be desirable to use sequences, which exhibit a Dirac-delta-like auto correlation

function and all-zero cross correlation function.
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Figure 2.10: Peak cross-correlation values comparison between m- and Gold Sequences.

2.3 Concatenated-Sequences

The concatenated sequences are developed from two m-sequences having identical

lengths using a pair of m-sequence generators. These sequences are widely used

in communication [112, 113, 114, 115]. They have similar properties to the m- and

Gold sequences [109,115,116]. The structure of concatenated sequences is specifically

constructed for minimizing the receiver complexity. The concatenation of sequences is

utilized for constructing long sequences from short sequences [116,117]. Furthermore,

they are capable of reducing the sidelobes of the aperiodic ACF of the PN sequences.

Fig. 2.11 illustrates a linear combination of a pair of m-sequences, where both m-

sequences have different taps but the same length of (L = 2m − 1) [115, 116, 117].

The notation of ci and di in Fig. 2.11 represents the output values of the two m-

sequence generators constructing the concatenated sequence. Then by performing

the modulo-2 addition we generate a concatenated sequence, as shown in Fig. 2.11.

The basic properties of these sequences are discussed briefly in the next two sections.

2.3.1 Auto-Correlation Characteristics

The ACF of a concatenated sequence having a length of 31 is plotted in Fig. 2.12.

Observe that R(0) of this non-normalized ACF is equal to the sequence length, sim-

ilarly to the m- and Gold-sequences. Hence, they behave similarly to the m- and

Gold-sequences.
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Figure 2.12: Auto-Correlation of Concatenated Sequence of (L=31).

2.3.2 Cross-Correlation Characteristics

Eq.2.5 is utilized to obtain the CCF of concatenated sequences. Fig. 2.13 depicts the

CCF of 5th order concatenated sequences. It can be observed that the concatenated

sequence has four cross correlation values, which are lower than those of the Gold-

and m-sequences.

2.4 Peak to Average Power Ratio

The Peak to Average Power Ratio (PAPR) is defined as the ratio of the maximum

signal peak value to the total average values obtained in the given time slots of the
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Figure 2.13: Cross-Correlation of Concatenated Sequence (L=31).

signal, which is calculated as:

PAPR = 10 log

[
maximum [f(x)]

Average [f(x)]

]
. (2.9)

Accordingly the PAPR should be as close to unity as possible, because the reduction

of the PAPR reduces the receiver amplifier’s linearity requirement. The PAPR values

of the Concatenated-, Gold- and m are shown in Table. 2.3.

Sequence 
Utilized (PAPR)

Length of
Sequence

31

31

33

Sequence m−

Concatenated 

Sequence 

Gold  
Sequence 

34.34 dB

2.89 dB

5.39 dB

Peak to Average Power Ratio

Table 2.3: Comparison between different sequence regarding PAPR values.
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2.5 Conclusion

In this chapter we have briefly investigated the basic features of the sequences utilized

for the initial synchronization of cellular communication system. We commenced

by discussing each sequence and their characteristics. It was observed that Gold

and concatenated sequences have better cross correlation properties than the m-

sequences, but by contrast, m-sequences have the better auto correlation properties

therefore they have been used in almost every generation of cellular systems for

synchronization.



Chapter 3
Performance of Iterative

Acquisition

Accurate and fast synchronization plays a pivotal role in the efficient use of any

wireless communication system [6, 18, 37]. Typically, the initial step in the process

of synchronization between the Pseudo-Noise (PN) sequence and the locally gener-

ated despread sequence is termed as code acquisition [2, 92], or initial synchroniza-

tion. Furthermore, initial synchronization is composed by a procedure of consecutive

decisions, wherein the main goal is to bring two sequences/codes into coarse time

alignments, mainly within a single sequence/code-chip interval. Once initial code

acquisition is established by utilizing a code tracking loop [6, 66, 92], fine alignment

of the two sequences completes the process of synchronization.

In this chapter a sequential estimation scheme is proposed for the initial syn-

chronization of Pseudo-Noise (PN) sequences derived from m-sequences. The se-

quential estimation operates on the principle of iterative Soft In Soft Out (SISO)

decoding. The Recursive Soft Sequential Estimation (RSSE) acquisition model ex-

hibits a complexity identical to that of a traditional m-sequence generator, which

increases linearly with the number of stages involved in generating the m-sequence.

The appealing feature of RSSE is that the acquisition device is capable of determin-

ing the reliabilities linked with the decision concerning of a set of say R successive

chips. These R number of correctly detected successive chips uniquely and unambigu-

ously determine the m-sequence having (2R − 1) chips. Hence R chips are sufficient

for the local m-sequence generator to generate a locally synchronized despreading

m-sequence. Given these beneficial characteristics, the proposed RSSE acquisition

model is deemed to be more attractive than the traditional serial search based model

in terms of its mean-acquisition time, when the number of chips increases.

The original idea of sequential estimation based on acquisition was proposed by

Ward in 1965 [102]. This method deals with m-sequences having any length of

L = (2R − 1), which are correctly received by the acquisition device and are loaded

25
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into the local m-sequence generator [102,118]. Ward’s model is suitable for moderate

Signal to Noise Ratio (SNR) per chip values, since it imposes a lower acquisition

time than the conventional sliding correlator based scheme, as demonstrated in [119].

The basic principle of the sequence generator relies on generating chips that exactly

match the forthcoming chips of the transmitted m-sequence received in the presence

of noise [102]. More explicitly, when one or more of the R consecutive received chips

are in error, the scheme loads erroneous values into the m-sequence generator [53,92,

120, 121, 122]. Therefore the authors of [93] investigated an Majority Logic Decoder

(MLD) based model for synchronization. By contrast, the authors of [123] proposed a

recursive sequential estimation aided acquisition technique. It was observed that the

above schemes were capable of accurate sequence acquisition, despite using a simple

hard decision approach. In fact, before the conception of SISO techniques [92, 124]

all the previous schemes utilized hard decision techniques. However, as a benefit of

the SISO concept [124,125] the system’s performance can be substantially improved.

We have evolved the summary of the field in Fig. 3.1, prior to the contributions of

this chapter.

Against this background, the novel contributions of this chapter are as follows:

• An explicit technique of finding the best possible primitive polynomial for RSSE

schemes using the iterative soft input and soft output m-sequence acquisition

principle is analyzed in terms of its Erroneous Loading Probability (Pe) versus

SNR in dB. We identify the polynomials having the best performance.

• We show that low-order Generated Polynomials (GPs) have a lower Pe at a

given SNR than their high-order counterparts.

• When comparing GPs of the same order having non-consecutive feedback taps,

the GPs associated with higher-index taps perform best. Furthermore, among

GPs of the same order, those having non-consecutive feedback taps outperform

those having consecutive feedback taps.

In a nutshell, this chapter deals with the performance analysis of m-sequences ex-

ploiting the concept of RSSE in the face of Additive White Gaussian Noise (AWGN).

Section 3.1 introduces our RSSE model. Section 3.2 characterizes the performance

of our RSSE scheme under AWGN, while Section 3.3 characterizes the polynomials

processed by our RSSE scheme. Finally, Section 3.4 concludes the chapter.

3.1 Recursive Soft Sequential Estimation Acquisition

The detailed schematic diagram of the proposed RSSE acquisition scheme is depicted

in Fig. 3.2, which consists of four fundamental building blocks:
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1965

2017

The sequential estimation concept was devised by [102] for acquiring the PN se-
quence by exploiting Linear Feedback Shift Register (LFSR) based techniques.

1965

High synchronization accuracy was reported for the PN synchronization in [118].1968

A majority logic based technique was reported in [93], which took its decision based
on the S chips that were loaded into the LFSRs.

1973
The Rapid Acquisition Sequential Estimation (RASE) technique was designed
by [123].

1977

The acquisition of PN signals in a Frequency Hopping (FH) SS system was intro-
duced by [126].

1981

The state diagram of serial search techniques was introduced in [127].

1984

The characteristic properties of the PN-sequence generator polynomials were studied
in [17].

1988

The acquisition time of serial-search based SS receivers was investigated in [128].

1988

Kasami sequences were investigated in [129], which relied on soft-decision based ac-
quisition techniques.

1994

A powerful PN sequence acquisition scheme was conceived for CDMA systems oper-
ating at low SNRs in [130].

1999

The Recursive Soft Sequential Estimation (RSSE) concept was conceived in [131] for
the acquisition for the ‘R’ consecutive chips of the m-sequences.

2002

The classic concept of Kilgus [93] was further developed in [132].

2004

The RSSE acquisition technique, which exploits the properties of m-sequences was
designed in [92], which relies on a recursive SISO decoder.

2004

The concept of Differential Recursive Soft Sequential Estimation (DRSSE) was in-
troduced in [105], which estimates the 2S-length sequence based on ‘S’ consecutive
chips.

2005

The concept of the PN sequence acquisition exploiting iterative message was intro-
duced in [55].

2005 The hardware aspects of Ultra Wide Band (UWB) code acquisition were investigated
in [133].

2006

Non-coherent multiple transmit/multiple receive antenna aided multi-carrier DS-
CDMA Downlink (DL) scenarios were investigated in [134].

2007

The concept of multiple transmit/multiple receive antennas communicating over un-
correlated Rayleigh channels was conceived in [121] in a DS-CDMA context.

2008

Single- and multi carrier CDMA as well as DS-UWB schemes were investigated
in [67].

2012

Figure 3.1: Timeline of Initial Acquisition Research.
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Figure 3.2: RSSE iterative acquisition scheme.

1 m-sequence generator;

2 Soft chip register;

3 SISO decoder;

4 Phase tracking loop;

For convenience, the top-level architecture is also shown in Fig. 3.3 for aiding the

physical interpretation of Fig. 3.2. These blocks are explained in detail in the rel-

evant sub-sections followed by the RSSE acquisition scheme. Before proceeding to

the blocks concerned, we summarize our main points related to the RSSE scheme

of Fig. 3.2 and of Fig. 3.3 where the soft chip register has the same number of de-

lay elements as that of the m-sequence generator of Fig. 3.2. These delay units are

referred to as soft-chip delay units and they store the instantaneous values of con-

secutive chips in the form of their Log-Likelihood Ratio (LLR). After obtaining the

LLR values, they are loaded into the delay units of the m-sequence generator. The
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Figure 3.3: A schematic diagram of our purposed RSSE aided iterative acquisition scheme.

SISO decoder estimates the corresponding value of the soft LLR output after receiv-

ing a soft channel output associated with a given chip of the m-sequence. The SISO

decoder processes both the intrinsic information received from the channel plus the

extrinsic information related to the same chip based on the previously decoded LLR

values stored in the soft-chip delay units. The output of the SISO decoder is then

shifted to the left-most position of the soft-chip delay units in the soft-chip register

of Figs. 3.2 and 3.3, while the soft value in the right-most soft-chip delay unit is

discarded. The appealing feature of the RSSE is that it is capable of observing the

reliabilities of all the consecutive chips by observing the amplitudes of the LLR values

stored in the soft-chip delay units. The basic steps of the RSSE are illustrated as

follows:

Step 1 At the transmitter side of Fig. 3.3, the m-sequence generator is initialized and

the transmitter sends the phase-coded carrier signal without any data modula-

tion1. Both the transmitter and the receiver know the GPs and the chip values.

If the receiver has exactly the same feedback for the m-sequence generators as

those of the transmitter side, then the corresponding chip values will be loaded

1In the context of initial synchronization, the m-sequences are utilized for aiding synchronization be-
tween the Mobile Station (MS) and the Base Station (BS). They have been specifically selected as a benefit
of their cyclic nature. Explicitly, during code acquisition, the receiver becomes capable of locking on to the
correct stage of each shift register after as few as R chip transmissions, despite transmitting m-sequences
of length (2R − 1). Our DownLink (DL) transmission is initiated by transmitting an unmodulated pilot
signal over the Pilot Channel (PC). The PC provides a reference signal for all the MSs within a cell, which
is always transmitted by the BS [16, 65, 66]. Typically it is about 4-6 dB stronger than the power of all
other channels. The PC uses the all-zero Walsh code and contains no information except for the Radio
Frequency (RF) carrier in the IS-95. Therefore, the pilot signal is an unmodulated Spread Spectrum (SS)
signal because it is multiplied by an all-zero Walsh code, which is then spread according to the chip rate of
the sequence [51, 66]. No data modulation is performed during this part of the transmission, as mentioned
in [92,121].
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into the register of the m-sequence generator.

Step 2 The SISO detector/decoder receives a channel output sample yi associated with

the chip ci, and then it evaluates the LLR of ci based on yi as well as it deter-

mines the extrinsic information. The data are then fed to the SCRs of Fig. 3.3,

where the SCRs have the same number of taps as well as connections as that of

the m-sequence generator at the transmitter. The most recent R chip values are

stored in the SCR of the SISO decoder, which are associated with R successive

chips of the transmitted m-sequence, respectively. When the magnitudes of the

most recent R soft outputs of the SISO detector become sufficiently high for

ensuring a low Pe, a “Loading command” is issued by the scheme of Fig. 3.3.

Step 3 After that, R successive chips are calculated by using hard decisions, which is

based on comparing the most recent R chips stored in the SCR at that instant

of time to a threshold resulting in the binary value of either +1 or −1. After

obtaining the hard decision result, the values are loaded into the corresponding

delay units of the m-sequence generator of Fig. 3.3.

Step 4 As soon as the initial binary values are determined by the m-sequence generator,

the received signal is despread, provided that the initial chip values of the m-

sequence generator are correctly loaded.

Step 5 The despread signal is transferred to the Phase Tracking Loop (PTL) of Fig. 3.3

to acquire the phase. When the phase is acquired correctly, the updated chips of

R will be loaded into the delay units of Fig. 3.3. By contrast, if the phase is not

acquired correctly, then the PTL will be triggered to activate the “Reloading

command”. This procedure will be repeated until the correct code is found

by the PTL. In other words, the task of PTL is to retrieve a signal received

over the noisy channel and to produce a secure output so that the received and

transmitted signals are perfectly aligned.

3.1.1 m-Sequence Generator

The m-sequences employed are referred to as maximum-length sequences [16, 104],

which are generated by the feedback shift register of the transmitter seen in Fig. 3.2,

where ‘D’ represents the unit time delay and the coefficients g1, g2, · · · , gR represent

the presence or absence of the feedback connections. The above configuration leads

to the following GP:

g(D) = 1 +Dr1 +Dr2 + . . .+DR, (3.1)

where R is the highest order GP coefficient and g(D) has to be a primitive polyno-

mial [104,105]. According to Fig. 3.2, the binary output sequence ci, for i = 0, 1, . . . ,
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can be generated by the recursion of

ci = ci−r1ci−r2 . . . ci−(R) =
N∏
j=1

ci−rj i = 0, 1, . . . (3.2)

Please note in the m-sequence generator of Fig. 3.2 that the feedback chip is

transmitted to the receiver, instead of the output of the last shift register stage.

The latter would have resulted in the generation of an m-sequence. However, in this

specific code acquisition problem, the state of a register stage is transmitted, instead

of the bit of a conventional m-sequence. This is done so that the receiver may lock

on to the correct states of each register stage after a minimum of R transmissions,

where R is the number of registers stages, instead of 2R transmissions, which would

have been required if an m-sequence was transmitted. Therefore, in our problem

the transmitted bits are the states of the first register stage of the m-sequence and

they do not spread information bits. Based on the proposed approach, we are able to

acquire the current state of the m-sequence generator at the transmitter and load the

phase tracking loop from that point onwards. Therefore, transmitting the feedback

chip sequence is sufficient. This way, the iterative decoding process may be faster

than waiting till (2R − 1) chips have been received completed. In the context of

sequential estimation-based acquisition used for short m-sequences, the generator’s

state can be principally estimated using iterative decoding techniques, since each

m-sequence produced by an ‘R’-stage generator has a period of (2R − 1) chips, and

can be considered to be a cyclic Bose Chaudhuri Hocquengem (BCH) codeword of

length (2R − 1), having minimum distance of
{

2R − 1
}

[93].

Note that both the m-sequence generator and the soft-chip register use the same

feedback branches. Hence, in the m-sequence generator, the feedback elements are

duo-binary values, and the product of these feedback elements is used for generating a

binary feedback quantity. After the receiver obtained two sets of 2×
{

2R − 1
}

number

of consecutive samples of the transmitted m-sequence, the m-sequence generator’s

initial state of R chips is estimated by iteratively decoding the received m-sequence

with the aid of its number of samples. By contrast, the feedback elements from the

soft-chip register to the SISO decoder consist of the LLR values, and the specific op-

erations must be employed in the soft-value domain to provide extrinsic information

for the SISO decoding.

3.1.2 Soft Chip Register and SISO Detector

The soft-chip-register at the receiver of Fig. 3.2 consists of R number of Soft-Chip-

Delay-Units (SCDUs). It may be observed from Fig. 3.2 that the number of delay

units in the SCDU is the same as that in the m-sequence generator. Furthermore,

both the m-sequence generator and the SCDU use the same feedback connections
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as the m-sequence generator of the transmitter, since both the transmitter and the

receiver know the GP. The task of the SCDU is to store and shift the instantaneous

LLR values of R consecutive chips. Since in the beginning the probability of having

transmitted either chip value is the same, the LLRs are initialized to zero. These R

LLR values will determine the hard values of the consecutive chips that will be loaded

into the m-sequence generator after making a hard decision, as shown in Fig. 3.2.

The SISO detector exploits the previously computed LLR values stored in the SCDU

as the a priori information [92,105]. The intrinsic information processed by the SISO

detector is received from the channel. The soft output of the SISO detector is then

shifted to the left-most position of the SCDU registers, while the right-most SCDU’s

value is discarded [92,105].

3.1.3 Soft Channel Outputs

The received signal corresponding to chip ci can be expressed as yi = αici + ni,

i = 0, 1, . . .. When communicating over a fading channel, αi denotes the fading

amplitude, where αi = 1 which means no fading is considered. Furthermore, ni rep-

resents the Additive White Gaussian Noise (AWGN) having a zero mean and noise

spectral density of N0. Given yi, the LLR of ci is expressed as

Lex(ci) = L(ci|yi) = log

[
P (ci = +1|yi)
P (ci = −1|yi)

]
,

= Lch, i · yi + Lapr(ci), i = 0, 1, · · · (3.3)

where Lch, i = 4αi
Ec
N0

represents the reliability value of the channel output and Lapr(ci)

is the a priori LLR of the ith chip, Ec represents the transmitted chip energy and
Ec
N0

represents Signal to Noise Ratio (SNR). It can be observed from Fig. 3.2 that

the system behaves recursively, where the previous soft outputs of the SISO detector

obtained at the time indices of (i− 1), (i− 2), . . . , (i− R) are fed back to the SISO

detector. Therefore, the extrinsic information provided by them can be readily ex-

ploited for enhancing the correct decoding probability of the chip ci. Let the previous

R number of soft outputs of the SISO detector be Lex(ci−1), Lex(ci−2), · · · , Lex(ci−R).

Lapr(ci) ≈
[

R∏
r=1

sign(Lex(ci−r))

]
× (3.4)

min {|L(ci − 1)|, |L(ci − 2)|, · · · , |L(ci −R)|} .

The soft output of the SISO detector Lex(ci) may be found by combining Eq.(3.3)

and Eq.(3.4). where we assume that Le(c−∞) = · · · = Le(c1−r) = Le(c−2) =

Le(c−1) = 0. Finally, the channel output information L(ci|zi) in Eq.(3.3) and the

extrinsic information Le(ci) in Eq.(3.4) jointly yield the soft output of the SISO
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decoder associated with chip ci as

L(zi) = L(ci|yi) + Le(ci)

= Lcyi + L(ci) +

[
R∏
r=1

sign(L(zi−rn))

]
· min {|L(zi−r1)|} , {|L(zi−r2)|} , · · · ,
· · ·

{
|L(zi−(rN=R))|

}
, i = 0, 1, · · · . (3.5)

If the channel’s output SNR is sufficiently high, the LLR values of the last R con-

secutive chips will increase upon increasing the number of iterations in the receiver.

The reliabilities associated with the R consecutive chips improve, while the erroneous

loading probability of the generator - which is defined as the probability of the event

that the m-sequence generator of Fig. 3.2 is loaded with at least one erroneous chip

- decreases upon increasing the number of iterations. If the amplitudes of the LLR

values in the SCDUs become sufficiently high after a number of iterations, then the

SISO detector can carry out hard-decisions to obtain the binary +1 or −1 chip values,

which are then loaded into the delay units of the receiver’s m-sequence generator of

Fig. 3.2. During the lth iteration, with l = 1, . . . , L, R number of extrinsic LLR have

to be calculated, so that the estimated value of each shift register is updated at the

receiver. This requires the transmission of R chips during each iteration. Therefore,

after L iterations a total of R× L received chips have been transmitted.

3.1.4 Phase Tracking Loop

Prior to despreading, the SNR is usually insufficiently high for reliable carrier phase

tracking. The despread signal is passed to a low-pass filter and then to the tracking

loop of Fig. 3.2. If the tracking loop is capable of obtaining the correct phase, the

code acquisition process is successfully completed. By contrast, if the tracking loop is

incapable of tracking the phase, the Reloading command of Fig. 3.2 will be activated

and this time the m-sequence will have different values in the delay units of the local

m-sequence generator. This process will continue until successful code acquisition is

achieved. The main task of the PTL in Fig. 3.2 is to reliably detect the transmitted

signal and to generate a stable output so that the transmitter and the receiver are

perfectly synchronized, thus improving the SNR. The Local Oscillator (LO) in the

PTL maintains phase-matching and if there is any phase drift, the LO adjusts its

frequency to compensate for it.

3.2 Performance of the RSSE Scheme in AWGN Channel

The AWGN channel model imposes white noise with a constant power spectral den-

sity and a Gaussian distributed amplitude [15, 22, 106]. This model is often used in
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Figure 3.4: Six polynomials of m = 5 are characterized for transmission over an AWGN channel,
when L = 40 and L = 80.

order to gain insight into the underlying behavior of various communications systems

before other propagation phenomena, such as fading are considered [16, 104]. This

model is also important, since it provides an upper bound on the communication

system performance [15,22,135].

In this section we characterize the behavior of the RSSE scheme under AWGN

channels. We will investigate the Erroneous Loading Probability Pe versus the SNR

per chip (Ec/N0), expressed in dB. In this section we have investigated various

polynomials to characterize the effect of noise. The polynomials evaluated in this

chapter are shown in Table 3.1. These polynomials are widely used in the field of

cellular communication [16,22,136,137,138].

3.2.1 Performance of Polynomials in the m = 5 Group

In this subsection we evaluated the performance of the GP described in Table 3.1. As

seen in Table 3.1, there are six 5th order GPs. We have characterized their Erroneous

loading Probability (Pe) versus the SNR in Fig. 3.4. In Fig. 3.4 we have used L = 40

and L = 80 iterations, which means that a total of received chips R×L = 40×5 = 200

and 80 × 5 = 400 are processed by the SISO decoder, respectively. If we compare

the performance of polynomial g2(D) for L = 40 and L = 80 iterations, we observe

in Fig. 3.4 that a gain of more than 3 dB is achieved at Pe = 10−5. Upon doubling
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Polyno- No. of Poly- Generator

-mial -nomials

order Generated Polynomials

5 6 g1(D) = 1 + D2 + D5, g2(D) = 1 + D3 + D5, g3(D) = 1 + D2

+D3 + D4 + D5, g4(D) = 1 + D + D3 + D4 + D5, g5(D) = 1+

D + D2 + D4 + D5, g6(D) = 1 + D + D2 + D3 + D5

6 6 g1(D) = 1 + D + D6, g2(D) = 1 + D5 + D6, g3(D) = 1 + D

+D4D5 + D6, g4(D) = 1 + D2 + D3 + D5 + D6, g5(D) = 1 + D+

D2 + D5 + D6, g6(D) = 1 + D + D3 + D4 + D6

13 7 g1(D) = 1 + D + D3 + D4 + D13, g2(D) = 1 + D5 + D6 + D7

D8 + D12 + D13, g3(D) = 1 + D + D4 + D7 + D8 + D11 + D13,

g4(D) = 1 + D4 + D5 + D7 + D9 + D10 + D13,

g5(D) = 1 + D1 + D2 + D3 + D6 + D8 + D9 + D10 + D13,

g6(D) = 1 + D + D2 + D3 + D4 + D5 + D6 + D8 + D10 + D12

+D13,g7(D) = 1 + D2 + D3 + D5 + D6 + D7 + D8 + D9 + D10

+D11 + D13

15 7 g1(D) = 1 + D + D15, g2(D) = 1 + D4 + D15, g3(D) = 1 + D4

+D7 + D15, g4(D) = 1 + D + D5 + D10 + D15, g5(D) = 1+

D3 + D5 + D8 + D9 + D10 + D15, g6(D) = 1 + D + D2

+D4 + D5 + D10 + D15, g7(D) = 1 + D2 + D3 + D4 + D5 + D6

+D7 + D8 + D9 + D10 + D11 + D12 + D13 + D14 + D15

23 7 g1(D) = 1 + D5 + D23, g2(D) = 1 + D5 + D11+

+D + D17 + D23, g3(D) = 1 + D4 + D5 + D12 + D23,

g4(D) = 1 + D4 + D5 + D23, g5(D) = 1 + D5 + D7 + D21 + D22

+D23, g6(D) = 1 + D3 + D5 + D6 + D13 + D16 + D23,

g7(D) = 1 + D3 + D4 + D5 + D7 + D9 + D10 + D15 + D23

29 2 g1(D) = 1 + D2 + D29, g2(D) = 1 + D27 + D29

31 2 g1(D) = 1 + D3 + D31, g2(D) = 1 + D28 + D31

Table 3.1: The list of polynomials often used in communication systems.
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the number of processed chips from R × L = 200 to 400. It can be concluded from

Fig. 3.4 that g1(D) and g2(D) perform better, than the rest of them because they

have less connections, hence they impose less grave error propagation. Furthermore,

the GP g2(D) performs better than g1(D), since its second tap is connected to a

higher index, which is 3 as compared to g1(D), which is connected to chip-index 2.

It also mitigates the noise-propagation effects. Hence, this significant gain of 3 dB

is because of the increased number of L = 80 iterations. It can be inferred that

allowing more decoding iterations to occur in the SISO decoder helps to achieve an

infinitesimally low Pe at low SNRs. Furthermore, when comparing the other 5th order

polynomials having more than three taps, it can be observed that g3(D) performs

better than the rest, because it only has one consecutive tap, whereas the others have

two consecutive taps. Thus the performance of g3(D) is better than g4(D), g5(D)

and g6(D). Now the question arises, why g4(D) performs better than g5(D) or g6(D).

The reason is simple because the third tap of g4(D) is connected to a higher index

of 3, while that of g5(D) is connected to a lower index of 2, hence g4(D) imposes

less grave noise propagation. Finally, it can be concluded from Fig. 3.4 that the

performance of the polynomials depends upon three factors:

• Number of connecting taps;

• Number of consecutive taps;

• Location of the highest connected tap.

When comparing polynomials of the same order, less connecting taps give better

performance. When the total number of connecting taps is the same, the polynomials

with less consecutive taps perform better. If both the number of connecting and

number of consecutive taps are the same, then the location of the second connecting

tap plays an important role. Generally, taps with higher second index perform better

than the lower second-index taps. Table 3.2 summaries our comparisons for the

polynomial order of m = 5.

3.2.2 Performance of Polynomials in the m = 6 Group

For the analysis of the set of GP associated with m = 6 we have generated all

the six existing polynomials, which are used in our RSSE model to produce the Pe

versus SNR results. The configuration of these polynomials is listed in Table 3.1.

To understand the behavior of these polynomials Fig. 3.5 shows the Pe versus SNR

performance in dB, where the total number of received chips processed are L×R =

40 × 6 = 240 and 80 × 6 = 480. Similar trends were observed in Fig. 3.5 to those

of Fig. 3.4. It can be inferred that the influence of noise is more grave in case of

having a higher number of taps. Now if we compare the polynomials in this group,

we observe that all these polynomials have at least two consecutive taps, but the
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Poly- Total Consec- Second tap Third tap Fourth tap Ec/N0 [dB] at

-no- Taps -utive location in location in location in Pe = 10−5 when

-mial Taps the GP the GP the GP L = 80 iterations

g1 3 0 at Tap 2 - - -5.5

g2 3 0 at Tap 3 - - -5.9

g3 5 1 at Tap 4 at Tap 3 at Tap 2 -3.0

g4 5 2 at Tap 4 at Tap 3 at Tap 1 -4.2

g5 5 2 at Tap 4 at Tap 2 at Tap 1 -2.5

g6 5 2 at Tap 3 at Tap 2 at Tap 1 -2.2

Table 3.2: The polynomial performance for m = 5 depends upon the number of consecutive taps
as well as on the index of the second connecting tap present in the feedback.

performance of g3(D) is better than that of g4(D), g5(D) and g6(D), because the

position of the second connecting tap in g3(D) is located at a higher index than that

of the other GPs of this group having four taps. Hence, it can be concluded that the

performance depends both upon the number of consecutive taps and on the location

of the second tap present in the generator polynomial.
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Figure 3.5: Six polynomials of m = 6 are characterized for transmission over an AWGN channel,
when L = 40 and L = 80.
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Poly- Total Consecut- Second tap Third tap Ec/N0 [dB] at

-no- Taps -ive location location Pe = 10−5 when

-mial Taps in GP in GP L = 80 iterations

g1 3 1 at Tap 1 - -4.7

g2 3 1 at Tap 5 - -5.2

g3 4 2 at Tap 5 at Tap 4 -3.5

g4 4 2 at Tap 5 at Tap 3 -3.0

g5 4 2 at Tap 5 at Tap 2 -2.5

g6 4 2 at Tap 4 at Tap 3 -1.9

Table 3.3: The polynomial performance for m = 6 depends upon the number of consecutive taps
as well as on the index of the second and third connecting tap present in the feedback.

In Table 3.3 we conclude that the performance of the RSSE scheme depends

upon two factors, namely on the number of connecting taps and on the location of

the second tap present in the polynomial order.

3.2.3 Performance of Polynomials in the m = 13 Group

In this section our simulations are carried for transmission over an AWGN channel

for polynomial orders of m = 13. In this group we have seven polynomials, which are

compared to each other in terms of their Pe versus SNR performance in dB. We have

generated Figs. 3.6 and 3.7, where again, seven 13th order polynomial are utilized.

In Fig. 3.6 we have plotted Pe of the seven polynomials at L = 40 to quantify

their performance. Observe in Table 3.1 that all the polynomials in this group have

at least one consecutive tap, thus the performance of these GPs is similar to each

other. Having said that, g1(D) outperforms the rest of the GPs, because it has five

connecting taps, whereas the rest of the group has more than five connecting taps. It

can be observed that as the number of connection taps increases, the Pe performance

degrades. The performance of g6(D) and g7(D) is the worst, since both have eleven

taps, but g6(D) has a slightly better performance, because its second tap is connected

to a higher index than that of g7(D). From the simulation result of Fig. 3.6 we can

deduce that GPs having less taps perform better, because they impose less grave

error propagation. In a nutshell, it can be concluded that GPs having more taps

are more gravely influenced by the noise and thus they benefit less from an iterative

scheme.

Similar trends were observed in Fig. 3.5, which indicates that g1(D) outperforms

all the GPs present in this group because of having the least connecting taps. It can

be observed that the influence of noise is directly linked to the number of connection
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Figure 3.6: Seven polynomials of m = 13 are characterized for transmission over an AWGN chan-
nel, when L = 40.

taps as well as the index of consecutive taps. The performance of all the GPs is

summarized in Table 3.4.

3.2.4 Performance of Polynomials in the m = 15 Group

In this section seven 15th order GPs are evaluated in terms of their Pe versus SNR

performance, which are listed in Table 3.1. According to Fig. 3.8, the total number

of received chips is L×R = 40× 15 = 600 and 80× 15 = 1200, which are processed

by the SISO decoder. It is observed that g1(D) and g2(D) perform better than the

rest of the GPs in this group, because both have three taps. Furthermore, g2(D)

performs better than g1(D) because g2(D) has no consecutive taps, whereas g1(D)

has one pair of consecutive taps, since the performance is directly linked to the

number of consecutive taps, as discussed in Figs. 3.4 and 3.5. Comparing the other

GPs available in this group, g3(D) performs better because it has four taps, whereas

the rest of the GPs have more than four taps. Thus, it can be concluded that

the performance depends both on the total number of taps and on the number of

consecutive taps, as discussed earlier in Figs. 3.4 and 3.5 as well as in Table 3.2. These

GPs are characterized in Table 3.5, where it can be seen that GPs having less taps

have a higher likelihood of accurate extrinsic information for the SISO acquisition

model. Consequently, GPs having fewer taps may be preferred, since the malevolent
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Figure 3.7: Seven polynomials of m = 13 are characterized for transmission over an AWGN chan-
nel, when L = 40 and 80.

effects of noise contaminates their chips less gravely, than those having more taps,

as discussed in the section concering both m = 5 and m = 6.

3.2.5 Performance of Polynomials in the m = 23 Group

The family of seven 23rd order GPs is investigated in this section for transmission

over an AWGN channels, which are listed in Table 3.1. Figs. 3.9 and 3.10 show their

performance in terms of Pe versus SNR expressed in dB. In Fig. 3.9 the number

of iterations is L = 40, where g1(D) performs better than the rest of the GPs,

because it has less connecting taps than the other GPs, which have more than three

taps. Furthermore g2(D), g3(D) and g4(D) have five connecting taps, but g2(D) has

no consecutive taps, thus its performance is better than those of g3(D) and g4(D).

Moreover when comparing g3(D) with g4(D), g3(D) has one pair of consecutive tap

while g4(D), where g4(D) has two pairs of consecutive taps. Therefore, g4(D) needs

more iterations to achieve the desired performance. Hence, this result reflects again

that more taps have inferior performance than their counterparts having less taps.

Similar trends were also observed in Fig. 3.10. The summary of these results can

be tabulated in Table 3.6.
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Poly- Total Consecut- Second Ec/N0 [dB]

-no- Taps -ive tap location Pe = 10−5 for

-mial Taps in GP L = 80 iterations

g1 5 2 at Tap 4 -0.8

g2 7 2 at Tap 12 -0.2

g3 7 2 at Tap 11 0.0

g4 7 2 at Tap 10 0.5

g5 9 2 at Tap 10 1.0

g6 12 2 at Tap 12 1.2

g7 12 2 at Tap 11 1.6

Table 3.4: The polynomial performance for m = 13th depends upon the number of consecutive
taps as well as on the index of the second connecting tap present in the feedback
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Figure 3.8: Seven polynomials of m = 15 are characterized for transmission over an AWGN chan-
nel, when L = 40 and L = 80.

3.2.6 Performance of Polynomials in the m = 29 Group

The pair of legitimate 29th order GPs are compared in Fig. 3.11. It can be observed

that the total number of received chips is L×R = 40×29 = 1160 and 80×29 = 2320,

which are processed by the SISO decoder. It can be deduced that g2(D) performs
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Poly- Total Consecu- Second Ec/N0 [dB]

-no- Taps -tive tap location Pe = 10−5 for

-mial Taps in the GP L = 80 iterations

g1 3 1 at Tap 1 -4.5

g2 3 - at Tap 4 -4.0

g3 4 - at Tap 7 -2.5

g4 5 1 at Tap 10 -1.0

g5 7 1 at Tap 10 0.6

g6 7 2 at Tap 12 1.0

g7 15 1 at Tap 11 2.0

Table 3.5: The polynomial performance for m = 15th depends upon the number of consecutive
taps as well as on the index of the second connecting tap present in the feedback. g7(D)
polynomial have consecutive taps from tap location 15 to 2.
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Figure 3.9: Seven polynomials of m = 23 are characterized for transmission over an AWGN chan-
nel, when L = 40.

better than g1(D), because its second tap is connected to a higher index, namely to

index 27, whereas for g1(D) the second tap location is index 2. This trend is similar

to that discussed earlier in Figs. 3.4 and 3.5 and Table 3.2. Furthermore, as expected,

the performance improves, when the number of iterations is increased from L = 40 to
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Figure 3.10: Seven polynomials of m = 23 are characterized for transmission over an AWGN
channel, when L = 40 and L = 80.

L = 80. Since, more chips are processed by the SISO decoder, this increases the gain

of the RSSE acquisition scheme. The summary of these polynomials can be observed

in Table 3.7, where it can be seen that g2(D) requires lower SNR value than g1(D),

as discussed earlier in the simulation analysis of GPs belonging to m = 5, m = 6,

m = 15 having three taps.

3.2.7 Performance of Polynomials in the m = 31 Group

In this section the pair of legitimate 31st order GPs are characterized in terms of

their Pe versus SNR performance in Fig. 3.12, where the total number of received

chips processed by the SISO decoder is L×R = 40× 31 = 1240 and 80× 31 = 2480.

It can be inferred that g2(D) perform better than g1(D), because its second tap is

connected to the higher index of 28, whereas for g1(D) the second tap is located at

index 3. The summary of these GPs can be seen in Table 3.8, where it is observed

that the performance depends on the location of the second feedback tap connection,

which plays a vital role in achieving a better performance, as discussed earlier when

comparing GPs of m = 5, m = 6 and m = 15 having three taps.
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Poly- Total Consecut- Second Ec/N0 [dB]

-no- Taps -ive tap location Pe = 10−5 for

-mial Taps in the GP L = 80 iterations

g1 3 - at Tap 5 -4

g2 5 - at Tap 17 -2

g3 5 2 at Tap 12 -1

g4 5 2 at Tap 5 -0.5

g5 6 1 at Tap 22 0

g6 7 1 at Tap 16 0.5

g7 9 2 at Tap 15 1.8

Table 3.6: The polynomial performance for m = 23rd depends upon the number of consecutive
taps as well as on the index of the second connecting tap present in the feedback.
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Figure 3.11: Two polynomials of m = 29 are characterized for transmission over an AWGN chan-
nel, when L = 40 and L = 80.

3.3 Summary

In this chapter we have evaluated many different GPs associated withm = 5, 6, 13, 15, 23, 29

and 31 in terms of their Pe versus the SNR performance expressed in dB. Com-

paring all GPs leads to difficulty in understanding the overall trends. Therefore
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Poly- Total Consecut- Second tap Ec/N0 [dB] at

-no- Taps -ive location Pe = 10−5 for

-mial Taps in the GP L = 80 iterations

g1 3 - at Tap 2 -3.0

g2 3 - at Tap 27 -3.3

Table 3.7: The polynomial performance for m = 29th depends upon the number of consecutive
taps as well as on the index of the second connecting tap present in the feedback.
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Figure 3.12: Seven polynomials of m = 31 are characterized for transmission over an AWGN
channel, when L = 40 and L = 80.

we have taken the best two or worst two GPs of each group and compared them

to the other groups to deduce our findings. Invoking the powerful iterative SISO

decoding principle rather than hard decisions is capable of further improving the

performance [16,92,121]. Among these GPs having similar orders, we chose the best

two or three GPs based upon their Pe versus SNR performance characterized by our

simulation results using the RSSE acquisition scheme. The RSSE scheme is consti-

tuted of four blocks, which are detailed in Section 3.1. The appealing feature of the

RSSE is that it is capable of observing the reliabilities of all the consecutive chips by

observing the amplitudes of the LLR values stored in the soft-chip delay units.

The maximum affordable number of iterations is L = 80, thus the total number

of received chips processed by the SISO decoder is L×R, where R denotes the GP’s
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Poly- Total Consecut- Second connecting Ec/N0 [dB] at

-no- Taps -ive location Pe = 10−5 for

-mial Taps in the GP L = 80 iterations

g1 3 - at Tap 3 -2.4

g2 3 - at Tap 28 -2.8

Table 3.8: The GP performance for m = 31st depends upon the number of consecutive taps as
well as on the index of the second connecting tap present in the feedback.

Groups Polynomials Representation of polynomials

A g1(D), g2(D) (2, 5), (3, 5)

g3(D), g4(D) (1, 6), (5, 6)

B g6(D), g7(D) (1, 15), (4, 15)

g8(D), (5, 23),

g10(D), g11(D), (2, 29), (27, 29)

g12(D), g13(D) (3, 31), (28, 31)

C g5(D), g9(D) (1, 3, 4, 13), (5, 11, 17, 23)

D g14(D) (2, 3, 5, 6, 7, 8, 9, 10, 11, 13)

g15(D) (1, 2, 3, 4, 5, 6, 8, 10, 12, 13)

g16(D) (2, 3, . . ., 15)

Table 3.9: GPs invoked for our RSSE scheme, where g16 has consecutive feedback taps ranged
from 2 to 15 and 0 in all polynomials was removed for simplicity.

order. Please note that the curves are plotted as Pe versus Ec/N0 expressed in dB.

Our comparisons in terms of Pe versus SNR are recorded for various GPs, as shown

in Fig. 3.13, where the Groups A and B are created by grouping the curves and GPs

of similar shape together. Here, the GPs in each group have three feedback taps. For

clarity, the GPs are grouped together on the basis of their performance.

In Group A, we have four GPs, namely [g1(D), g2(D)] and [g3(D), g4(D)] having

orders 5 and 6, respectively. The GP g2(D) has a better performance than g1(D),

since its second feedback tap is connected to the third position of the entire feedback

tap arrangement (tap3), whereas in g1 the second feedback tap is linked to the second

position (tap2), as described in Table 3.9. It is observed that the GPs g3(D) and

g4(D) have consecutive taps, where g3(D) performs worse because its consecutive taps

are at lower connection indices of 0 and 1 (taps 0 and 1), whereas the consecutive

taps of g4(D) are located at higher connection indices of 5 and 6 (taps 5 and 6).

Explicitly, g2(D) has a better performance than the rest, because it belongs to a
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Figure 3.13: Performance comparison between GPs having three feedback taps, where A and B
represent groups of primitive polynomials showing similar performance.

lower-order GP and its second feedback tap is connected to a higher index than the

second tap of g1(D).

In Group B of Fig. 3.13, we have seven GPs, namely g6(D), g7(D), g8(D), g10(D),

g11(D), g12(D), and g13(D) as portrayed in Table 3.9, where g6(D) and g7(D) have

the order of 15. Here, g7(D) performs better than g6(D), since the former does not

contain any consecutive feedback taps. Namely, in g6(D) the consecutive feedback

taps are present at indices 0 and 1 (taps 0 and 1). Furthermore, g8(D), [g10(D),

g11(D)], and [g12(D), g13(D)] have orders of 23, 29, and 31, respectively, as shown in

Table 3.9. Observe in Fig. 3.13 that the performances of g13(D), g11(D), g10(D), and

g8(D) are slightly better than that of g12(D). It also transpires from Fig. 3.13 that

if the taps are non-consecutive and the GP’s order is lower, then the SNR required

for achieving a given Pe will be lower, especially for lower-order GPs. In contrast to

Fig. 3.13 focusing on GPs having three feedback tap, let us now vary the number

of feedback taps. The corresponding Pe versus SNR performance is recorded for the

GPs in Fig. 3.14.

Observe in Fig. 3.14 that the groups A, C, and D are formed, where the corre-

sponding GPs are again grouped together according to their performance trend. In

group A, g2(D) is chosen owing to its better Pe versus SNR performance. Group

C has [g5(D), g9(D)], whereas g14(D), g15(D), and g16(D) belong to Group D of
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Figure 3.14: Performance comparison between primitive polynomials having a different number
of feedback taps, where A, C, and D represent the groups of GPs having similar
behavior.

Number of consecutive Representation of primitive

tap-groups polynomials

0 g1(D), g2(D), g7(D), g8(D), g9(D),

g10(D), g11(D), g12(D), g13(D)

1 g3(D), g4(D), g6(D)

2 g5(D)

8 g15(D), g14(D)

13 g16(D)

Table 3.10: Primitive polynomials according to the number of consecutive feedback taps.

Table 3.9. As visualized in Fig. 3.14, the SNR performance of the GPs deteriorates

as the number of consecutive feedback taps increases. More explicitly, g16(D) has

more consecutive feedback taps than the rest of the group, namely 2 to 15 taps,

where each feedback-sample is noise contaminated, hence degrading the achievable

performance. Upon comparing the performances of GPs having an order of 13, i.e.

g14(D) and g15(D) generated using 10 taps, respectively it is found that both GPs
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have two consecutive feedback taps. The GP g15 leads to better performance, be-

cause the connected feedback indices 7, 9, and 11 are absent, whereas in g14(D) we

have no feedback tap connections at indices 1, 4, and 12. Therefore, more vacant

positions exist at higher-order feedback indices in g15(D) as compared to g14(D),

therefore g15(D) performs better. Hence, we infer that the detection capability of

the receiver is reduced by the presence of the consecutive feedback taps. The receiver

has a better chance of detecting the chips in the presence of noise in case of g15(D) as

opposed to that of g14(D), since the detection capability of the receiver is degraded

proportionally to the number of consecutive feedback taps.

Group C has g5(D) and g9(D), where g5(D) performs better than g9(D), because it

belongs to lower order polynomial. From our simulation results obtained in Figs. 3.13

and 3.14, we conclude that the low-order GPs outperform the higher-order GPs,

because the detrimental influence of noise imposed on the chips of lower-order GPs

results in less grave error propagation than for their higher-order counterparts. It is

also evident that GPs having different orders exhibit a performance, which depends

on the specific number of consecutive feedback taps.

According to our findings in Figs. 3.13 and 3.14 the performance of the GPs

depends upon two factors, namely on the number of consecutive taps and on the

specific position of connecting taps. Observe in Table. 3.10 that GPs g1(D), g2(D),

g7(D), g8(D), g9(D), g10(D), g11(D), g12(D), and g13(D) have non-consecutive taps.

As seen in Figs. 3.13 and 3.14, the performance of g9(D) is the worst because it has

four connecting taps, whereas the remaining GPs have only two connecting taps.

Therefore, the low-order GPs having less connecting taps outperformed their higher-

order counterparts, which precipitated the noise-effects by more feedback taps.

After arranging the GPs according to the number of consecutive feedback taps, the

desired GPs having a single pair of consecutive feedback taps are g3(D), g4(D), and

g6(D). The performance of g4(D) is better than g3(D), and g6(D) because it belongs

to the low-order GP and its consecutive feedback tap are arranged at higher indices

of 5 and 6 as compared to g3(D), where the consecutive feedback taps are at indices

0 and 1. Furthermore, when comparing the GPs based upon two or more consecutive

taps i.e. g5(D), g14(D), g15(D), and g16(D) GPs having less consecutive feedback taps

results in better performance than those having more consecutive feedback taps.

Finally, let us consider GPs having a similar number of consecutive feedback

taps, such as g14(D) and g15(D). Observe in Fig. 3.14 that g15(D) performs better

than g14(D), where taps 7, 9, and 11 are absent in g15, while in g14(D) taps 1,

4, and 12 are absent. Therefore, we may infer that the SNR required depends on

the specific positions of vacant indices, when comparing GPs having an identical

order. Table 3.11 further corroborates our findings by using SNR values obtained in

a Rayleigh fading channel. Similarly, g2(D) has the best SNR value of −4.6 dB at

Pe = 10−3, whereas g16, g14, and g15 are undesirable owing to the presence of more
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gx(D) g1 g2 g3 g4 g5 g6 g7 g8

Ec/N0 [dB] −4.4 −4.6 −3.9 −4.2 −0.4 −2 −2.2 −1.2

gx(D) g9 g10 g11 g12 g13 g14 g15 g16

Ec/N0 [dB] −0.2 −1.4 −1.3 −1.5 −1.6 1.4 1.0 1.7

Table 3.11: Performance analysis of GPs under Rayleigh fading channel for different SNR values
at Pe=10−3.

consecutive taps.

3.4 Conclusions

In this chapter, the acquisition of m-sequences using the proposed RSSE scheme has

been investigated. It has been observed that RSSE acquisition scheme has both an

implementation complexity and an initial synchronization time, which are depen-

dent on the number of stages in generating the m-sequence. We conclude that the

performance of RSSE scheme depends upon three factors, namely on the order of

the polynomial, on the number of connecting taps and on the specific indices of the

connecting taps. When comparing GPs of identical order, GPs with less connecting

taps will outperform those having a higher number of connecting taps, since the lat-

ter precipitated the noise-effects by having more feedback taps. Furthermore, if the

connecting taps are same, then GPs with the second highest indices perform better.

Therefore, the required SNR depends partially on the specific positions of vacant

indices, when comparing GPs having identical orders. Finally, when comparing GPs

of different order, the low-order GPs avoids the avalanche-like error-propagation of

higher-order GPs, since the noise imposed on the chips of lower-order GPs results in

fewer inaccuracy transmission than of higher-order GPs. We infer that the detection

capability of the receiver is reduced by the presence of consecutive feedback taps.

Thus the receiver having less connecting taps, has a better chance of detecting the

chips in the presence of noise as opposed to that having more connecting taps.



Chapter 4
Primitive polynomials for iterative

estimation of m-sequences

In this chapter, an EXtrinsic Information Transfer (EXIT) Chart assisted approach

is used for the convergence analysis of m-sequences using Recursive Soft Sequence

Estimation (RSSE) in the context of Nakagami-m fading channels. As we know

that a delay of less than one millisecond is required by low-latency 5G wireless com-

munication systems for supporting the ‘tactile’ Internet. Hence, conventional initial

synchronization cannot be readily employed because of its potentially excessive delay.

Explicitly, the novelty of our work is based on employing a new type of EXIT Charts

operating without using interleavers. This is a challenge, because the original EXIT

charts rely on the employment of long, high-delay interleavers for ensuring that the

Mutual Information (MI) processed by them becomes uncorrelated in Gaussian dis-

tribution. By contrast, the correlation of m-sequences is beneficially exploited during

each iteration. The m-sequences are generated using a self-concatenated approach.

We demonstrate that the m-sequences generated by the lower-order polynomials max-

imize the MI more promptly with the aid of our RSSE scheme than those, which

belong to a higher-order polynomial. Additionally, when EXIT chart analysis is ap-

plied to the lower-order polynomials, they yield a large area under the EXIT curves

of the inner detector, which results in a higher achievable rate for systems which

use m-sequences for Direct Sequence Code Division Multiple Access (DS-CDMA).

Furthermore, we show that the erroneous loading probability of low order polyno-

mials is also lower than that of higher-order polynomials at a given signal to noise

ratio. Moreover, the polynomials having the same order but fewer consecutive taps

outperform the polynomials with a higher number of consecutive taps. This chap-

ter deals with the performance of m-sequence using iterative estimation scheme and

their behavior in fading channels of mobile communication. Section 4.1 deals with

the introduction of m-sequence generated by iterative estimation using RSSE acqui-

sition scheme. Section 4.2 covers the system model of RSSE scheme while Section 4.3

51



52 4. Primitive polynomials for iterative estimation of m-sequences

deals with the Performance of EXIT Chart and its application in RSSE scheme un-

der Nakagami Fading Channel, Section 4.4 deals with the simulation results while

Section 4.5 deals with the performance of Automatic Gain Controller (AGC) and

Section 4.6 concludes with the polynomial performance in iterative RSSE scheme

under Nakagami Fading Channel.

4.1 Introduction

Wireless Communication is the backbone of telecommunication industries which is

progressing at a very rapid pace. To make communication more efficient, reliable

and effect we need to improve its basic structure; so that we can reduce latency,

throughput and secure the correct information under any noisy channel. We need to

obtain synchronization more quickly so that all communication should be protected

and guarded well with less error. In the current era of mobile communication android

phones, tablets, notebooks and laptops are in great demand throughout the world,

which has resulted in an exponential increase of data traffic [9,16,139,140]. Hence the

information transmission over the channel should be as bandwidth-efficient as possi-

ble [23, 135, 141]. Fortunately, the performance of wireless systems can be enhanced

using iterative decoding, where extrinsic soft information is exchanged between the

constituent receiver components [141, 142]. The increased tele-traffic has led to the

development of new enabling techniques operating at increased millimetre wave car-

rier frequencies where more bandwidth is available for small cells [135,139,140,143].

These advances will improve the area spectral efficiency in tele-traffic hot spots, such

as stadiums, shopping malls etc. However, the Global Positioning System (GPS)

cannot be used for indoor environments as a centralized time reference due to its

high building-penetration loss.

Pseudo Noise (PN) sequence acquisition was conceived for the initial synchroniza-

tion of classic spread-spectrum communication systems [23]. As early as 1965, Ward

proposed an m-sequence acquisition arrangement [102], which was later relied upon

by the solutions conceived in [105, 92]. The basic principle relies on generating m-

chips by a local m-sequence generator based on the most likely received m-sequence.

Once a minimum of m-chips have been received, we can update the estimate of the

received sequence upon receiving each new chip. Naturally, the received chip may be

contaminated by the channel, which may hence lead to loading erroneous values into

the local m-sequence generator of the receiver [16,92]. By invoking the iterative Soft

Input Soft Output (SISO) decoding principle we can improve the initial sequence

acquisition performance [140,141,144].

In this chapter, a Recursive Soft Sequence Estimation (RSSE) scheme is conceived

for m-sequences [16,92,122], which relies on soft decision feedback for improving the

performance of the system as compared to the hard decision approach, which is
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achieved at the cost of a modest increase in complexity [16,92]. We will demonstrate

that the RSSE scheme advocated performs well in generalized Nakagami-m fading

channels. Our novel contributions in this chapter are as follows:

• We conceive a new EXIT chart tool, where the correlation of chips inherent in

the m-sequences is exploited.

• We demonstrate that the m-sequences relying on low-order generator poly-

nomials achieve higher mutual information than high-order polynomials after

undergoing the same number of RSSE iterations.

• We also show with the aid of EXIT charts that the convergence behavior of

low-order polynomials is better than that of the high-order polynomials.

• Low-order polynomials result in lower Erroneous Loading Probability (Pe) at a

given Signal to Noise Ratio (SNR) than their higher-order counterparts. Fur-

thermore, having less feedback taps is more beneficial at a given generator

polynomial order.

• The initial acquisition delay between the Base Station (BS) and the User Equip-

ment (UE) is minimized, if the generator polynomial has a low number of feed-

back connections and when these taps are non-consecutive.

4.2 System Model

The RSSE acquisition scheme is illustrated in Fig. 3.2, which consists of four funda-

mental building blocks, namely 1) the m-sequence generators 2) the soft chip registers

3) the SISO detector and 4) the phase tracking loop. We have discussed all these

blocks in detail in Chapter 3, before proceeding to our novel contributions of this

chapter, we summarized main procedure of RSSE scheme. Thus according to Fig. 3.2

where the soft chip register has the same number of delay elements as that of the

m-sequence generator of the transmitter. These delay units are referred to as soft-

chip delay units and they store the instantaneous values of consecutive chips in the

form of their Log-Likelihood Ratio (LLR). After obtaining the LLR values, they are

loaded into the delay units of the m-sequence generator. The SISO decoder estimates

the corresponding value of the soft LLR output after receiving a soft channel output

associated with a given chip of the m-sequence. The SISO decoder processes both

the intrinsic information received from the channel plus the extrinsic information

related to the same chip based on the previously decoded LLR values stored in the

soft-chip delay units. The output of the SISO decoder is then shifted to the left-most

position of the soft-chip delay units in the soft-chip register,while the soft value in

the right-most soft-chip delay unit is discarded. The appealing feature of the RSSE
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is that it is capable of observing the reliabilities of all the consecutive chips by ob-

serving the amplitudes of the LLR values stored in the soft-chip delay units. For more

details on the basic procedure of the RSSE scheme please refer to Section 3.1 and

the explanation of Figs. 3.2 and 3.3.

Please note, in this chapter we are transmitting the m-sequences over a fad-

ing channel, where αi denotes the fading amplitude, which is assumed to obey the

Nakagami-ml distribution. Furthermore, ni represents the Additive White Gaussian

Noise (AWGN) having a zero mean and noise spectral density of N0. Now let us

proceed to novel contributions on the EXIT chart analysis of our RSSE scheme.

4.3 EXIT Chart Analysis for m-sequence Design

The concept of EXIT charts was introduced by tenBrink [145,146] as a powerful tool

of analyzing the convergence behavior of iteratively decoded systems. Explicitly, the

EXIT chart was originally conceived for predicting the specific SNR value, at which

a vanishingly low Bit Error Ratio (BER) can be achieved. This became possible

without performing time-consuming bit-by-bit decoding based Monte Carlo simula-

tions. In this chapter we conceive a new application of EXIT charts for predicting

the convergence behavior of the polynomials used for the sake of investigating the

evolution of the input/output MI exchange between the receiver’s SISO components

in consecutive iterations. The EXIT chart analysis can be invoked for evaluating

the convergence behavior of our iterative acquisition scheme in off-line mode in or-

der to evaluate the performance of the different m-sequences based on the mutual

information and iterative decoding behavior. In iterative receivers, where there is an

exchange of soft-information between the component channel decoders, or between

the channel decoder and the demodulator. Once the specific decoders and demod-

ulator components have been decided based on their EXIT curves, the EXIT chart

is no longer used. Similarly, in our system, once the best m-sequences have been

selected based on their EXIT chart analysis, they are used in a “real-time” fashion,

without any real-time employment of the EXIT charts. The number of iterations re-

quired for specific m-sequences, the complexity imposed and the SNR required may

be predicted based on the EXIT chart. Once the system design is finalized in terms

of the specific m-sequence and the number of decoding iterations, to be used only the

iterative code-acquisition is performed in “real-time”, without calculating the mutual

information.

At the transmitter of Fig. 4.1, the m-sequence generator’s state is initialized to

a predetermined state, which is known at the receiver. In contrast to conventional

m-sequence generators, the output of the m-sequence is the feedback chip, which

is also transmitted over the channel. In other words, assuming that Binary Phase

Shift Keying (BPSK) modulation is used, the value of the ith transmitted chip ci also
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current state 
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Lex(Ci − 1)

Lex(Ci −R)

Lex(Ci) b̂

Figure 4.1: The system model used for the RSSE scheme of Fig. 3.2.

becomes the value of the first register stage in the transmitter’sm-sequence generator.

After it is transmitted over the noisy channel, the received signal is fed to the SISO

decoder, along with the stored extrinsic LLR values Lex(ci−1),. . . ,Lex(ci−R) in the

last R decoding iterations, which were calculated for the R previously transmitted

chips. Based on these past extrinsic LLRs, the a priori LLR of ci is computed from

Eq. (3.4). Then, the extrinsic LLR of ci is calculated based on Eq. (3.3), and the

same procedure is followed for the next chip ci+1. The SCDU of Fig. 4.1 stores

the R most recently calculated extrinsic LLRs and shifts them accordingly. This

procedure suggests that the receiver may be viewed as a self-concatenated system,

reminiscent of the self-concatenated channel decoder of [147], since the SCDU does

not alter the MI and it has a similar role to the interleavers in conventional EXIT

charts. This requires a new EXIT chart generation technique for our RSSE scheme.

After a predetermined number of decoding iterations, a hard decision is performed

on the extrinsic LLR values stored in the SCDU and the current estimated state of

the transmitter’s m-sequence generator b̂bb is obtained.

4.3.1 Self-Concatenated Approach

In the self-concatenated approach, there is only a single decoder, which is continu-

ously used with different inputs, as depicted in Fig. 4.1. The first input of the SISO

detector is the channel’s output. In contrast to the conventional EXIT charts the

channel’s output is different during each decoding iteration. The second input of

the SISO decoder is the output of the SCDU, which again, acts similarly to the in-

terleaver of a conventional iterative receiver, since it essentially shifts the previously

calculated extrinsic LLR values. The most likely (2R−1) chip of the m-sequence has

already been hypothesized by the transmitter and the receiver, therefore the SISO

decoder is ready to calculate Lapr(ci) based on Eq.(3.4). Please note that the receiver

exploits the knowledge of the specific m-sequence that has been selected only at the

stage of calculating the a priori LLR values. The contents of these shift registers will

keep on changing during each SISO iteration, therefore we have to store the most

recently calculated R extrinsic LLR values at all times. Hence, we use iterations

for the online exploitation of the inherent correlation of the (2R − 1) chips of the

m-sequence, as imposed by the m-sequence generator.
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4.3.2 Mutual Information

The main feature of using EXIT chart is to calculate the mutual information of the

polynomials which can be used to obtain synchronization much quicker than the

other polynomials. The concept of mutual information is based on Shannon’s work.

Suppose that an information source generating ‘b’ which is equally probable, then

the probability of information will be pi = 1
b
, where i = 1, . . . , b. The information

generated by any of d levels can be obtained as:

I = log2

1

pi
= log2(b) (4.1)

The average information per symbol emitted by a transmitter is referred as entropy,

which is expressed as:

H =
d∑
i=1

piIi =
b∑
i=1

pi log2

1

pi
=

b∑
i=1

pi log2(b) (4.2)

Whenever the data is transmitted over a non-ideal channel, alteration occurs and

hence, the received signals varies. Let P (Xi) is the probability that Xi is trans-

mitted and P (Yi) is the probability that Yi is received then P (Xi/Yi) denotes the

conditional probability that Xi is transmitted such-that Yi received. On the other

hand, P (Yi/Xi) represents the conditional probability that Yi is received given that

Xi is transmitted [106,144,148]. The mutual information is expressed as [106,144]:

I(Xi, Yi) = log2

P (Xi/Yi)

P (Xi)

= log2

P (Yi/Xi)

P (Yi)
bits (4.3)

The average mutual information, which gives the average amount of source informa-

tion collected per received signal, can be calculated as [106,144]

I(Xi, Yi) =
∑
x,y

P (Xi, Yi) · I(Xi, Yi)

=
∑
x,y

P (Xi, Yi) · log2

P (Xi/Yi)

P (Xi)

bits/symbols (4.4)

The encoder and the corresponding SISO decoder are shown in Fig.4.1. The

encoder encodes the bit stream ‘b’ and outputs the bit stream ‘b’. On the other

hand, the decoder’s input comprised of the value a priori LLRs denoted by La = Lc·y
and display out the extrinsic values of LLR denoted by Le. The mutual information

between the information streams and the decoded a priori LLRs can be calculated
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by IA=I(x;La),0 ≤ IA ≤ 1. This can be used to calculate the a priori information

of the bits [22,135]

I(X,La) = IA =
1

2
·
∑

x=−1,+1

∫ +∞

−∞
PA(χ|X = x) ·

log2

2.PA(χ|X = x)

PA(χ|X = −1) + PA(χ|X = +1)
dχ (4.5)

where PA(χ|X) is the conditional PDF linked with the prior LLR La and information

bits b and both have equal probability P (ci = +1) = P (ci = −1) = 1
2
. In order to

evaluate the mutual information of the LLR of the system La has to be known to the

system. So, La as an independent zero-mean Gaussian random variable nA having

a variance of σ2
A, the values of encoder will be bD ∈ {0, 1} or bD ∈ {1,−1}. The a

priori input La is written as

La = Lc · y + nA (4.6)

where Lc=σ
2
A/2, since La is an LLR-value obeying guassian distribution. Therefore,

the conditional PDF of the a priori input La obeys:

pA(χ|X = x) =
1√

2πσA
exp

(
−(χ− σ2

A

2
· x)2

2σ2
A

)
(4.7)

The bit sequence in this case consists of ‘−1’ or ‘1’ which are mapped to ‘1’ or

‘0’ respectively. As the mutual information values increase, the magnitude of the

correct LLR also increases until all the values of LLR reach 1, which indicates that

the mutual information reaches maximum point, that is 1.

4.4 Simulation Results

In this section, simulation results are presented for characterizing the performance

of our RSSE in Rayeligh and Nakagami-ml fading channels. We assume that the

channel magnitude remains constant over a set of R consecutive chips. The three

different GPs that we compare are g1(D)=1+D2+D5, g2(D)=1+D+D2+D4+D5,

and g3(D)=1+D+D3+D4+D13. The period of the first two GPs g1(D) and g2(D)

is 25 − 1 = 31, while that of the third GP is 213 − 1 = 8191. The selection criteria

of these GPs are based on the number of taps, as well as on their order. More

specifically, both g1(D) and g2(D) have an order of 5, while g3(D) has an order of

13. At the same time, g1(D) has three non-consecutive taps, while g2(D) has five

taps, two of which are consecutive. Finally, g3(D) also has five taps, two of which

are consecutive. In our analysis R ·L represents the total number of chips processed

by the SISO detector, where R represents the polynomial’s order and L represents
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Figure 4.2: Mutual Information (MI) versus the number of received chips for the GP g1(D) =
1 + D2 + D5, and for various SNR values.

number of iterations. Before evaluating the Erroneous Loading Probability Pe, we

have investigated their performance based on the MI.

In Fig. 4.2, the relationship between the MI and the number of received chips is

shown, when the polynomial g1(D) is employed. It can be observed from Fig. 4.2

that the MI of the polynomial g1(D) increased for a given number of received chips,

when the SNR is increased. At the same time, fewer received chips are required in

order to reach the unity MI target, when a higher SNR is encountered. Based on

Fig. 4.2, we may conclude that for SNRs above −3 dB, the MI approaches unity

after receiving fewer than 300 chips. The generator polynomial g1(D) evaluated has

R = 5 register stages, therefore the maximum number of decoding iterations in the

figure is L = 350/R = 350/5 = 70.

Fig. 4.3 depicts the MI versus the number of iterations at an SNR of 0 dB, when

different GPs are employed. In our simulations, the Nakagami fading parameter is

ml = 3.0. It may be observed that the MI reaches its maximum value after less

than 30 iterations, regardless of the GP employed. It may be noted from Fig. 4.3

the number of chips varies, depending on the generator polynomial used and the

number of iterations employed. For example, if g1(D) is used, since it is associated

with order R = 5, and it uses L = 21 iterations, the number of received chips
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Figure 4.3: Mutual information (MI) versus the number of decoding iterations when SNR= 0 dB
and the Nakagami Fading channel has ml = 3.0.

will be R · L = 105 which can be visualized in Fig. 4.2 for the particular value

of SNR = 0 dB. Since, g3(D) is used so it is linked with R = 13, and utilizes

L = 26 iterations hence, the received chips will be R · L = 338. Fig. 4.3 shows

that the GPs g1(D) and g2(D) outperform g3(D) because of their lower order, while

g1(D) achieves the best performance, due to its lower number of employed taps. As,

the extrinsic information is dominated by the minimum of the LLR values of all

the feedback branches. Therefore, the generator polynomial using a low number of

feedback branches has a higher probability of providing the true extrinsic information

for the SISO acquisition scheme, than that using a high number of feedback branches,

because in the latter the average LLR might still be high, despite having a single low

LLR like in the case of g1(D) with respect to g2(D). In a nutshell, GPs having a lower

number of taps are preferred, because the detrimental influence of noise imposed on

their chips results in less grave iteration-induced error propagation than for their

counterparts with higher number of taps.

Fig. 4.4 shows an EXIT chart for our self-concatenated iterative RSSE scheme,

at an SNR = −3 dB. The Nakagami fading value is ml = 3.0. The inner and

outer receiver component EXIT curves both represent the same decoder, therefore,

they are symmetrical with respect to the diagonal y = x line. The staircase-like

curves correspond to the Monte-Carlo simulation-based decoding trajectories of the

proposed system. In Fig. 4.4 it can be observed that the polynomials could not reach
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Figure 4.4: EXIT chart for the GPs of g1(D) = 1+D2+D5 (blue), g2(D) = 1+D+D2+D4+D5

(red) and g3(D) = 1 + D + D3 + D4 + D13 (black) over Nakagami channels, when
ml = 3.0 at SNR=−3 dB.

the maximum point and the top right corner at [1 1] as our inner and outer curves of

EXIT charts intersect before this point and the trajectory stops. This indicates that

we need to simulate above −3 dB SNR. The same information was obtained from

Fig. 4.2 where the relationship between the MI and the number of received chips was

plotted.

Indeed, Fig. 4.5 shows an EXIT chart for our self-concatenated iterative RSSE

scheme, at an SNR value of −2 dB and 0 dB for the same Nakagami fading value

of ml = 3.0. All decoding trajectories approximately match their associated inner

and outer component curves. According to the EXIT chart properties of iterative

decoding, an infinitesimally low BER may only be achieved by an iterative receiver,

if there is an open EXIT tunnel between the EXIT curves of the decoder. At a higher

SNR, the open tunnel between the two EXIT curves is wider, hence the trajectory

requires fewer iterations for higher SNR values. Furthermore, based on Fig. 4.5, we

may conclude that a better match between the decoding trajectory as well as the

inner and outer EXIT curves occurs at higher SNR values. In Fig. 4.5 it can be

observed that the polynomial g1(D) requires the fewest decoding iterations to reach

the top right corner at [1, 1] for both SNR values. Since g2(D) requires fewer decoding

iterations to reach the [1, 1] corner, we may conclude that it outperforms g3(D). This
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Figure 4.5: EXIT chart for the GPs of g1(D) = 1+D2+D5 (blue), g2(D) = 1+D+D2+D4+D5

(red) and g3(D) = 1 + D + D3 + D4 + D13 (black) over Nakagami channels, when
ml = 3.0 at SNR=−2 dB and SNR= 0 dB.

shows that the EXIT chart based performance prediction agrees with the MI-trends

of Fig. 4.2, and that lower order polynomials have faster convergence capabilities.

Therefore, when comparing GPs of different order, higher order GPs perform worse

than lower order GPs as they require more data and have large memory component

which exhibits excessive confidence in their own soft estimates and hence they do not

benefit enough from an iterative scheme.

After investigating the results in EXIT charts, we verified our simulation results

in terms of the erroneous loading probability, Pe versus SNR, which is measured in

dB. The Nakagami fading value ml is fixed to 3.0. It can be observed from Fig. 4.6

that the performance of the GPs for L = 10 iterations is inferior to that when

L = 100, since by allowing a higher L more chips are transmitted and more decoding

iterations are performed. Therefore, by allowing more decoding iterations L, the

SISO decoder will eventually reach the (1,1) point of perfect convergence and Pe

will become infinitesimally low. Fig. 4.6 thus demonstrates that as the value of L

increases, the performance of all polynomials tends to improve. We may also observe

that g1(D) outperforms the other two GPs, because it only has three taps and none

of them are consecutive taps. On the other hand, even though both g2(D) and g3(D)

have two consecutive taps, g2(D) performs better, because it has a lower GP order.

Hence, it may be deduced that Pe depends both on the number of taps as well as on

the GP order.
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Figure 4.6: Erroneous loading probability Pe, versus the SNR, performance for various numbers
of chips invoked into the proposed recursive SISO detector, when transmitting the
said polynomials over Nakagami Fading channels when ml = 3.0.

In Fig. 4.7, the erroneous loading probability Pe versus the SNR per chip per-

formance for an m-sequence generated using the generator polynomial of g3(D) =

1 + D + D3 + D4 + D13 and transmitted over a Nakagami-ml channel is shown.

Note that in Fig. 4.7 the curve corresponding to the parameter L = 1 represents

the erroneous loading probability of the RSSE acquisition scheme using no recur-

sive SISO decoding. When more channel output chips are involved in the recursive

SISO decoding process, a higher detection reliability is achieved resulting in lower

erroneous loading probability. For the sake of illustration, let us assume that the

transmitted m-sequence can be reliably acquired once the erroneous loading prob-

ability is lower than 10−3. From the results of Fig. 4.7 for ml = 2.0 we observe

that the m-sequence can be reliably acquired at an SNR per-chip value of 1.5 dB by

invoking about L = 10 which is equivalent to 10× 13 = 130 chips into the recursive

SISO decoding scheme. In contrast, without exploiting the power of recursive SISO

decoding, the RSSE acquisition scheme has to operate at an SNR per-chip value of

18 dB, in order to achieve the same erroneous loading probability of 10−3. Explicitly,

at the erroneous loading probability of 10−3, the SNR per chip gain is about 16.5 dB,

when 130 chips are invoked by the recursive SISO decoding scheme. In general, it

is expected that, when more chips can be used during the recursive SISO decoding
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Figure 4.7: Erroneous loading probability Pe, versus the SNR performance for various numbers
of chips invoked into the proposed recursive SISO decoder, when transmitting the m-
sequence generated using the generator polynomial of g3(D) = 1+D+D3 +D4 +D13

over Nakagami Fading channels.

process, increase in gain can be achieved by the proposed RSSE acquisition scheme.

Finally, in Fig. 4.7 the performance of the RSSE acquisition system improves with

the increase in ml. The reason for this improvement is that the channel quality im-

proves as the ml value increases. For ml = 1.0 the channel is Rayleigh faded while

for ml = 2.0 it corresponds to the Rician fading with Rician factor K = 3.

Fig. 4.8 illustrates the erroneous loading probability Pe versus the SNR per-chip

performance for an m-sequence generated using the generator polynomial of g3(D) =

1 + D + D3 + D4 + D13 and transmitted over Nakagami-ml channel with fading

parameter ml = 2.0. It is observed from the Fig. 4.8 that as the collected number of

paths increase the performance of RSSE system improves. This gain in performance

is because of the higher diversity order. In 5G networks especially when employing

millimeter wave system due to higher bandwidth, there will be more number of paths

to be resolved at the receiver side. These multipaths are expected to improve the

system performance.

In Fig. 4.9, comparisons in terms of the delay is carried out. It can be seen that

polynomial delay depends upon three factors. Firstly, the number of taps present in

the polynomial influence delay. Secondly, the number of registers present in gener-
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Figure 4.8: Erroneous loading probability Pe, versus the SNR performance for various numbers
of chips invoked into the proposed recursive SISO decoder, when transmitting the m-
sequence generated using the generator polynomial of g3(D) = 1+D+D3 +D4 +D13

over Nakagami Fading channels when m = 2.0.

ating the polynomial. Thirdly, it is the number of non-consecutive taps versus the

number of consecutive taps present in the polynomial. The delay is obtained by

calculating the transfer function of the polynomials. Observing Fig. 4.9 polynomial

g1(D) outperformed g2(D), and g3(D) as this polynomial has less number of taps,

fewer number of feedback connection, less number of shift registers and no consec-

utive taps. So, this polynomial will require less time to reach the base station as

compared to the other two polynomials. It reduces the latency requirement of the

system and makes it suitable for synchronization. Hence, based on the simulation

result generated in this Fig. 4.9, it is concluded that low order polynomials have

better response time than the higher order polynomials. From this simulation, it

becomes obvious that the synchronization of the system depends on the polynomi-

als order and the number of taps presented. As the number of taps increases the

delay of the system becomes more because more computational steps are required

to achieve an accurate solution. Therefore, to achieve better synchronization less

feedback connection polynomial is preferred.

Fig. 4.10 shows the acquisition performance of an m-sequence having a period of

N = 8191 chips, generated by a 13-th order polynomial. Based on Fig. 4.10, the
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m = 1.5. The performance of g1 outperform rest of the polynomials, as few connected
connections performs better as the have sharp decline effect than others.

m-sequence can be reliably acquired at an SNR value of −0.5 dB by entering about

40×13 = 520 chips into the recursive SISO decoder, when transmitted over an AWGN

channel. By contrast, when using a correlator, the PN code acquisition scheme has

to operate at the SNR value of 9.8 dB in order to achieve the same erroneous loading

probability of 10−4. Hence, there is an SNR gain of approximately 10 dB, when the

RSSE acquisition scheme is used instead of the correlator at an erroneous loading

probability of 10−4. Let τD represent the integration dwell time in the context of

a conventional serial search-based acquisition scheme [119], which typically assumes

values from tens to hundreds of chip intervals. In [119], it has been shown that

the mean acquisition time of a conventional serial search-based acquisition scheme

cannot be lower than NτD/2 = 4095τD >> 520 chips for a sequence length of 8191,

chips even if the SNR value is sufficiently high, namely, when the corresponding de-

tection probability approaches one. Hence, the proposed RSSE acquisition scheme

significantly outperforms the conventional serial search-based acquisition scheme in

terms of its achievable acquisition time. Still referring to Fig. 4.10, we also investi-

gated the acquisition performance of the RSSE acquisition scheme for transmission

over different communication channels. We may observe that at a given SNR value,

the erroneous loading probability decreases upon increasing the number of received

chips entered into the recursive SISO decoder. Furthermore, Fig. 4.10 illustrates

that for a given number of received chips entered into the recursive SISO decoder,
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Figure 4.10: Performance comparisons between different communication channels

the SNR gain achieved in Rayleigh fading channels is significantly higher than those

in Nakagami channel having ml = 3 as well as in AWGN channels, when using the

proposed RSSE acquisition scheme instead of the correlator. However, both for a

given number of received chips used by the recursive SISO decoder and for a given

SNR, the acquisition scheme communicating over AWGN channels achieves a lower

erroneous loading probability than those of the fading channels.

In Fig. 4.11 we have compared the acquisition performances of the RSSE scheme

to those of the correlator for m-sequences of various lengths, when transmitting over

AWGN channels. More specifically, in Fig. 4.11 we have chosen three polynomials

g1(D), g2(D) and g3(D), where g1(D) and g2(D) have a polynomial order of 5 and a

length of N = 31 chips, while g3(D) has the polynomial order of 13 and a period of

N = 8191 chips. Fig. 4.11 shows that the m-sequence can reliably be acquired at an

SNR value of −3, −2 and −0.5 dB by invoking as few as 40 iterations. By contrast,

when a correlator is used, the PN code acquisition scheme has to operate at an SNR

value of 10 dB in order to achieve the Erroneous Loading Probability Pe of 10−4.

Hence, the attainable SNR gain of using the proposed RSSE acquisition scheme at

an Pe of 10−4 is about 7, 8 and 9.5 dB, when g1(D), g2(D) and g3(D) are considered,

respectively.



4.4. Simulation Results 67

-10 -5 0 5 10 15 20
10-4

10-3

10-2

10-1

100

g
1
(D)=1+D2+D5

g
2
(D)=1+D+D2+D4+D5

g
3
(D)=1+D+D3+D4+D13

Iterative
decoder

Correlator

L=40

Figure 4.11: Erroneous loading probability Pe versus the SNR performance for various numbers
of chips invoked into the proposed recursive SISO decoder, when transmitting the
generator polynomials of g1(D) = 1 +D2 +D5, g2(D) = 1 +D +D2 +D4 +D5 and
g3(D) = 1 + D + D3 + D4 + D13 over AWGN channel

i

Receiver 
Side 

Channel 

Side 
Transmitter 

Soft Chip
Register
(SCR) Out   

Automatic

Loading 

Command

Loop

Soft   

In    Intrinsic

Soft
Channel 
Information 

i

Information

(AGC)
Controller
Gain

D
E 
L
A 
Y 
U
N

Decoder 
I
T

Step 2

Step 3

Soft

A
H

D
R

E
D

C
I
S
I
O
N

Step 5

Step 4
m−sequence
Generator
i

i
ii

R
el

oa
di

ng
 

C
om

m
an

d 

Extrinsic
Information

c

y

, c  −R]

1  
Soft   3  2

4

5 Phase Tracking 

1  m−sequence
Generator

Initialization

State 

Step 1

, c  −R]i
i

c  = [c  , c  −1,

c  = [c  , c  −1,i i

· · ·

· · ·

Figure 4.12: A schematic diagram of our proposed ISSE aided iterative acquisition scheme, where
Step 1 to 5 shows the procedure involved in RSSE model.



68 4. Primitive polynomials for iterative estimation of m-sequences

4.5 Simulation Results For AGC

Fig. 4.12 depicts the proposed Automatic Gain Controller (AGC)-aided RSSE ac-

quisition scheme, which is similar to our RSSE acquisition scheme shown in Fig. 3.3

except for the additional AGC block 4. The objective of the AGC is to amplify its

input and feed its output back to the SISO decoder and then to store the value in

the Delay unit, as portrayed in Fig. 4.12, where the values are linearly amplified,

thus helping the SISO decoder to activate the loading command1.The Delay unit

of Fig. 4.12 stores the successive soft-chips values in form of the LLRs, which are

computed by the AGC through the SCR of Fig. 4.12, where AGC is operating in its

linear region throughout the process. The SISO decoder processes both the extrinsic

information provided by the AGC and by the intrinsic information gathered from

the channel. The Soft decoder’s output is then transferred to the SCRs. Again the

SCR forwards the current chip value to the AGC which amplifies the soft values by

its gain. The basic steps involved in the RSSE model are explained as follows:

Step 1 The m-sequence generator is initialized and the chips generated are transmitted

in the form of the phase-coded carrier signal without data modulation, as shown

in Fig. 4.12. The GP and the chip values of the connecting taps of the LFSR are

known both to the transmitter and receiver. At the receiver side, the receiver

has the same number of identical taps, which were used while generating the

GP at the transmitter side.

Step 2 The SISO detector/decoder collects a sample yi from the channel which is as-

sociated with the transmitted chip ci, and evaluates the LLR of the chips ci

based on yi. The SCRs of Fig. 4.12, are set to zero prior to reception.The SCR

has the same number of taps as that of the m-sequence generator. The soft

output L(ci) of the SISO decoder then forward to the SCRs of Fig. 4.12. The

R consecutive chips are now input to the AGC2, where the values are linearly

amplified thus helping the SISO decoder to activate3 the “loading command”

as illustrated in Fig. 4.12.

Step 3 Now R consecutive chips are estimated by applying hard decision to the most

1the loading command is activated when the output values of AGC become adequately high to ensure
the low Pe.

2the purpose of AGC is to amplify the signal and transfer back to the SISO decoder and store the value
in the Delay unit

3the Loading command is activated when the output values of AGC become adequately high to ensure
the low Pe. From Eq.(3.4), the extrinsic information gleaned for improving the detection likelihood ci maybe
represent as [1, 53,92,121]

Lapr(ci) = Le(Ci) = Laprci ≈ β
N∏
n=1

sign(Lex(ci−Rn))×
[

min {|L(ci−R1)|} ,{
|L(ci−R2

)|
}
, . . . ,

{
|L(ci−RN

)|
} ]
i = 0, 1, . . . , (4.8)

where we assume that Le(βc−∞) = . . . = Le(βc1−R) = Le(βc−2) = Le(βc−1) = 0 and the corresponding
variables were defined in Chapter 3. Finally, the channel’s output information L(ci|yi) in Eq.(3.4) and the
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recent values stored in the Delay Unit.

Step 4 Then the resultant values obtained by the above-mentioned hard decision are

loaded into the m-sequence generator of Fig. 4.12, but only if the generator

received the correct chips.

Step 5 The despread signal is sent to the Phase Tracking Loop (PTL) of Fig. 4.12,

where the phase is adjusted by the PTL. If phase has not been acquired correctly

the PTL will trigger the “Reloading Command”, because it is incapable of

tracking the phase correctly [149,150]. Thus, a new set of ‘R’ chips are loaded

into the Delay units of the m-sequence generators of Fig. 4.12. This process

will continue until the correct code phase is acquired by the PTL.

Fig. 4.13 demonstrates how the reliability of the chips of an m-sequence is im-

proved upon processing more chips for transmission over over Nakagami fading chan-

nels. The decision reliability of SISO detection is computed from Eq.(4.9) which is

derived from Eq(3.3), after each chip of a sequence has been received. The solid line

extrinsic information Le(ci) in Eq.(3.5) yields the SISO decoder’s expressed as:

L(zi) = L(ci|yi) + Le(ci) = Lcyi + L(ci) +

β

[
N∏
n=1

sign(L(zi−rn
))

]
×
[

min {|L(zi−r1)|} ,

{|L(zi−r2)|} , . . . , {|L(zi−rN )|}
]
i = 0, 1, . . . . (4.9)
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in Fig. 4.13 is related to the conventional hard decision based acquisition, which is

defined as the absolute value of the channel output associated with the chips trans-

mitted. Observe from Fig. 4.13 that the traditional hard decision based model has

a decision reliability associated with the LLR values spanning from 0 − 10, almost

regardless of the number of chips processed, because the polarity of each chip is de-

cided separately. By contrast, in the proposed RSSE acquisition model, the LLRs

are increased as more chips are processed by the SISO detector. Hence the RSSE

acquisition scheme outperforms the traditional hard decision sequential evaluation

method of [102], since the latter operates without evaluating the a priori informa-

tion given by the previously received chips. The acquisition schemes of [1, 92] are

also outperformed by our AGC aided scheme. Our forthcoming simulation results

will also supports this argument.

In Fig. 4.14 we evaluate the acquisition performance for a total sequence length of

N = 213− 1 = 8191 chips,using the GP expressed as g3(D) = 1 +D+D3 +D4 +D13

having a total of five total taps out of which two are consecutive taps. Fig. 4.14 shows

that Pe = 10−5 is attained at an SNR value = 1.7 dB by processing L×R = 40×13 =

520 chips in the iterative SISO decoder without adopting the AGC approach, which
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is represented by the solid lines. This PP is acquired at Pe = 10−5 and an SNR value

of about 1 dB by entering L × R = 200 × 13 = 2600 chips into the iterative SISO

decoder, as visualized by the solid line seen in Fig. 4.14. By contrast the same GP is

acquired by adopting the AGC approach and processing 40× 13 = 520 chips in the

iterative SISO decoder at −3 dB. This performance is further improved to −4 dB

by processing 2600 chips.

The results portrayed in Fig. 4.15 were recorded for the transmission over Nak-

agami channel having a fading parameter of ml = 3.0, where we examined the Pe

versus SNR performance of an m-sequence using three different GPs. Note that

when L = 1, we actually employ the hard decision approach using RSSE SISO de-

coding. Again, Fig. 4.15 demonstrates that the performance of all the polynomials

tends to improve as the value of L increases at the cost of a higher computational

complexity. We observe that g1(D) outperforms the other two GPs since it has three

taps, which are non-consecutive, despite the fact that g2(D) and g3(D) have five taps

instead of three, where two taps are consecutive. Furthermore g3(D) is inferior to

g2(D), since a 13th order polynomial is indeed expected to be outperformed by a

5th order PP. Thus, similarly to the system using AGC, it can be inferred that the

Pe performance depends both on the polynomial order as well as on the number of

taps. From these results, we can deduce that by entering more chips into the itera-

tive SISO sequence-detector, an improved correct detection probability is attained.

Furthermore, upon employing an AGC we attain an improved SNR at a particular

Pe. It is revealed that when an AGC is adopted, we achieved an increased gain by

utilizing SISO detection, since in every iteration the gain of the amplifier multiplies

the chips involved in generating the local m-sequence. For example, when performing

L = 100 iterations instead of L = 10, the RSSE SISO decoder attains 3 dB SNR

gain, upon processing a total of 100 × 5 = 500 chips of the PP g1(D). Similarly,

for both g2(D) and g3(D) we attain almost 3 dB gain, which confirms again that

utilizing the AGC technique substantially enhances the system performance. In line

with Fig. 4.13, Fig. 4.15 shows that the GPs g1(D) and g2(D) outperform g3(D),

since both of them are 5th order polynomials. Furthermore, g1(D) outperforms the

other two polynomials, because it relies on non-consecutive taps. Moreover, in line

with our other scenarios, the GPs utilizing a low number of connections have a higher

performance, than the GPs having more taps.

In Fig. 4.16 we compare our scheme operating with/without AGC, in terms of

their Pe versus SNR performance recorded for three generator polynomials. Again,

the Nakagami fading parameter was ml = 3.0. Fig. 4.16 demonstrates that the

AGC-aided concept attains a better gain in all respect. As expected, using L = 1

is inferior to L = 100, since by entering more chips when more decoding iterations

are performed remarkably enhances the system performance. For example, when

using the RSSE scheme without AGC, the GPs g1(D), g2(D) and g3(D) required

unrealistic SNR values, which are as high as 32 dB, 33 dB and 35 dB at Pe = 10−4
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Figure 4.15: Erroneous loading probability Pe, versus the SNR for various numbers of iterations
invoked by the proposed recursive SISO detector, when transmitting the m-sequence
generated by the g1(D), g2(D) and g3(D) polynomials over Nakagami Fading chan-
nels when ml = 3.0.

for L = 1. By contrast, upon using the AGC the same GPs g1(D), g2(D) and g3(D)

required SNR values 21 dB, 22 dB and 24 dB at Pe = 10−4 when L = 1, while for

L = 100 we required SNRs of −6 dB for g1(D), −3.0 dB for g2(D) and −2.5 dB

for g3(D), which illustrate that as expected that adopting an AGC improves the

system performance.Furthermore, we observe in Fig. 4.16 that increasing L quite

significantly, improves the performance of all GPs.

In Fig. 4.17 we compare the performance of the RSSE to that of the correlator-

based acquisition of m-sequences having varying lengths, when communicating over

AWGN channels both with and without AGC. Fig. 4.17 demonstrates that the re-

sultant m-sequences can be acquired at Pe of 10−4 SNRs of −3, −2 and −0.5 dB

by using L = 40 iterations without an AGC. By contrast, upon adopting the AGC

the m-sequences are acquired at Pe of 10−4 at SNRs of −5, −4 and −2.5 dB by us-

ing L = 40 iterations. When using a correlator, the m-sequence acquisition scheme

requires SNRs of 5, 6 and 7 dB in order to achieve a Pe of 10−4, whereas without

using an AGC the m-sequences acquisition scheme requires an SNR of about 10 dB

in order to achieve a Pe of 10−4 for all three GPs. Therefore, the achievable SNR gain

of the RSSE acquisition model at Pe of 10−4 is about 5, 6 and 7 dB, when exploiting
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the AGC for g1(D), g2(D) and g3(D), respectively.

Fig. 4.18 illustrates the Average Mutual Information (AMI) versus the number of

iterations at the same SNR value of 0 dB upon utilizing an AGC, when different GPs

are employed. It is observed that g1(D) requires a maximum of L = 10 iterations

to approach unity, whereas g2(D) requires L = 12 iterations and g3(D) necessitates

L = 15 iterations to achieve the same goal. Hence our previous conclusions are

confirmed again.

In Fig. 4.19 our EXIT chart analysis is carried out both with and without AGC, at

an SNR value of 0 dB, where the Nakagami fading parameter was ml = 3.0. All the

inner and outer component EXIT curves match their Monte-Carlo simulation based

decoding trajectories. Furthermore, there is an open tunnel between the inner and

outer component curves, all the way to the [1,1] point. Hence an infinitesimally low

Pe is attained by our iterative receiver. Furthermore, it can be observed that using

a higher SNR value, the trajectories requires less iterations to reach the point [1, 1]

of perfect convergence at the top right corner of Fig. 4.19. Moreover, it can be seen

that by adopting the AGC-based approach we can obtain a wider tunnel between
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Figure 4.17: Erroneous loading probability Pe, versus the SNR, performance for various numbers
of chips invoked into the proposed recursive SISO detector, when transmitting the
said polynomials over Nakagami Fading channels when ml = 3.0.

our inner and outer component curves of the EXIT chart and that our decoding

trajectory matches to these curves. It is observed in Fig. 4.19 that the GP g1(D)

needs less decoding iterations to reach the [1, 1] point for a given SNR value. On the

other hand g2(D) needs more decoding iterations to reach the [1, 1] point but the

performance of both g1(D) and g2(D) is better than that of g3(D), because both of

them belongs are 5th order GPs whereas g3(D) is a 13th orde GP. This indicates that

the higher-order polynomials have slower convergence than lower order polynomials.

Thus, lower-order polynomials have lower number of connecting taps therefore they

are preferred over higher order polynomials because of having lower complexity and

require less computation to achieve better results.

In Table 4.1, it can be observed by our simulation results that AGC scheme

outperform our previous purposed scheme because of its linear gain. The system

achieve better performance in less time. Moreover it is observed that when AGC is

employed the GPs performances better in RSSE scheme, g1(D) requires a maximum

of 10 iterations to achieve unity, where as g2(D) requires 12 iterations and g3(D)

necessitates 15 iterations. By contrast, when AGC was not employed in RSSE the

g1(D) requires a maximum of 21 iterations to approach unity, where as g2(D) requires

22 iterations and g3(D) requires 26 iterations as listed in Table. 4.1.
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Table 4.1: Comparisons of Pe versus SNR values in dB as well as the number of iteration involved
to achieve desire goals.

4.6 Conclusions

It has been observed that for GPs of similar order, those having fewer taps outper-

form GPs with higher number of connected taps both with and without an AGC.
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Explicitly, the attainable performance depends both on the number of taps and on

the polynomial order. The low-order GPs having less taps are superior to those

having more taps, because GPs having less connecting taps result in less grave error

propagation than their counterparts having more taps. Accordingly, the GPs having

less taps yield a wider EXIT chart opening, which in turn results into more prompt

sequence acquisition at lower SNR values. The Pe versus SNR simulations and the

EXIT chart results confirm each other. It is revealed that RSSE acquisition tech-

nique relying on an AGC scheme consistently outperforms its counterpart operating

without an AGC arrangement.



Chapter 5
Primitive Polynomials for Iterative

Recursive Soft Sequential

Acquisition of Concatenated

Sequences

5.1 Introduction

In this chapter we conduct an iterative initial sequence acquisition technique, which

is proposed for the Pseudo-Noise (PN) signal derived from a pair of m-sequences used

for generating the concatenated sequence, which relies on Soft-In-Soft-Out (SISO)

detection to improve the acquisition performance. This Recursive Soft Sequential

Estimation (RSSE) technique has a linearly increasing complexity with the number

of chips in the concatenated sequence. Receiving as few as R consecutive chips of

a (2R − 1)-chip sequence is sufficient for the local concatenated-sequence genera-

tor of the receiver to synchronize. Hence, this initial synchronization technique is

eminently suitable for long m- and concatenated sequences. Another key result is

the comparison of m- and concatenated sequences regarding the Acquisition Time

(AT). It is also observed that low-order Primitive Polynomials (PPs) achieve better

performances than higher-order polynomials for both the m- and concatenated se-

quences. When considering PPs having higher number of taps, the exploitation of

concatenated sequences is capable of achieving in excess of 3 dB Signal to Noise Ratio

(SNR) gains over m-sequences. The popularity of notepads, laptops, smart phones,

gaming consoles, smart televisions and Personal Digital Assistants (PDAs) has dra-

matically increased the tele-traffic [8, 9]. Efficient use of the transmit bandwidth

plays a pivotal role in multi-media-centric environments [9, 6, 151]. PN sequence

acquisition is the initial synchronization procedure of Spread-Spectrum (SS) commu-

77
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nication systems [16,53,143,152]. Once initial synchronization has been established,

symbol- synchronization may take place and the data can be demodulated [53, 59]

either using coherent or non-coherent detection. Numerous different m-sequences

have been used in both the Interim Standard (IS)-95 [14, 53] and in the Code Di-

vision Multiple Access-2000 (CDMA-2000) standards [14, 65]. The 3rd Generation

Partnership Project (3GPP) also opted for using m-sequences for initial acquisition

in the 5th Generation (5G) standards [97,98,99,100,101].

In the context of m-sequence acquisition, Ward [102] proposed a sequential esti-

mation acquisition arrangement, where the correctly received m-sequence output by

the acquisition mechanism was then loaded into the receiver’s m-sequence genera-

tor [92, 121]. Explicitly, provided that the received SNR is sufficiently high, the ac-

quisition of an m-sequence having a period of (2S−1) may be successfully concluded,

once as few as S successive chips are perfectly recovered by the sequence acquisition

device. These are then loaded into the m-sequence generator of the receiver. The

sequence generator will produce chips that are identical to those generated by the

transmitter [1,92]. Naturally, some of the received chips might be corrupted by noise

and interference, hence resulting in faulty loading of the m-sequence generator of the

receiver with an Erroneous Loading Probability (Pe) [1, 92]. Ward [102] has demon-

strated that for reasonable SNR values this technique leads to a shorter average initial

Acquisition Time (AT) than the conventional sliding correlator-based initial acqui-

sition technique [119]. However the received signal energy is typically distributed

across hundreds or thousands of chips, hence the SNR per chip is extremely low.

Moreover, hard decisions are typically unreliable for the estimation of R consecutive

chips using a chip-by-chip-based approach [1, 53, 92, 152]. Hence, Kilgus devised a

majority logic aided decoder for m-sequence acquisition [93]. As a further evolution

of this kind of technique, Ward and Yiu [123] proposed the concept of recursive se-

quential estimation assisted acquisition. The basic principle of these two schemes

was to adopt the hard decision approach relying on coherent detection. However,

adopting any hard decision based coherent approach becomes unrealistic, since the

SNR is usually very low prior to despreading [16, 59]. For this reason, we advocate

the recursive Soft Input Soft Output (SISO) detection principle, which has its roots

in the classic turbo channel decoding philosophy [1, 92, 141, 54]. Before delving into

the new contributions of this chapter we have summarized the evolution of the field

in Fig. 5.1.

Against this background, our novel contributions are as follows:

• We introduce a new concatenated sequence acquisition concept.

• We propose the application of EXIT charts for visualizing the convergence be-

haviour of the concatenated sequence aided synchronization. We demonstrate

that the concatenated sequences produced by the low-order Primitive Polyno-

mial (PP) relying on a low number of taps achieve higher MI than other PPs
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2018
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decision of chips, which are loaded into the LFSR.

1973
R.Ward and K.Yiu [123], introduce a scheme for the PN signals, which accelerates the search
for attaining the correct acquisition for the Rapid Acquisition Sequential Estimation (RASE)
receiver.

1977

A.Ponnusamy and M.D.Srinath [126], introduce an acquisition scheme for acquiring PN signals
in a Frequency Hopping (FH) using Spread Spectrum (SS) systems. The high accuracy of the es-
timated PN codes permits the use of a simple error correcting logic to accelerate the acquisition
process.

1981

A.Polydoros and M.Simon [127], conceive the construction of equivalent circular state diagrams
to calculate the acquisition process for a serial search strategy.

1984

L.S.Lee and J.H.Chiu [17], introduce an extended characteristic polynomial, which exploits
to improve a sequential estimation of the PN acquisition scheme for both m and inverted m-
sequences.

1988

V.M.Jovanovic [128], propose a ‘direct’ approach to attain the code acquisition time for serial-
search SS receivers, which operates on the transform domain procedures.

1988

RT.Barghouthi and GL.Stüber [129], propose a method for sequence acquisition, which operates
on the principle of sequential evaluation and soft-decision procedures using Kasami sequences for
Direct-Sequence Code Division Multiple Access DS-CDMA systems. A basic attribute was to
exploit the algebraic characteristics of Kasami sequences to secure the phase correctly.

1994

S.G.Glisic, T.J.Poutanen, W.W.Wu, G.V.Petrovic and Z.Stefanovic [130], introduce an algorithm
for acquiring the PN code by adopting parallel recirculation loops.

1999

L.L.Yang and L.Hanzo [131], propose the Recursive Soft Sequential Estimation (RSSE) acquisi-
tion technique which operates on the characteristic features of m-sequences that are used by ‘R’
consecutive chips based upon a recursive SISO decoder.

2002

J.H. Lee, I.H.Song, S.R. Park and J.M. Lee [132], probe a PN code-acquisition scheme by ex-
ploiting the new decision logic decoder, which operates on a principle of [93]. Thus, improving
the performance of the RASE receiver.

2004

L.L.Yang and L.Hanzo [92], propose the method for RSSE acquisition scheme, which utilizes the
implicit characteristics of m-sequences that are examined by ‘S’ consecutive chips based upon a
recursive SISO decoder.

2004

L.L.Yang and L.Hanzo [105], propose the Differential Recursive Soft Sequential Estimation
(DRSSE) acquisition technique that exploits the m-sequences characteristics using a a recursive
SISO decoder to evaluate ‘S’ consecutive chips, which are used in generating the polynomials.

2005

K.M. Chugg and M. Zhu [55], propose the algorithms for the PN code acquisition problems ex-
ploiting iterative message in order to utilize achieving a maximum-likelihood synchronisation
performance.

2005 O.W.Yeung and K.M.Chugg [133], propose a new iterative procedure based on hardware ap-
proach which operates on the iterative algorithms when used in the Ultra Wide Band (UWB)
system.

2006

S.Won and L.Hanzo [134], propose the serial search based acquisition methodology for the non
coherent multiple transmit/multiple receive antenna utilizing the multi carrier DS-CDMA Down-
link (DL), when transmitting over spatially uncorrelated Rayleigh channels.

2007

S.Won and L.Hanzo [121], propose the serial-search-based initial code-acquisition performance
of DS-CDMA by using multiple transmit/multiple receive antennas over uncorrelated Rayleigh
channels.

2008

S.Won and L.Hanzo [67], illustrate the principle of initial synchronisation on the DL channel by
using single antenna facilitating single-and multicarrier CDMA as well as DS-UWB models.

2012

A.Ahmed, P.Botsinis, S.Won, L.L.Yang and L.Hanzo [1], propose the EXtrinsic Information
Transfer (EXIT) charts without the interleavers and determine the performance of m-sequences
by using RSSE scheme. They determine the Mutual Information (MI) of the polynomials and
obtained that lower order polynomials received better MI than those belonging to a higher order
polynomial.

2018

Figure 5.1: Timeline of initial acquisition for PN code sequence generator.
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having more taps at a similar number of iterations. Our investigations verify

that the convergence of our iterative acquisition scheme using high-order PPs

is worse than that of low-order PPs.

• We demonstrate that low-order PPs have a lower Pe than their high-order coun-

terparts. Among PPs of the same order having same number of feedback taps,

PPs with higher-index taps perform best. Furthermore, PPs of the same or-

der having non-consecutive feedback taps outperform those having consecutive

feedback taps.

• We show that concatenated sequences attain a beneficial gain over m-sequences.

• We also demonstrate that concatenated sequences achieve a lower AT than

m-sequences.

The outline of this chapter is as follows: Section 5.2 illustrates the RSSE acquisition

design. Section 5.3 illustrates the employment of EXIT charts. We provide our

simulation results in Section 5.4, prior to our conclusions in Section 5.5.

5.2 Proposed System Model

Fig. 5.2 portrays our acquisition scheme, constituted by five major components

namely: a) m-sequence generators, b) Concatenated sequence generator, c) SISO

detector/decoder, d) Soft-Chip Register (SCR) and e) Phase-Tracking Loop (PTL).

Prior to our discussion of these components, we investigate the RSSE acquisition tech-

nique. The two SCRs have the same structured delay units as those of the m-sequence

generators of the transmitter. Their task is to store the instantaneous values of the

consecutive chips in the form of their LLRs. The SISO detector/decoder calculates

the related values of the soft LLRs after receiving each soft channel output. The SISO

detector/decoder processes both the intrinsic information received from the chan-

nel plus the extrinsic information related to the same chip, depending mainly upon

the previously processed LLR values gathered in the SCRs. An appealing feature of

the RSSE is that it takes into account the reliabilities of all the successive chips by

monitoring their LLRs. The basic steps of the RSSE are illustrated as follows:

1 At the transmitter side of Fig. 5.2, the pair of m-sequence generators are initial-

ized and the transmitter sends the phase-coded carrier signal without any data

modulation1. Both the transmitter and the receiver know the PPs and the chip

1In the context of initial synchronization, the m-sequences are utilized for aiding synchronization be-
tween the Mobile Station (MS) and the Base Station (BS). They have been specifically selected as a benefit
of their cyclic nature. Explicitly, during code acquisition, the receiver becomes capable of locking on to
the correct stage of each shift register after as few as R or S chip transmissions, despite transmitting m-
sequences of length (2R − 1) or (2S − 1). Our DownLink (DL) transmission is initiated by transmitting
an unmodulated pilot signal over the pilot channel. The pilot channel provides a reference signal for all
the MSs within a cell, which is always transmitted by the BS [16, 65, 66]. Typically it is about 4-6 dB
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Figure 5.2: A schematic diagram of our proposed RSSE aided iterative acquisition scheme, where
blue dotted line shows the information gathered from first SISO decoder to obtain
the information for the second decoder, where the blue line represents the information
about the SCR of ci, which is used for calculating the soft information conveying di
and in other words the values of one SCR at the receiver are utilized to calculate the
a priori of the other shift register which is shown by blue dotted line.

values. If the receiver has exactly the same feedback for the two m-sequence

generators as those of the transmitter side, then the corresponding chip values

will be loaded into the appropriate registers of the two m-sequence generators.

2 The SISO detector/decoder receives a channel output sample zi associated with

the chip ei, and then it evaluates the LLR of ei based on zi as well as it deter-

mines the extrinsic information. The data are then fed to the SCRs of Fig. 5.2,

where the SCRs have the same number of taps as well as the connections as

those of the two m-sequence generators at the transmitter. The most recent

S and R chip values are stored in the SCRs of the SISO decoder, which are

associated with S and R successive chips of the transmitted m-sequences, re-

spectively. When the magnitudes of the most recent S and R soft outputs of

the SISO detector become sufficiently high for ensuring a low Pe, a “Loading

Command” is issued by the scheme of Fig. 5.2.

3 After that, S and R successive chips are calculated by using hard decisions,

which is based on comparing the most recent S and R chips stored in the SCR

at that instant of time to a threshold resulting in the binary value of either +1

stronger than the power of all other channels. The pilot channel uses the all-zero Walsh code and contains
no information except for the RF carrier in the IS-95. Therefore, the pilot signal is an unmodulated SS
signal because it is multiplied by an all-zero Walsh code, which is then spread according to the chip rate of
the sequence [66, 51]. No data modulation is performed during this part of the transmission, as mentioned
in [1, 92,121].
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or −1. After obtaining the hard decision result, the values are loaded into the

corresponding delay units of the two m-sequence generators of Fig. 5.2.

4 As soon as the initial binary values are determined by a pair of m-sequence

generators, the received signal is despread, provided that the initial chip values

of the two m-sequence generators are correctly loaded.

5 The despread signal is transferred to the Phase Tracking Loop (PTL) of Fig. 5.2

to acquire the phase. When the phase is acquired correctly, the updated chips

of S and R will be loaded into the delay units of Fig. 5.2. By contrast, if the

phase is not acquired correctly, then the PTL will be triggered to activate the

“Reloading Command”. This procedure will be repeated until the correct code

is found by the PTL. In other words, the task of PTL is to retrieve a signal

received over the noisy channel and to produce a secure output so that the

received and transmitted signals are perfectly aligned.

Let us now discuss all the blocks of the proposed RSSE technique in detail by relying

on Fig. 5.3.

5.2.1 m-sequence Generator

Let us commence by discussing this processing block marked as a© in Figs. 5.2 and

5.3. These m-sequences belong to the family of maximum length sequences [16,143,

52], produced by LFSR. The LFSR connection polynomial uniquely describes the

sequence generator [16, 120]. In Fig. 5.3, the unit time delay is represented by ‘D’

and g1, g2, . . ., gR denotes the absence or presence of the connections. Explicitly, a

connection being present is represented by 1, while the connection being absent is

represented by 0. The generator polynomial is expressed as:

g(D) = 1 +Dr1 +Dr2 + . . .+DrM=R, (5.1)

where g(D) is a PP, therefore it cannot be factorized [16, 92, 104] and the r1, r2 . . .

are the index set corresponding to the feedback tap connections of the concerned PP

used in generating the concerned m-sequences. According to Fig. 5.3, the m-sequence

can be generated by the following recursion

ci = ci−r1ci−r2 . . . ci−(rM=R) =
M∏
m=1

ci−rm ,

for i = 0, 1, . . . , I. (5.2)

where ci denotes the chip-values of the m-sequence having output values of {+1,−1}
respectively, since SS communication systems usually employ binary spreading se-

quences having chip values of {+1,−1}. In this contribution we assume that the
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m-sequence generator outputs duo-binary {+1,−1} symbols 2, representing a logical

zero by +1, while the product operation is denoted by
∏

(·). In the scenario of our

iterative calculation-based acquisition method of Fig. 5.3 utilized for m-sequences,

the generator’s state can be calculated by iterative detection schemes, where each m-

sequence generated by an ‘R’-stage shift register having a length of (2R − 1) chips is

represented by a cyclic Bose Chaudhuri Hocquengem (BCH) code of length (2R− 1),

having a displacement of (2R− 1) [93]. Consequently, after the receiver has obtained

[2×(2R−1)] successive patterns of the m-sequence generated, the first stage of R chips

is calculated for the m-sequence generator by iteratively detecting the m-sequence ob-

tained with the help of its tap connections. Note that a pair of m-sequence generators

and the SCRs of Fig. 5.3 have the same feedback elements. Moreover, the feedback

branches are duo-binary in the m-sequence generator and the results obtained from

these branches are utilized for producing a binary feedback flag.

5.2.2 Concatenated Sequences

Let us now turn our attention to processing the block marked as b© in Figs. 5.2

and 5.3. Concatenated sequences are widely used in wireless communication as

these sequences are derived from two PPs, having similar cross correlation and auto-

correlations properties of the Gold codes and long PN-sequences [112, 113, 114, 153,

154]. A pair of m-sequence generators are used for generating the concatenated

sequence by XOR-ing or performing modulo-2 addition of the appropriately shifted

versions of the two m-sequences created by two different PPs having the length of

2R − 1 and 2S − 1 respectively, as shown in Fig. 5.3. In this paper we assume

R=S, so that the generated concatenated sequences has the properties as the Gold

sequence. These PPs cannot be factorized and they obey:

ci = ci−r1ci−r2 . . . ci−(rM=R) (5.3)

=
M∏
m=1

ci−rm for m = 0, 1, . . . ,M,

i = 0, 1, . . . , I,

di = di−s1di−s2 . . . di−(sN=S) (5.4)

=
N∏
n=1

di−sn for n = 0, 1, . . . , N,

i = 0, 1, . . . , I,

2Please note that ci over here will be feed to the channel when exploit the RSSE scheme of [1, 92] to
obtain synchronization for m-sequence.
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where ci and di of Fig. 5.3 represent the chip values of the two m-sequences used

for generating the concatenated sequence, respectively3. Eqs. (5.3) and (5.4) can be

combined as follows:

ei = ci · di (5.5)

=
M∏
m=1

ci−rm ·
N∏
n=1

di−sn for i = 0, 1, . . . , I,

where ei is the resultant output of two m-sequence generators, i.e, the chip values of

the concatenated sequence.

5.2.3 Soft Chip Register and SISO Decoder

We now continue our discourse by discussing the processing block marked as c©
in Figs. 5.2 and 5.3. In Fig. 5.3 the SCRs have R and S number of delay-units.

The number of SCRs is identical to that of the delay units in a pair of m-sequence

generators. Furthermore, the two SCRs rely on the same feedback connections as

those of the transmitter side, because the PPs are known to both the receiver and to

the transmitter. The chip-LLR values of the R and S successive chips are stored and

shifted by the SCR. Again, at the first iteration the likelihood of having a ‘1’ or ‘0’

chip is identical, hence the LLRs are set to zero [1,92]. As portrayed in Fig. 5.3, the

LLRs of these R and S chips will be used to obtain the hard decisions of the successive

chips that are then loaded into the pair of m-sequence generators. The SISO decoder

utilizes the previous LLRs computed by the SCR as the a priori information [1,92].

The information gleaned at the output of the channel for a specific chip is referred to

as intrinsic information, which is calculated by the SISO decoder. The soft output

of the SISO decoder of Fig. 5.3 is then entered at the left-most location of the SCR,

while the right-most SCR’s value is removed [1,92]. At the last iteration we observe

the maximum values of our two SISO decoders as seen in Fig. 5.3, and then a “loading

command” is triggered4, provided that the soft outputs of the SISO decoders become

sufficiently high for ensuring a low Pe. The corresponding chips are evaluated by

3The chip-values of the two m-sequence have output values of {−1,+1} respectively. The information
about the chip di can be obtained by taking the information about ei plus the information obtained by the
corresponding chip ci of the first SISO decoder because both sequences are used for producing the concate-
nated sequence. Therefore by performing the modulo-2 addition or XORing we generate a concatenated
sequence, as shown in Figs. 5.2 and 5.3. Hence for calculating the soft information di we have to obtain
the information from the ei and also from the chips of the other m-sequence’s decoder. This is because the
values of the one of the m-sequences SCR at the receiver are utilized to calculate the a priori of the other
shift register.

4When the magnitudes of the LLR values in the SCR become sufficiently high after a set of iterations,
then the SISO detector carries out hard decisions to generate the binary values −1 or +1 of the chip,
which are loaded into the two m-sequence generators at the receiver. Let us assume that we carry out the
ith iteration, with i = 1, . . . , I and the number of extrinsic LLRs to be evaluated is S and R, thus the
values calculated in the LFSR are updated at the receiver. During each iteration S and R chips have to be
transmitted. Thus after I iterations the total number of received chips will be I · R or I · S, where R and
S have the same polynomial order.
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applying hard decisions to the most recent values of the LLR, which are stored in the

SCR. Finally, after the hard-decisions the resultant binary chips are entered into the

related shift registers of the two m-sequence generators of the receiver of Fig. 5.3.

5.2.4 Soft Channel Outputs

Focusing our attention on the block marked as d© in Figs. 5.2 and 5.3, the chip ei is

related to the received signal as

zi = αiei + ni, i = 0, 1, . . . , (5.6)

where ni is the Additive White Gaussian Noise (AWGN) having a zero mean, N0 is

the noise power spectral density and αi is the channel state. Given zi, the LLR of ei

is expressed as

Lex(ei) = L(ei|zi) = log

[
P (ei = +1|zi)
P (ei = −1|zi)

]
(5.7)

= Lezi + L(ei), i = 0, 1, . . . ,

where Le = 4αi
Ec
N0

, the energy per chip is Ec and Le(ei) = 0, since we assume that

the chip’s value ei is binary and equiprobable. Observe from Eq.(5.6) and Fig. 5.3

that the soft outputs of the SISO decoder are calculated at the time instants of

(i− r1), (i− r2), (i− r3), · · · , (i− rM), as well as (i−s1), (i−s2), (i−s3), · · · , (i−sN)

and then fed into the SISO decoder. These outputs constitute the a priori inputs

of (ci−r1), (ci−r2), (ci−r3), · · · , (ci−rM ), and (di−s1), (di−s2), (di−s3), · · · , (di−sN ). Then,

the extrinsic information calculated at its output is used for correctly detecting the

chip ei with a high probability. Assuming that the previous R and S number of soft

outputs of the SISO decoder are denoted by Lex(ei,−1), Lex(ei,−2), . . . , Lex(ei,−R) and

Lex(ei,−S). As opposed to the a priori LLRs of traditional EXIT charts [145,155,116],

in our model the magnitude of the a priori LLR of the ith chip is equal to the

least confident LLR value of the previous chip that was utilized for generating a

concatenated sequence. Hence, the procedure of evaluating the a priori LLR of the

ith chip Lapr(ei) is represented as [1, 53, 92,116,121].

Le(ei) = Lapr(ei) ≈
[

M∏
m=1

sign(Lex(ei − rm)) ·

N∏
n=1

sign(Lex(ei − sn))

]
× [min {|L(ei−r1)|} ,

{|L(ei−r2)|} , . . . , {|L(ei−rM )|}
{|L(ei−s1)|} , {|L(ei−s2)|} , . . . ,
{|L(ei−sN )|}] i = 0, 1, . . . , I, (5.8)
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where we assume that Lapr(e−∞) = . . . = Lapr(e1−r) = Lapr(e−2) = Lapr(e−1) =

0 and Lapr(e−∞) = . . . = Lapr(e1−s) = Lapr(e−2) = Lapr(e−1) = 0. Finally, the

channel’s output information L(ei|zi) in Eq.(5.7) and the a priori information Lapr(ei)

in Eq.(5.8) will yield the soft output of the SISO decoder related to the chip eout as

L(eout) = Lex(ei) = L(ei|zi) + Le(ei)

= Lezi + L(ei) +

[
M∏
m=1

sign(Lex(ei − rm)

N∏
n=1

sign(Lex(ei − sn)

]
× [min {|L(ei−r1)|} ,

{|L(ei−r2)|} , . . . , {|L(ei−rM )|}
{|L(ei−s1)|} , {|L(ei−s2)|} , . . . ,
{|L(ei−sN )|}] i = 0, 1, . . . , I. (5.9)

Note that Eq.(5.9) represents the recursive relationship used for evaluating the con-

secutive chips required by a pair of m-sequence generators in order to produce the

concatenated sequence. Thus, the acquisition device becomes more confident in cor-

rectly deciding the R and S consecutive chips from the magnitudes of the LLR in the

SCRs of Fig. 5.3. When the SISO detector attains a channel output sample zi linked

to the chip ei, it calculates the LLR utilizing Eqs.(5.8) and (5.9) for estimating the

intrinsic information.

5.2.4.1 Algorithm used for Acquiring the Synchronization of the Concatenated

Sequence

The followings are the basic steps involved in acquiring the concatenated sequence

as shown in Fig 5.4.

• Step 1: Generate two m-sequences having the same length of 2R−1 and 2S−1,

where R and S are the same polynomial order [112, 113, 115, 154, 156]. These

two m-sequences have +1 and −1 values. As an example generated PPs are

gci(D) = 1 +D2 +D5 and gdi(D) = 1 +D3 +D5. We will use this example for

further clarification throughout this algorithm.

• Step 2: As shown in Figs. 5.2, 5.3 and 5.4, we XOR ci and di to obtain ei, where

ei is mapped to +1 or −1, respectively as shown in Eq.5.5.

• Step 3: After transmitting ei over AWGN channel, we obtain zi as shown in

Eq. (5.6).

• Step 4: zi is fed to both soft decoders of Figs. 5.2 and 5.3, where SCR values

are initialized to zero as the probability of zeros and ones will be the same.
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Figure 5.4: Flow chart of our proposed algorithm for obtaining the concatenated sequence.

• Step 5: After some iteration between the soft decoders and the SCRs of Figs. 5.2

and 5.3, we obtain the LLRs values by calculating Eq. 5.8. TheD(0), D(2), C(0)

and C(3) are the concerned taps involved in generating the PPs of two m-

sequence to obtain concatenated sequence as shown in our proposed algorithm

in Fig. 5.4. Fig. 5.4 manifests that for evaluating the soft information about

di which is the other SISO decoder, we need to exploit the concerned taps of

the first m-sequence generator, i.e. ci. These tap values are C(0) and C(3) for

the ci value given above. As a result, the values of the first m-sequence SCR

are utilized to calculate the a priori of the other shift register to decode the

transmitted value of di at the receiver.

• Step 6: After obtaining the desired values, the loading command is activated

by the SISO decoders, which helps to retrieve the data from the delay unit to

perform hard decision as shown in Fig. 5.4.
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Figure 5.5: The system model used for the RSSE scheme of Fig. 5.3.

• Step 7: After gaining the information from the hard decision, the values 1 or

0 are processed to the LFSRs of the two m-sequence generator of Figs. 5.2

and 5.3. The output of these m-sequences are again XORed together.

• Step 8: The value calculated in Step 7 is compared with the value of zi by

the PTL, if these values match, then the synchronization is achieved by our

purposed system.

• Step 9: If there is decoding error, then PTL will restart the command “Reload-

ing command”, which means we need to go back to Step 5, where the two

m-sequences will have distinguished values in the delay units of the two m-

sequence generators and the process will repeated again until the correct code

is achieved.

5.2.5 Phase Tracking Loop

Finally, we discussed block marked as e© in Figs. 5.2 and 5.3. Prior to despread-

ing, the chip-SNR is typically too low for attaining accurate carrier phase track-

ing [149,150]. The despread signal is then entered into the low-pass filter of Fig. 5.3.

Following this, the information is forwarded to the Tracking Loop (TL) of Fig. 5.3.

If the initial phase is determined accurately by the TL, then payload data recep-

tion may commence5. This procedure is repeated until correct code acquisition is

accomplished.

5If not, the TL will activate the reloading command, where the two m-sequences will have distinguished
values in the delay units of the two m-sequence generators.
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5.3 EXIT Chart Analysis for Concatenated Sequence Design

Ten Brink introduced the principles of EXIT charts [145,155] as an accurate mecha-

nism of predicting the convergence characteristics of iteratively decoded techniques.

They are capable of estimating the specific SNR value at which an infinitesimally low

Bit Error Ratio (BER) can be achieved instead of conducting time-consuming bit-by-

bit detection based Monte-Carlo simulations. To elaborate a little further, accurate

EXIT chart techniques rely on the condition that the inputs of two SISO components

of an iterative receiver have a Gaussian distribution, which can only be approached

using a sufficiently long interleaver. Since this is not the case for our initial acqui-

sition scheme, a bespoke EXIT-chart has to be conceived. Hence we introduce a

novel EXIT chart design for predicting the convergence characteristics of our RSSE

scheme utilized for investigating the evolution of the input/output Mutual Informa-

tion (MI) transfer among the receiver’s SISO components in successive iterations. In

a traditional EXIT chart there are three components, namely the inner detector’s

MI-curve, the outer detector’s MI-curve and the stair-case-shaped iterative detector

trajectories based on a specific instance of iterative detection. More explicitly, the

stair-case-shaped detection trajectory visualizes how much extra MI improvement is

achieved during each iteration. This can be readily arranged, provided that inter-

leavers are used between the inner and outer components. However, in contrast to

the conventional EXIT chart [155], the same detector is operated repeatedly in our

‘self-concatenated’ approach, where the output of the acquisition scheme is used as

its inputs in the next iteration, as portrayed in Fig. 5.5. More explicitly, Fig. 5.5

illustrates the two inputs of the SISO detector, namely the channel output and the

SCR output of Fig. 5.3. Hence the inner and the outer decoders’ EXIT curves are

the same. However, they are mirrored with regard to the diagonal x=y of the EXIT

curves, as shown in Fig. 5.6, where the Extrinsic Information (IE) / a priori Informa-

tion (IA) is plotted against the intrinsic or a priori Information (IA) / the Extrinsic

Information (IE), when the SNR is fixed to -2 dB. Fig. 5.6 also reveals that the

polynomial g2(D) = 1 + D3 + D5 requires 5 to 6 decoding iterations to reach the

[1,1] point. Furthermore, the trajectory of g2(D) approximately matches the inner

and outer curves represented by red solid lines. Again, the inner and outer curves

are the same and have a mirror image with regard to the diagonal line x=y of the

EXIT curves.

Below we examine the theoretical resemblance between the self-concatenated de-

tection design of [147] and our existing initial acquisition problem. However, there is

also a significant dissimilarity between them, since in [147] an interleaver was adopted

for changing the detector’s output before passing it back to its input. As opposed to

this, we introduce the new concept of using EXIT charts without any interleavers.

We arrange this by the online exploitation of the inherent correlation between the

chips in the two m-sequence generators, as enforced by the LFSRs of Fig. 5.5 instead
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Figure 5.6: EXIT chart of g2(D) = 1 + D3 + D5 over AWGN channels at SNR = −2dB.

of invoking any iterations for decoding similar bit sequences. This is the main aspect

which differentiate it from the traditional EXIT chart.

The SISO decoder’s output will be modified according to the a priori LLR values

Lex, which in turn, contains the extrinsic LLR values of the preceding iteration at

the receiver of Fig. 5.5. Binary Phase Shift Keying (BPSK) is employed, the value

ei of the ith generated chip also becomes the value of the first LFSR stage in the

two m-sequence generators. As illustrated in Fig. 5.5, during reception the signal

obtained by the SCR is fed back to the SISO decoder in form of the extrinsic LLR

values Lex(ei−1), . . . , Lex(ei−(T=R=S)) that were gathered during the most recent I

detection iterations, which were estimated for the T earlier generated chips. Based

on these previous extrinsic LLRs, the a priori LLR of Ei is calculated from Eq. (5.8).

Later, the extrinsic LLR of ei is evaluated from Eq. (5.9) and the same method is

also used for the subsequent chip ei+1. Again, the task of the SCR in Fig. 5.5 is to

store the most recent T extrinsic LLRs and to shift them by one position. Once a

detection iteration6 has been carried out, a hard decision is invoked and the most

recent estimate of the generator’s concatenated sequence b̂bb becomes available.

6Each iteration refers to the exchange of information between the SISO decoder and the SCR of Fig. 5.5
where the iteration depends upon two factors, namely on the number of chip received and on the polynomial
order.
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5.3.1 Self-Concatenated Approach

In the self-concatenated approach of [145,147], the same detector/decoder component

is used twice, namely once as the inner SISO component and once as the outer SISO

component, as shown in Fig. 5.5. The SISO detector has two inputs, namely the

output of the two m-sequence generators and the channel’s output. The LLR Le(ei)

is determined by the SISO detector. Note that the receiver utilizes the information of

the two m-sequence generators, related to the time instant of determining the a priori

LLR values. Thus, the information in the LFSRs of the two m-sequence generators

will be shuffled during each SISO iteration, therefore we have to store the previous

values of b̂bb, which are constituted by the (2R − 1) and (2S − 1) values of the two

m-sequence generators having the same length. Again, for the sake of avoiding any

acquisition delay, we do not employ any interleaver in our self-concatenated system

represented by Fig. 5.5. This is the specific feature that differentiates our approach

from the traditional EXIT charts [155]. Therefore, we may observe a conceptual

similarity with the self-concatenated decoding approach of [116, 145]. Again, our

basic EXIT chart model relies on Fig. 5.5, where there is a single detector processing

different inputs during its two operating phases. The channel’s output is used as

the initial input of the SISO decoder. The SCR’s output in Fig. 5.5 is the second

input of the SISO detector, which shifts the extrinsic LLR sequence, hence its action

is reminiscent of the basic role of an interleaver in a traditional iterative receiver.

Hence, the SISO detector computes Le(ei) based on Eq. (5.8).

5.3.2 Mutual Information

In this scenario, we opted for time-averaging in order to determine the MI between

the associated extrinsic LLRs and the chips generated [1, 145,155].

5.4 Simulation Results

In this section the polynomial orders of 5, 6, 13, 15 and 23 are selected, because

these sets are extensively used in wireless communication [1, 55, 92, 121, 157, 158].

Among the PPs having similar orders, we opt for the PPs having the best Pe versus

SNR performance. This section is divided into the following five subsections. Sec-

tion 5.4.1 deals with the performance of the m-sequence. Section 5.4.2 quantifies

the performance of the Concatenated sequence, while in Section 5.4.3 our Pe versus

SNR performance comparisons of the m- and Concatenated sequences are provided.

Finally, in Section 5.4.4 the AT is evaluated, while Section 5.4.5 deals with the EXIT

chart analysis of both the m- and concatenated sequences.

Fig. 5.7 depicts the performances of the PP g5(D) = 1+D+D3+D4+D13 having

a period of N = 213 − 1 = 8191 chips produced by a 13th- order polynomial. The
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Figure 5.7: Performance comparisons between three different communication channels.

affordable number of iterations is L = (40× R), where L is the total number of chips

that the SISO decoder processes and R denotes the number of chips corresponding

to the PP’s order. In Fig. 5.7, the acquisition performance of the RSSE technique

is evaluated for transmission over three different communication channels. It can be

concluded that reliable acquisition is achieved above an SNR value of −0.5 dB by

entering 40× 13 = 520 chips into the SISO detector, when transmitting through an

AWGN channel. It is also inferred that for a given SNR value, Pe decreases upon

increasing the number of received chips entered into the SISO detector. Fig. 5.7

illustrates that for a given number of received chips input into the SISO detector,

the SNR gain attained for an AWGN channel is significantly lower than those under

a Nakagami channel having ml = 3 as well as under a Rayleigh channel. Naturally,

our RSSE scheme attains a lower Pe for an AWGN than for fading channels. To limit

the paper’s length, only an AWGN channel is considered for our further simulations.

5.4.1 Performance Results for m-sequences

Table 5.1 describes the PPs used for constructing the m-sequences. The affordable

number of iterations is L = (200 × R), and the total length of the m-sequence is

(2R − 1). Our Pe versus SNR comparisons are recorded for various PPs, as depicted
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Groups Polynomials Representation of polynomials

A g1(D), g2(D) (0, 2, 5), (0, 3, 5)

g3(D), g4(D) (0, 1, 6), (0, 5, 6)

B g6(D), g7(D) (0, 1, 15), (0, 4, 15)

g8(D), (0, 5, 23),

C g5(D), g9(D) (0, 1, 3, 4, 13), (0, 5, 11, 17, 23)

D g10(D) (0, 2, 3, 5, 6, 7, 8, 9, 10, 11, 13)

g11(D) (0, 1, 2, 3, 4, 5, 6, 8, 10, 12, 13)

g12(D) (0, 2, 3, . . ., 15)

Table 5.1: Primitive Polynomials (PPs) invoked for our RSSE scheme, where g12 has consecutive
feedback taps ranging from 2 to 15
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in Fig. 5.8, where the groups A, B, C and D are created by grouping the curves

according to their Pe versus SNR performance. In group A, we have four PPs,

namely (g1, g2) and (g3, g4) having orders of 5 and 6, respectively. The PP g2 has a

better performance than g1, since its second feedback tap is connected to the third

position of the entire feedback tap arrangement (tap 3), whereas in g1 the second

feedback tap is linked to the second position (tap 2), as described in Table 5.1. It is

observed that PPs g3 and g4 have consecutive taps, where g3 performs worse, because

its consecutive taps are at lower connection indices of 0 and 1 (taps 0 and 1), whereas

the consecutive taps of g4 are located at higher connection indices of 5 and 6 (taps 5

and 6). More explicitly, g2 has the best performance because it belongs to a lower-

order PP and its second feedback tap is connected to a higher index than the second

tap of g1. The minimum of the LLR values of all the tap connections are used to

generate the extrinsic information. For this reason, the transmitted PP using a low

number of tap connections associated with the higher indices has a higher likelihood

of giving the exact extrinsic information for the SISO acquisition design, than that of

utilizing a high number of tap connections. In group B, we have three PPs, namely

g6, g7 and g8 as portrayed in Table 5.1, where g6 and g7 have the order of 15. Here, g7

performs better than g6, since the former does not contain any consecutive feedback

taps. In g6 consecutive feedback taps are present at indices 0 and 1 (taps 0 and 1).

Since these consecutive taps act as a switch and during normal operation they may

become contaminated by the noise, the performance of g6 is worse than that of g7.

Furthermore, g8 has a PP order of 23, as depicted in Table 5.1, hence it has a

worse performance as compared to g6 and g7. When comparing the PPs of different

order, PPs having higher order exhibit a longer memory requirement and they exhibit

excessive confidence in their own soft approximations. Therefore, they do not benefit

sufficiently from the extrinsic information provided by the iterative scheme. It also

transpires from Fig. 5.8 that if the taps are non-consecutive and the PP’s order is

lower, the SNR required for achieving a given Pe will be lower, especially for lower-

order PPs, since less taps become less contaminated by noise than those having a

higher number of taps.

In Table 5.1, group C has (g5, g9), whereas g10, g11, and g12 belong to group

D, since they all contain more than three taps. As visualized in Fig. 5.8, the SNR

performance is degraded, as the number of consecutive feedback taps is increased.

In group C we have g5 and g9, where g5 performs better than g9, because it has a

13 order PP, while g9 has a 23 order PP. More explicitly, in group D g12 has more

consecutive feedback taps than the rest of the group, namely as many as 2 to 15 taps,

where each feedback-sample is noise-contaminated, hence degrading the achievable

performance. Upon comparing the performances of PPs having an order of 13, i.e. g10

and g11 generated using 10 taps each, it is found that both PPs have two consecutive

feedback taps. The PP g11 leads to an improved performance, because second higher

feedback tap is connected to index 12 while in g10, the second most index is connected
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Groups Representation Polynomials Achieved Polynomial

of Polynomials by Concerned PPs Order

E gg1(D) g1(D)⊕g2(D) 5

F gg2(D) g3(D)⊕g4(D) 6

G gg3(D) g6(D)⊕g7(D) 15

H gg4(D) g8(D)⊕g9(D) 23

I gg5(D) g5(D)⊕g11(D) 13

J gg6(D) g5(D)⊕g10(D) 13

K gg7(D) g7(D)⊕g12(D) 15

L gg8(D) g6(D)⊕g12(D) 15

Table 5.2: Generation of concatenated sequence from Primitive polynomials invoked for our RSSE
scheme

to index 11.

We infer that the detection capability of the receiver is reduced by the presence

of consecutive feedback taps. The receiver exploiting g11 has a better chance of

detecting the chips in the presence of noise as opposed to that employing g10, since

the detection capability of the receiver is degraded proportionally to the connecting

indices of the feedback taps.

Based on our simulation results seen in Fig. 5.8, we conclude that the performance

of the PPs predominantly depends upon three factors, namely on the order of the PP,

on the number of connecting taps and on the specific indices of the connecting taps.

When comparing PPs of similar order, PPs with less connecting taps will outperform

those having a higher number of connecting taps, since the latter precipitated the

noise-effects by having more feedback taps. Furthermore, if the connecting taps

are same, then PPs with the second highest indices perform better. Therefore, the

required SNR depends partially on the specific positions of vacant indices, when

comparing PPs having similar orders. Finally, when comparing PPs of different order,

the low-order PPs avoids the avalanche-like error-propagation of higher-order PPs,

since the noise imposed on the chips of lower-order PPs results in fewer inaccuracy

transmission than of higher-order PPs.

5.4.2 Performance of the Concatenated Sequences

We proceed by generating results for the concatenated sequences by utilizing the

affordable number of iterations given by L = (200×R or S), where R and S represent

the two PPs of the same order. A total of eight concatenated sequences are generated
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as shown in Fig. 5.9 by utilizing the information given in Table 5.2, where E to L

represent the concatenated sequences denoted as gg. The Pe versus SNR performance

of the concatenated sequences demonstrates that the low-order PPs perform better

than the high-order PPs, if they have fewer taps. The performance of gg1 is superior

to the rest, because it has a lower polynomial order of 5 as evidenced by Fig. 5.9. The

performance of gg3
7 is better than gg7

8 and gg8
9, despite having the same polynomial

order of 15.

Therefore, similarly to the m-sequence’s case, it can be inferred that PPs having

less taps provide a higher likelihood of accurate extrinsic information for the SISO

acquisition model. Consequently, PPs having fewer taps are adopted, as the malevo-

lent effects of noise contaminates their chips less gravely, than for their higher-order

counterparts. Furthermore, gg1 performs better than the rest of the PPs, since it

relies on a shorter memory. However, gg1 has less confidence in its own soft values

and thus it benefits more substantially from the use of an iterative scheme.

7gg3 is obtained by two different PPs of order 15, namely g6 and g7 having three taps.
8gg7 is obtained by two different PPs of the order 15, namely g7 and g12 having three and fourteen taps

respectively.
9gg8 is obtained by two different PPs of the order 15, namely g6 and g12 having three and fourteen taps

respectively.
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Figure 5.10: Comparisons between concatenated sequences and m-sequences are provided for
polynomial orders of 5, 6 and 15. The dotted lines show the performances of con-
catenated sequences.

5.4.3 Comparison between the m- and the Concatenated-Sequences

Let us now embark on comparing two types of PN sequences. A variety of simulation

results are obtained for distinguishing the performances of the RSSE in an AWGN

channel. In Figs. 5.10 and 5.11, Pe versus the SNR comparisons are recorded for the

polynomial orders of 5, 6, 13, 15 and 23 for both m- and concatenated sequences. It

may readily be inferred that the performances of concatenated sequences are better

than those of m-sequences, which are represented by the dotted lines and are labelled

as E, F, G, K and L in Figs. 5.10 and 5.11. We achieve a 1.85 dB gain for the best case

upon comparing gg1 to g1 and also attain 1.5 dB gain compared to g2, as observed

in Fig. 5.10 for group E. This conclusion is confirmed by comparing the blue dotted

line of gg1 to the red solid line of g2 and the blue solid line of g1 to the blue dotted

line of gg1, which represents the PP order of 5 having three taps. When we compare

PPs gg2 to g3 and g4 of order 6 having three taps, we acquire a 1.85 dB gain in the

best-case upon comparing gg2 to g3 and 1.5 dB gain, when compared to g4. This

result indicates that by using a low-order PP we can achieve a better performance for

concatenated sequences. In Fig. 5.10, gg3 performs better than gg7 and gg8. Upon

comparing gg3 to the chosen m-sequences, it is observed that in the best-case Pe
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Figure 5.11: Comparisons between concatenated and m-sequences are carried out for PPs of 5, 13
and 23 order. The dashed lines show the performances of concatenated sequences.

versus SNR performance scenario of g6 we obtain 1.85 dB gain by gg3 over g6 and

1.5 dB gain when compared to g7, since it has the order 15 having three taps. When

considering gg7, we achieve 0.75 dB gain compared to g7, while upon comparing g6

to gg8 denoted by L in Fig. 5.10 we obtain 0.75 dB gain. For the polynomial order of

15, we obtain 7.5 dB gain in the best-case upon comparing gg3 to g12 as g12 contains

all consecutive taps located at the positions 2 and 15 (taps 2 and 15). For the worst

case, we obtained at most 5.8 dB gain, if we compare gg8 to g12, as depicted in

Fig. 5.10.

In Fig. 5.11 we have compared m- and concatenated sequences of the polynomial

orders of 5, 13 and 23. It is evident that the concatenated sequences perform better

than m-sequences. For the polynomial order of 5, the performance gain of concate-

nated sequences is 1.5 dB for the worse-case scenario when comparing the SNR at a

Pe values of 10−4, as discussed earlier in the context of Fig. 5.10. For a polynomial

order of 13, gg5 achieves a 5.5 dB gain for the best-case scenario over g11 and even

in the worst-case we achieve a 3.0 dB gain over g5.

This is because the concatenated sequence gg5 is composed of the PPs g5 and

g11 having an order of 13. The PP g5 has two consecutive taps, namely one located

at the positions of 0 and 1 (taps 0 and 1) and the other located at the positions
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3 and 4 (taps 3 and 4), similarly, PP g11 also has two consecutive taps, namely

one located at the positions of 0 and 6 (taps 0 and 6) and the other located at the

positions 12 to 13 (taps 12 to 13). This indicates that the presence of consecutive

taps dominates the performance of the PPs. More clearly, these consecutive taps

gravely boost the deteriorated effect of noise. Hence the performances of gg5 and

gg6 are better than those of g5, g10 and g11. On the other hand, for the worst-case,

we obtain at most 5.5 dB gain if we compare gg6 to g10, as depicted in Fig. 5.11.

Furthermore, for gg4 the gain attained is 1.35 dB compared to g8 of a polynomial

order of 23, where this concatenated sequence is composed of g8 and g9, as depicted

in Tables 5.1 and 5.2, respectively. Upon considering the polynomial order of 23 and

comparing gg4 to g9, we attain a gain of 3.8 dB. In summary, PPs having more taps

are substantially influenced by the noise imposed on them, therefore they cannot

provide better LLR values than their counterparts having less taps, which can be

visualized upon comparing gg3 to both gg7 and to gg8.

5.4.4 Comparison between the Acquisition Time of m- and Concatenated-

Sequences

Our iterative detection aided RSSE acquisition technique proficiently exploits the

reliabilities of the latest successive chips during examining the magnitudes of the

related soft outputs stored in the SCRs of Fig. 5.5. When Pe is as low as 10−4,

successful m-sequence acquisition can typically be declared with a sufficiently high

likelihood after the initial loading of the chips. Resultantly, the total AT of the

RSSE acquisition technique may be approximated by the time interval required by

the RSSE for carrying out SISO detection, at a sufficiently low Pe. According to

the iterative decoding principle [124, 144], the time required by the RSSE scheme

for operating at a sufficiently low SNR value10 and for generating a recursive SISO

detection output depends both upon the number of stages, as well as on S and R in

the associated m-sequence generators. Based on our design proposed in Fig. 5.5 the

performance of the RSSE acquisition technique is determined by the SCR having the

periods of S and R for the two m-sequence generators.

Fig. 5.12 characterizes the acquisition performance of the 13th order polynomial

g5 having a length of N = 213− 1 = 8191 chips. Observe in Fig. 5.12 that Pe = 10−4

is achieved at an SNR value of 9.5 dB by entering L = 1 × R = 1 × 13 = 13

chips into the iterative SISO detector of Fig. 5.5. In this case our system does not

have any a priori information, hence it acts as the traditional acquisition technique

of [102]. However, we can achieve a better performance by entering more chips into

the proposed iterative acquisition technique scheme. As seen in Fig. 5.12, by entering

L = 40 × R = 40 × 13 = 520 chips into the iterative SISO detector of Fig. 5.5 we

achieved Pe = 10−4 at an SNR value of −0.8 dB. Furthermore, we attained a better

10The value indicates that Pe is in the range of between 10−3 to 10−4.
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Figure 5.12: Erroneous loading probability Pe versus SNR parametrized by the number of chips
entered into the recursive SISO decoder, when transmitting the m-sequence gener-
ated using the PP of g5(D) = 1+D+D3 +D4 +D13 over an AWGN channel, where
gg5(D) and gg6(D) are the concatenated sequences.

SNR value of −1.8 dB at a Pe = 10−4 upon entering L = 200×R = 200× 13 = 2600

chips into the SISO detector. Therefore, the SNR gains at a Pe of 10−4 are about 10.3

to 11.3 dB compared to the traditional acquisition technique of [102], when the total

number of received chips are 520 and 2600, respectively. Even though a total of 2600

chips have been received by the SISO scheme for attaining Pe = 10−4 at the SNR per

chip of −1.8 dB, the AT still remains significantly inferior to that of any traditional

serial search technique [119, 159]. This observation indicates that the AT is directly

proportional to the length of the sequences measured, which is 8191 chips in this

case. As compared to the concatenated sequences of similar orders, such as gg5 and

gg6, the required SNRs are −4.9 and −4.6 dB, respectively when entering 2600 chips

into the iterative SISO detector for attaining reliable acquisition. It has been stated

in [119] that the AT τD of a conventional technique has to obey NτD/2
11 = 4095 · τD

>> 2600 chips, even if the SNR value is sufficiently high. Therefore, the proposed

RSSE acquisition technique becomes the best, substantially outperforming the best

known benchmarkers of [7, 92,119,123,160].

11NτD/2 represents the mean acquisition time of a sequence having a particular chip length, i.e. 8191.
and τD corresponds to the dwell time which normally spans from hundreds to thousands of chip periods [119]



102 5. PP for Iterative RSSE of Concatenated Sequences

0 50 100 150 200 250 300 350
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

SNR  (-8:1:10) dB

Figure 5.13: Mutual information versus the number of received chips for the m-sequence of PP
g1(D) = 1 + D2 + D5 having a polynomial order of 5 parametrized by various SNR
values ranging from −8 to 10 dB having a maximum of L = 70 decoding iterations
to reach MI= 1

5.4.5 EXIT Chart Analysis of Concatenated Sequences

The relationship between the MI and the number of received chips is revealed by

Fig. 5.13, when the PP g1 of Table. 5.1 is used. As expected, the MI of the PP

g1 increases upon increasing the number of received chips, provided that the SNR is

increased. We may infer from Fig. 5.13 that we need fewer received chips to approach

MI = 1 upon increasing the SNR. The results of Fig. 5.13 also reveal that for SNR

values higher than −3 dB, the MI reaches unity after receiving at most 300 chips.

The PP g1 has R = 5 register stages, hence the highest number of detection iterations

is given by the ratio of the number of received chips to the polynomial order. Hence

we have L= 350/5 = 70.

Fig. 5.14 shows the MI versus the number of received chips for the PP gg1 of

Table 5.2. We observe that a lower number of received chips is required to approach

MI=1 at a higher value of SNR. Furthermore, we infer that the MI approaches unity

after receiving less than 100 chips for SNRs higher than −4 dB. Upon compar-

ing Fig. 5.13 to Fig. 5.14, we observe that the concatenated sequences need fewer

iterations to achieve MI=1 than the m-sequences. Hence, the performance of the

concatenated sequence is better than that of the m-sequence.
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Figure 5.14: Mutual information versus the number of received chips for the concatenated se-
quence of PP gg1(D) = g1(D)⊗g2(D) having the polynomial order of 5 parametrized
by various SNR values ranging from −8 to 10 dB having a maximum of L = 70 de-
coding iterations to reach MI= 1

Fig. 5.15 depicts the Average Mutual Information (AMI) versus the number of

iterations at an SNR of 0 dB, when PPs of different orders are utilized for generating

m-sequences. It is predicted that the AMI becomes unity for a maximum of 25

iterations. Fig. 5.15 also shows that PPs associated with a lower polynomial order

perform better, which is a benefit of their lower number of taps. Moreover, when

comparing PPs, which have the same order and a similar number of taps, the ones

having their second tap at a higher index result in a higher AMI after a specific

number of iterations. The AMI analysis also corroborates that PPs having less taps

guaranteed better performance than those having more taps, because the adverse

effects of noise imposed on their chips resulted in lower distortion than for their

counterparts having more taps, as exemplified by comparing g5 to both g14 and to

g15, respectively.

Fig. 5.16 characterizes the AMI versus the number of iterations at an SNR of

0 dB, when PPs of the same order are used for producing concatenated sequences. It

is anticipated that for any PPs employed for generating the concatenated sequence

we need fewer than 18 iterations to approach the maximum MI of one. Fig. 5.16

also reflects the same fact that the PPs of lower order perform better due to having
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Figure 5.15: Average mutual information versus the number of decoding iteration when
SNR = 0 dB for m-sequences.

less taps, as discussed earlier in Figs. 5.11 and 5.15. Similarly, Fig. 5.17 shows our

comparison between the performances of m- and concatenated sequences by plotting

the AMI against the number of iterations. The results also confirm the same trend

as those found in Figs. 5.15 and 5.16.

Table 5.3 compares three major factors in the focus of this analysis, namely the Pe

versus SNR, the location of the second tap present in the PP as well as the number

of iterations. Our findings of Figs. 5.9 to 5.17 as well as Table 5.3 corroborate that

the concatenated sequences have superior performance in terms of Pe versus SNR

when different orders of PPs are compared. It can also be concluded that any pair of

concatenated sequences require less iterations to achieve AMI=1 and attain a better

iteration gain compared to m-sequences. Fig. 5.18 illustrates the EXIT chart of the

self-concatenated method used for characterizing the RSSE technique at an SNR

value of 0 dB. We have selected PPs according to their Pe versus SNR performances

and AMI versus iteration index. The PPs having orders of 5, 13 and 23 are used

for generating the EXIT-trajectories. It is observed that all detection trajectories

match their related outer and inner decoder curves. Based on the open EXIT tunnel

we expect a low BER for an RSSE receiver, namely when an open EXIT tunnel is

guaranteed between the inner/outer decoder’s EXIT curves. When the open tunnel

becomes wider, less iterations are required.
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Figure 5.16: Average mutual information versus the number of decoding iterations at SNR = 0 dB
for concatenated sequences.

Additionally, it can be observed that the PP g11 of order 13 failed to reach the

[1,1] position at the top right end, since the outer and inner curves intersect prior to

reaching the [1,1] point. Hence, the decoding trajectory exhibits no MI improvements

beyond the crossover point. As expected, a lower number of taps widens the gap

between the inner and outer EXIT curves. Furthermore, the associated decoding

trajectory perfectly matches the inner and outer EXIT curves. We also deduce that

the m-sequences having more taps tend to require larger memory and therefore a

reduced iteration gain is attained. Both g5 and g11, perform worse than the other PPs,

because they have more feedback taps, as discussed in Section 5.4.2. Accordingly,

we conclude that the use of a lower number of taps provides wider opening between

their inner and outer decoder curves and have better match between their stair-case-

shaped decoding trajectory and the EXIT-curves of the inner and outer decoders.

Fig. 5.19 demonstrates that the polynomial gg1 of Table 5.3 approaches the [1,1]

point at SNR = 0 dB. An improved resemblance amongst the detection trajectories

as well as the outer and inner EXIT curvatures arises at higher SNR values. This

illustrates that the EXIT chart trends confirm the AMI-trends of Figs. 5.15 and 5.16.

Explicitly, the lower-order PPs have a superior convergence, since they benefit more

substantially from the iterative procedure. Accordingly, PPs having more taps are
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Figure 5.17: Comparison between m- and concatenated sequences w.r.t. the number of decoding
iterations versus average mutual information when plotted at SNR = 0 dB.

directly influenced by the noise and need more iterations to attain error-free decoding.

We further benchmark the performance of our system by investigating PPs of the

order 13 in Fig. 5.20. The PP gg5 of Table 5.3 requires the least detecting iterations

to approach the [1,1] point at SNR = 2 dB. Moreover, by invoking more decoding

iterations, the SISO detector approaches the [1,1] point of perfect convergence to a

vanishingly low Pe. Therefore, we conclude that the lower-order polynomials having

less taps perform better, despite requiring less computations.

5.5 Conclusions

We conclude that the performance of concatenated sequences is superior to that of

m-sequences, when comparing their Pe versus SNR performance. When considering

PPs having the same order but different number of taps, the PPs having less taps

outperform the PPs having more taps. This is due to the noise affecting the chips

of PPs having more taps more gravely, than their counterpart having less taps. In

other words, the PPs relying on a low number of tap connections have a higher

probability of reaching MI = 1 for the SISO acquisition technique than those utilizing

a higher number of tap connections. It is revealed that the PPs having taps located
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Poly- Represent- SNR (dB) Location of the Number

-nomial -ation of at Pe second highest of Iterat-

order Polynomials 10−3 tap present in -ion

PP

5 g1(D) −5.6 2 11

5 g2(D) −5.8 3 10

5 gg1(D) −7.0 3 8

13 g5(D) −1.0 4 17

13 g10(D) 0.6 11 23

13 g11(D) 0.5 12 21

13 gg5(D) −5.0 12 14

13 gg6(D) −4.5 11 15

23 g8(D) −3.8 5 15

23 g9(D) −0.5 17 19

23 gg4(D) −5.5 17 12

Table 5.3: Comparisons of SNR values in dB versus the location of the second highest tap present
in PP as well as the number of iteration, where PPs of the orders 5, 13 and 23 are
evolved in producing m- and concatenated sequences

at higher indices yield a wider EXIT tunnel, indicating more rapid convergence for

concatenated sequence acquisition. The simulation results of Figs. 5.8 to 5.11 and

Table 5.3 also confirm the validity of the EXIT chart model proposed. Owing to these

appealing attributes, our iterative RSSE acquisition scheme is capable of performing

efficient initial synchronization of both long m- and concatenated sequences with

a low AT. Furthermore, the proposed scheme performs better than the family of

conventional serial and parallel search-based acquisition techniques. Accordingly,

its exploitation may shed light on more efficient receiver design for PN sequence

detection in 5G.
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Figure 5.18: EXIT chart for PPs of different orders for transmission over an AWGN channel, at
SNR = 0 dB.
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Figure 5.19: EXIT chart for the PPs of gg1, gg2, gg5 and gg8 for transmission over an AWGN
channel at SNR = 0 dB.
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Figure 5.20: EXIT chart for the PPs of order 13 for transmission over an AWGN channel at
SNR = 2 dB.



Chapter 6
Conclusions and Future Work

6.1 Conclusions

In this thesis we have developed Recursive Soft Sequential Estimation (RSSE) uti-

lizing a Soft In Soft Out algorithms for both m-sequence acquisition [1] and for

concatenated sequence acquisition [2]. We have introduced the new concept of EXIT

charts in the context of synchronization, which operates without interleavers. Then

the best primitive polynomials were found for iterative soft input and soft output m-

sequence acquisition based on their Erroneous Loading Probability (Pe) versus Signal

to Noise Ratio (SNR) in dB. We have shown that low-order PPs have a lower Pe at a

given SNR than their high-order counterparts and we have exploited the EXIT charts

for the convergence analysis of m-sequences used for synchronization. Adapting the

EXIT charts for operation without using interleavers was a challenge, because the

original EXIT charts rely on the employment of long, high-delay interleavers for en-

suring that the extrinsic information processed by them becomes uncorrelated and

obeys the Gaussian distribution. We demonstrate that the m-sequences generated

by the lower-order polynomials maximize the mutual information more promptly by

processing less received chips with the aid of our RSSE scheme than those, which

belong to a higher-order polynomial.

We also designed an iterative initial sequence acquisition technique, for concate-

nated sequences. This RSSE technique has a linearly increasing complexity with the

number of chips in the concatenated sequence. Receiving as few as R consecutive

chips of a (2R−1)-chip sequence is sufficient for the local concatenated-sequence gen-

erator of the receiver to synchronize. Hence, this initial synchronization technique

is eminently suitable for both long m-sequences and for concatenated sequences.

Another key result is the comparison of m- and concatenated sequences regarding

their Acquisition Time (AT). Again we have shown that low-order PPs achieve bet-

ter performances than higher-order polynomials for both the m-sequences and the

concatenated sequences. When considering PPs having higher number of taps, the

111
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Sequence 
Utilized (PAPR)

Length of
Sequence

31

31

33

Sequence m−

Concatenated 

Sequence 

Gold  
Sequence 

34.34 dB

2.89 dB

5.39 dB

Peak to Average Power Ratio

Table 6.1: Comparison between different sequence regarding PAPR values.

concatenated sequences is capable of achieving in excess of 3 dB SNR gains over

m-sequences.

In Chapter 2 we investigated the basic features of the sequences utilized in the

synchronization in cellular communication system. We commenced by discussing

each sequence and their characteristics. It was observed that Gold and concate-

nated sequences have better cross correlation properties than the m-sequences, but

by contrast, m-sequences have the better auto correlation properties therefore they

have been used in almost every generation of cellular systems for synchronization.

Table 6.1 illustrates the PAPR of each of the sequences considered. Explicitly high

signal peaks would drive the Power Amplifier (PA) into saturation, hence degrading

the BER due to the non-linear behavior of the PA.

Chapter 3 deals with the performance analysis of m-sequences in AWGN channels.

The best possible PPs were selected by exploiting the iterative SISO process, based

on their Pe versus SNR performance. In Table 6.2 the polynomials are grouped

together according to their behavior in terms of Pe versus the SNR expressed in dB.

Group A contains four polynomials namely [g1(D), g2(D)] and [g3(D), g4(D)] having

orders 5 and 6, respectively. Group B has seven polynomials namely [g6(D), g7(D)],

[g8(D)], [g10(D), g11(D)] and [g12(D), g13(D)] having PP orders of 15,23, 29 and

31, respectively. Similarly, in group C we have two polynomials [g5(D)] and [g9(D)]

belonging to order 13 and 23, respectively. In group D we have three polynomials

[g14(D), g15(D)] having the polynomial order 13, whereas [g16(D)] has a polynomial

order of 15. Two sets of simulation results are plotted in Figs. 6.1 and 6.2 to quantify

the performance of polynomials present in Table 6.2.

Observe from the simulation results of Fig. 6.1, that the PP g2(D) has a better

performance than g1(D), since its second feedback tap is connected to the third

position of the entire feedback tap arrangement (tap3), whereas in g1(D) the second

feedback tap is linked to the second position (tap2), thus the PP generated using a

low number of tap connections associated with a higher index has a higher likelihood

of providing the higher extrinsic information for the SISO acquisition scheme, than

that of utilizing a high number of tap connections. Similar trends can also be observed
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Groups Polynomials Representation of polynomials

A g1(D), g2(D) (2, 5), (3, 5)

g3(D), g4(D) (1, 6), (5, 6)

B g6(D), g7(D) (1, 15), (4, 15)

g8(D), (5, 23),

g10(D), g11(D), (2, 29), (27, 29)

g12(D), g13(D) (3, 31), (28, 31)

C g5(D), g9(D) (1, 3, 4, 13), (5, 11, 17, 23)

D g14(D) (2, 3, 5, 6, 7, 8, 9, 10, 11, 13)

g15(D) (1, 2, 3, 4, 5, 6, 8, 10, 12, 13)

g16(D) (2, 3, · · ·, 15)

Table 6.2: Primitive polynomials invoked for our RSSE scheme, where g16 has consecutive feedback
taps ranging from 2 to 15 and the 0 taps of all polynomials were removed for simplicity.

for g4(D), g3(D), g7(D), g6(D), g11(D), g10(D) and [g13(D), g12(D)], where g4(D),

g7(D) and g11(D) are all polynomials that have their second tap associated with a

higher index compared to their counterparts having the same polynomial order.

Observe in Fig. 6.2, that the SNR performance of the PPs degrades as the number

of consecutive feedback taps increases. Group C has g5(D) and g9(D), where g5(D)

performs better than g9(D), because it is a lower-order polynomial. More explicitly,

g16(D) has more consecutive feedback taps than the rest of the group, namely 2

to 15 taps, where each feedback-sample is noise contaminated, hence degrading the

achievable performance. Upon comparing the performances of PPs having an order

of 13, i.e. of g14(D) and g15(D) generated using 10 taps, respectively, it is found that

both PPs have two consecutive feedback taps. Hence, more vacant positions exist

at higher order feedback indices in g15(D) than in g14(D), therefore g15(D) performs

better. Hence, we infer that the detection capability of the receiver is reduced by

the presence of the consecutive feedback taps. The receiver has a better chance of

detecting the chips in the presence of noise in case of g15(D) as opposed to that of

g14(D), since the detection capability of the receiver is degraded proportionally to

the number of consecutive feedback taps. We conclude from our simulation results

obtained in Figs. 6.1 and 6.2, that the low-order PPs outperform the higher-order

PPs, because the detrimental influence of noise imposed on the chips of lower-order

PPs ultimately results in less grave error propagation than for their higher-order

counterparts.

In Chapter 4 we conceived a new EXIT chart tool, where the correlation of chips

inherent in the m-sequences is exploited. We confirm again that the m-sequences



114 6. Conclusions and Future Work

dB

B

Groups
Polynomial
Order

Erroneous 
Loading
Probability

SNR per Chip

A

C

D

Pe

EC/N0

5th

g1(D)
g2(D)

6th

g3(D)

g4(D)

10−4

-5.5

-6.0

-4.8

-5.2

15th

g6(D)
g7(D)

23rd

g8(D)

29th

g10(D)
g11(D)
31st

g12(D)
g13(D)

10−4

-3.8

-4.2

-3.6

-3.0
-3.3

-2.4
-2.8

13th

g5(D)

23rd

g9(D)
10−4

0.0

1.0

13th

g14(D)
g15(D)
15th

g16(D)

10−4 1.8
1.2

2.0

Table 6.3: Performance evaluated in terms of Erroneous Loading Probability Pe versus SNR ex-
pressed in dB.



6.1. Conclusions 115

-10 -8 -6 -4 -2 0
10-5

10-4

10-3

10-2

10-1

100

g
1

g
2

g
3

g
4

g
6

g
7

g
8

g
10

g
11

g
12

A

B

Figure 6.1: Performance comparison between primitive polynomials having three feedback taps,
where A and B represent groups of primitive polynomials showing similar performance.
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1526
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Table 6.4: Comparisons of Pe versus SNR values in dB as well as the number of iteration involved
to achieve desire goals.

relying on low-order generator polynomials achieve higher mutual information than

high-order polynomials using the same number of RSSE iterations. In Table. 6.4 we

compare the polynomials based on their Pe versus SNR and the number of iteration

required for the convergence. We observe from our simulation results presented

in Fig. 6.3 that the convergence behavior of low-order polynomials is better than

that of the high-order polynomials. When comparing PPs of different order, the PPs

utilizing a high number of tap connections have a lower likelihood of giving inaccurate

extrinsic information for the SISO acquisition technique, than those having less tap
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Figure 6.2: Performance comparison between primitive polynomials having a different number of
feedback taps, where A, C, and D represent the groups of primitive polynomials having
similar behavior.

connections, since at the last stage the average LLR still remains low, in spite of

having one or two high LLRs. Since, the extrinsic information is dominated by the

minimum of the LLR values of all the feedback branches, the generator polynomial

using a low number of feedback branches has a higher probability of providing the

higher extrinsic information for the SISO acquisition scheme, than that using a high

number of feedback branches. In a nutshell, PPs having a lower number of taps are

preferred, because the detrimental influence of noise imposed on their chips results in

less grave iteration-induced error propagation than for their counterparts with higher

number of taps.

Moreover, Fig. 6.4 demonstrates the reliability of the chips of an m-sequence,

for transmission over Nakagami fading channels. The decision reliability of SISO

detection is computed after each chip of a sequence has been received. The solid line

in Fig. 6.4 is related to the hard decision based acquisition, which is defined as the

absolute value of the channel output associated with the chips transmitted. Observe

from Fig. 6.4 the traditional hard decision based model, has a decision reliability

spanning from 0−10, which remains between 0−10 even if more chips are processed,

thus indicates that the polarity of each chip is decided separately. By contrast, in the

proposed RSSE acquisition model, the decision reliability increases as more chips are

processed by the SISO detector. Hence the RSSE acquisition scheme outperforms the
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Figure 6.5: Erroneous loading probability Pe, versus the SNR, performance for various numbers
of chips invoked into the proposed recursive SISO detector, when transmitting the
m-sequence generated by the g1(D), g2(D) and g3(D) polynomials over Nakagami
Fading channels when ml = 3.0.

traditional sequential estimation method of [102], since the latter operates without

evaluating the a priori information given by the previously received chips.

Furthermore, based on in Fig. 6.5 we conclude that invoking an AGC improves

the attainable performance as a benefit of its linear gain. Explicitly, the system

achieves better performance in less time. To elaborate a little further, the perfor-

mance depends on the number of taps, on the polynomial order as well as on the

linear gain obtained by an AGC. Hence, low order GPs having less taps are superior

to those having more taps. In Table 6.5, we compare all the schemes used in Chap-

ter 4. It is observed that when an AGC is utilized, g1(D) requires a maximum of

L = 10 iterations to approach unity, whereas g2(D) requires L = 12 iterations and

g3(D) necessitates L = 15 iterations. Bycontrast, if no AGC is employed, then g1(D)

requires a maximum of L = 21 iterations to approach unity, where as g2(D) requires

L = 22 iterations and g3(D) requires 26 iterations as tabulated in Table. 6.5.

In Chapter 5 the family of concatenated sequences was proposed, which were

derived from a pair of m-sequences. Again, we employed SISO detection to improve

the acquisition performance. We observed that the performance of concatenated
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-5.5 12

19

15

15
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8
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Table 6.5: Comparisons of SNR values in dB versus the Erroneous Loading Probability Pe as well
as the number of iteration.

sequences is superior to that of m-sequences, when comparing their Pe versus SNR

performance, regardless of the specfic number of iterations as indicated in Table 6.5.

We observed that the PPs relying on a low number of tap connections have a higher

probability of reaching MI = 1 for the SISO acquisition technique, than those utilizing

a higher number of tap connections. It is revealed in Table 6.5 and by the simulation

results presented in the Chapter 5 that the PPs of the same order containing similar

number of taps, a wider open EXIT tunnel and better but having higher tap-indices

exhibit.

6.2 Future Work

Apart from the aforementioned RSSE algorithms, which we designed in the context

of the acquisition of m- and concatenated sequences, similar arrangements could be

designed also for Gold and Golay sequences. However, the received signal energy is

typically distributed across hundreds or thousands of chips, hence the SNR per chip

is extremely low. Moreover, hard decisions are typically unreliable for the estimation

of R consecutive chips using a chip-by-chip-based approach [53, 92, 152]. Hence,

Kilgus devised a majority logic aided decoder for m-sequence acquisition [93]. As a

further evolution of this kind of technique, Ward and Yiu [123] proposed the concept



120 6. Conclusions and Future Work

of recursive sequential estimation assisted acquisition. The basic principle of these

two schemes was to adopt the hard decision approach relying on coherent detection.

However, adopting any hard decision based coherent approach becomes unrealistic,

since the SNR is usually very low prior to despreading [16, 59]. For this reason, we

advocate the recursive Soft Input Soft Output (SISO) detection principle, which has

its roots in the classic turbo channel decoding philosophy [54,92,141]. Therefore, we

have in our possession a variety of algorithms for code acquisition. Our future work

will be focused on the following issues:

(a) Design further improved iterative sequential estimation aided receivers. This

design method will target Gold, Golay and Zadoff Chu sequence detection for

transmission over AWGN/ Rayleigh/ Nakagami-m fading channels. The par-

ticular emphasis will be on Rayleigh and Ricean channels, which can also be

matched by the Nakagami channel model. Our aim is to conceive a receiver ex-

hibiting a good performance in diverse communication channels. Furthermore,

differential coherent schemes may also be designed for Gold, Golay and Zadoff

Chu sequences transmitted over Nakagami-m fading channels.

(b) Investigate the detection performance improvements for transmission over dis-

persive multipath channels, in the context of both diversity-aided receivers, and

of the classic majority voting method, as well as of maximum ratio combining,

equal-gain and selection combining.

(c) We can employ Machine learning to improve the predication of LLRs which are

computed by the SCDUs. Thus, will enhance the system performance.

(d) Finally we will conceive initial acquisition schemes for millimeter-Wave (mm-

Wave) systems relying on Multi In Multi Out (MIMO)-aided multicarrier transceivers.

mm-Wave does not propagate over long distance because of high path loss we

need to do beam forming aided directional transmission, which plays a signif-

icant role in mm-Wave. This leads to investigate initial synchronization and

conduct performance comparison between stand-a-lone and microwave overlaid

millimetre communication in-terms of mean synchronization time.

(e) We will focus on implementing new iterative sequential estimation receiver, tar-

geting m-sequence and Gold-sequence detection over mm-Wave channel having

high Signal to Interference Noise Ratio (SINR).

(f) We aim to implement Match Filtering (MF) schemes which have effective SINR.

By employing MF aided approach, we need to consider correct detection/ missed

detection and false detection probability for optimal synchronization. Based on

it, we will also investigate mean frame detection time analysis and its features

in more detail. Our further objective will be to derive formulas for these prob-

abilities and mean frame detection time.
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