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AN INVESTIGATION INTO AGEING-RESILIENT PROCESSOR DESIGN
by Haider Muhi Abbas

Microprocessors offer the ability for fast and reliable processing and are indispens-
able in many general and specific computing systems in different disciplines. In the
past decades, CMOS technology size has progressively decreased, which has resulted
in devices with smaller areas and lower power consumptions. However, side effects like
ageing become more critical at smaller technology sizes, and this bottleneck challenges
further improvements in CMOS technology. The main challenge of advanced technolo-
gies is at the physical level of the CMOS device, in which the device-level response
time degrades over time due to higher-level stress (e.g. workload from a software).
Advanced materials that cope with ageing effects could take years to be developed;
therefore, this thesis focuses on the stress that is propagated from software-level and

explores techniques to mitigate the ageing behaviour by reducing stress from its source.

The first part of the thesis targets single-core processors. We present a novel technique
to mitigate the bias temperature instability (BTI) ageing effects on microprocessors.
After intensive analysis of ageing and its sources from the program level to the device
level, we found that an application may stress the critical paths of a circuit in a way
that may have half of the nodes always negative BTI stressed, while the second half
are positive BTT stressed. To mitigate this behaviour, we propose an application-level

solution to reverse the stress and put the processor nodes into a relaxed mode.

In the second part of the thesis, we investigate how multi-core processors could be used
to mitigate BTI ageing effects by using the fact that idleness is adverse to a processor
core at high temperatures. We show that it is necessary to run an anti-ageing program
on the idle core in order to relax the stress or proactively avoid the stress generated
by a high-level application by analysing the workload and develop a learning model to
estimate the stress and its distribution on the multi-core processor. Subsequently, this
model is used in a frequency regulator to dynamically adjust the frequencies of the core
based on the estimated stress. Results show that by applying the proposed techniques,
the ageing stress could be reduced by a half.
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Chapter 1

Introduction

Due to need for faster digital devices, transistors have been scaled over the years. These
digital devices including microprocessors can now do more calculation in less time than
before due to improvement in transistor performance with the shrinking technology
sizes. However, scaling comes with reliability issues including ageing in which the
transistor switches slower by the passage of time of the device operation. Thus, this
transistor-level degradation could be seen as processor-level performance degradation
(e.g., for 45nm technology size, processor could degrade in range 2% to 15% depending
on the workload applied [4]). Transistor ageing is caused by wear-out mechanisms such
as Negative Bias Temperature Instability (NBTI), Hot Carrier Injection (HCI), and
Time-Dependent Dielectric Breakdown (TDDB). These phenomena result in perfor-
mance degradation and reliability problems in the smallest unit of the microprocessor
which is a complementary metal-oxide-semiconductor (CMOS) transistor. The first
discovery of threshold voltage instability was in the 1960s, when it was discovered that
both bias and temperature affect the threshold voltage of MOS transistors. Since then,
Bias Temperature Instability (BTI) has remained largely an unimportant reliability
concern [5]. However, with the introduction of nitrogen atoms into the gate oxide of
CMOS transistor, negative BTI has continued to attract attention from both academia
and industry [5, 6], and is now considered to be the most important ageing mechanism
in nano-scale technology devices [7], [8]. Nowadays, Companies that produce devices
(e.g. Smart phones, Tablets and Laptops) expecting ageing degradation in their de-
vices but they may ignore the issue for encouraging their customers to buy new devices.
However, with shrinking technology sizes, the ageing issue is progressive that makes
the amount of degradation unacceptable in the future by the end users. So, this thesis
trying to tackle the ageing issue as it is expected to have more attention in the near

future.

Many mitigation techniques for NBTI have been proposed at different abstraction levels
in recent years. At high levels of the abstraction hierarchy, a variety of protection

mechanisms has proposed that may increase reliability even further when moving to the

1



Chapter 1 Introduction 2

higher level of abstraction. These techniques depend on existing models, which predict
the impact of NBTT on overall system performance, assume a generic signal probability
of input signals of 50%. Such an assumption can cause misleading predictions about
how the circuit’s performance is going to degrade in time, and more importantly, which

parts of the system will be most affected.

1.1 Research Motivation

The hypothesis of this work is that ageing stress can be mitigated from the application-
level as it is being generated from source. However, the complexity of the processor
design levels makes it difficult to model the ageing at the system level. Usually, ageing
degradation needs to take into account different contributions at the lower levels of
abstraction of time-dependent variations (e.g., signal probability, switching activity,
temperature and supply voltage). There are many different approaches to control
these ageing contributions using high-level mitigation techniques. Singh et al. [9] and
Huard et al. [10] propose the Dynamic Wear-out/NBTI Management (DNM) technique,
which reduces the power consumption by running the circuit with the least possible
supply voltage and changes the supply voltage periodically based on readings from
ageing sensors. However, the main challenge of this approach is that the accuracy of
the sensors and the area overheads may exceed design constraints. In Tenentes et al.
[11], techniques proposed to utilise existing power-gating circuitry to sense BTI-induced
degradation to reduce the area overhead. However, since these sensors may be under

stress as well, their readings could become less accurate over time.

Another approach to control ageing is to reduce the stress rather than predicting and
adapting to it accordingly. Controlling the temperature and the switching activity of
the processor (e.g., the thermal stress of the BTI effect) could be achieved by using
established techniques used in reducing dynamic power consumption. In addition, the
signal probabilities or the duty cycles (e.g., the electrical stress of the BTI effect) have
been studied extensively in the literature. For example, signal probabilities can be
controlled from the primary inputs of the circuit (Input Vector Control) or during the
synthesis process by hiding nodes with high signal probability of being zero or changing
the pin order of the gates on the critical paths [12, 13, 14].

Another method was proposed in Kiamehr et al. [15], where the rising and falling gate
delays were balanced based on an extended standard cell library considering the signal
probabilities of the nets during the gate mapping process. The signal probability of
zero SP(0) is the percentage of having 0’s on an input logic gate that may represented
as a electrical stress on the PMOS transistor with negative bias voltage. However, the
signal probability of any path in the circuit cannot be controlled, as there are always

nodes that will be stressed if we try to relax other nodes due to the nature of CMOS
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circuit that have complementary switching behaviour. Karimi et al. [16] claim that the
core of the processor can be put into a stressed state by executing programs to age the
circuit; however, they did not consider the hidden nodes inside compound logic gates,

which makes the analysis inaccurate.

Thus, a cross-layers analysis is required considering the stress from real workload
mapped from the software-level to the transistor-level of the processor. Based on the
analyses, mitigation techniques need to be proposed taking into consideration that the
proposed techniques not required any intrusive and technology-dependency at the de-
sign stage of the processor. So, instead of reacting to the ageing behaviour, proactive

techniques are required by reducing the BTT ageing stress.

1.2 Aim and Objectives

The aim of this work is to put the microprocessor into a low-stress ageing state. Thus,

four objectives have been defined to accomplish this goal:

e Develop a tool that helps to propagate the high-level stress generated by an
application to the low-level stress represented by signal probabilities at the gate-
level of the microprocessor. Through this approach, the source of BTI stress on

the physical-level is identified from the workload at the application-level.

e Identify the signal probability of the combinational logic circuits of the micropro-
cessor and investigate the most vulnerable parts and the most critical stress state
imposed on these units. Subsequently, we will propose a high-level technique for

reducing ageing stress.

e The ageing stress of the memory units need to be identified and analysed to
measure the relaxing and stress state in these units with respect to high-level
workloads. We will then propose a technique for reversing stress state toward

relax state.

e After having clear understanding about the stresses on the main components of
the processor (combinational circuits and the memories), we will design a learning
model to estimate the ageing stress and mitigate it before it is applied on the

multi-core processor in which no core is put under static ageing stress.

1.3 Thesis Overview and Contributions

The structure of the remainder of the thesis is as follows:
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Chapter 2 presents a background review about general digital system issues and tran-
sistor ageing factors in the first section of chapter and then NBTI modelling at the
transistor and gate level is presented in the second section of chapter. After that,

NBTTI mitigation techniques are presented in the third section of the chapter.

Chapter 3 provides an analysis of signal probability for identifying NBTI critical paths
and including the signal probability in the technology library.

Chapter 4 proposes a novel mitigation technique using an anti-ageing program to reverse
the stress on the critical paths of the combinational logic circuit of the processor to
alleviate both NBTI and PBTT effects.

Chapter 5 presents an ageing analysis and mitigation for the memory units of the pro-
cessor, such as flip-flops and SRAMs. We also propose a software solution to mitigate

the ageing on the register file of the processors.

Chapter 6 describes the possibility of reliability improvement to mitigate the ageing
stress within multi-core processors and proposes a proactive technique for mitigating

the stress by controlling the temperature and idleness of the processor core.
Chapter 7 concludes the thesis and present a number of areas for further research.

Parts of this thesis have been published as journal and conference papers. The list of

publications are as follows:

e Abbas, Haider Muhi, Basel Halak, and Mark Zwolinski. ”BTI mitigation by
anti-ageing software patterns.” Microelectronics Reliability 79 (2017): 79-90.

e Abbas, Haider, Mark Zwolinski, and Basel Halak. ”Static Aging Analysis Using
3-Dimensional Delay Library.” ERMAVSS@ DATE. 2016.

e Abbas, Haider Muhi, Mark Zwolinski, and Basel Halak. ” An application-specific
NBTI ageing analysis method.” CMOS Variability (VARI), 2015 International
Workshop on. IEEE, 2015.



Chapter 2

Background and Related Works

In this chapter, a background on the reliability issues including CMOS ageing of digital
systems will be presented. We will also provide a mathematical model for the ageing
of CMOS devices. Finally, we will review existing ageing mitigation techniques and

identify the research gaps in the literature.

2.1 Digital Systems Issues

Digital systems refer to any software or hardware-based computing devices. The mini-
mum requirement that enables us to solve a digital problem is the hardware circuit that
is mostly designed with complementary metal oxide semiconductor (CMOS) technol-
ogy. The basic element of CMOS circuit is the transistor that defines the performance
of the general digital system at the higher level of abstraction (e.g., the system level).
New technologies try to shrink the sizes of these transistors in order to improve the
performance; however, as we shall come to see, there are bottlenecks limiting this trend.
The scaling process of device geometries produces several issues including increase in
temperature, power consumption and limiting reliability objectives. To optimise one is-
sue (e.g., reliability) it is important to define the other design requirements (e.g., area-,
performance- and power-cost) as they are correlated to each other [17]. In this section,

the general definitions of the most important issues in CMOS devices are highlighted.

The increasing popularity of mobile devices such as cellular phones and tablets forces
system designers into a low power domain. Thus, extending the operational times of
these portable systems is limited by the capacity of the batteries and is a vital research
area in digital systems. In addition, increasing power consumption correlated with
increasing the temperature of the digital devices because increasing the power con-
sumption would increase the temperature due to dynamic switching of the transistors

[18], also, increasing the temperature of the devices would need to have a cooling part
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that would consume more power. So saving energy is one of the main targets of de-
signing these systems. There are many optimisation techniques available for optimising
power consumption at different levels of abstraction during the design flow from low
level (e.g., transistor sizing [19]) to high level of abstraction (e.g., dynamic voltage and

frequency scaling [20]).

Another important issue is the reliability of the digital systems because the conse-
quences of unreliable digital systems design could be severe. For example, in 2013
EETimes reported that, perhaps a single fault in a memory bit caused a car accident
which led to the death of a person [21]. Reliability techniques can be applied at dif-
ferent abstraction levels. Each level of granularity has its own techniques for boosting
reliability. At lower levels, reliability can be provided by using technology innovations
or by putting in margins (over-design). Moving up the abstraction hierarchy, other
techniques, such as incorporating redundancies are available. The variety of protection
mechanisms increases even further when moving to the software level [22]. In general,
the number of faults per device increases with every new technology [23]. Nowadays,

there are three main issues affecting the reliability of CMOS devices.

The first issue is the variability or non-idealities in process, supply voltage and tem-
perature (PVT). Variations have always been an issue in integrated circuit (IC) design
and have a direct impact on performance. PVT variations affect a transistor delay and
consequently, the timing of the logic circuit [24]. Secondly, single-event effects (SEEs),
also called transient faults or soft errors can cause errors in computation as single-event
transients (SETSs) and can corrupt data as single-event upsets (SEUs); however, they
do not fundamentally damage the system and not considered as a lifetime reliability
concern [25]. The source of these errors is from either electrical noise or external ra-
diation, rather than manufacturing associated defects. In safety critical domains, such
as automotive, aeronautics, and industrial automation, when a single bit is flipped as
a result of a transient error, the impact can be severe. Therefore, in the design phase
it is important to improve the resilience of a circuit to all possible transient errors [26].
Thirdly, ageing or time-dependent variations in CMOS devices represent a challenge
to the design of 1Cs, along with power consumption, performance and other reliability
issues (e.g., process variations, single event upsets (SEU) and Electromigration) [27].
Ageing-degradation can manifest itself as soft errors that become hard errors, bringing
the system to a state where timing constraints are violated, and ultimately, the system
fails to function properly. The mechanisms at the device level responsible for age-
ing degradation include: positive/negative bias temperature instability (PBTI/NBTI),
hot carrier injection (HCI) and time-dependent dielectric breakdown (TDDB). These
mechanisms manifest themselves as changes in the device threshold voltage, carrier mo-
bility, and the insulating properties of gate dielectrics [28]. These phenomena result in

a timing delay activated under temperature, stress and voltage fluctuations. However,
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transistor ageing is mostly caused by BTI, and is one of the main unreliability causes

at nano-scale technology devices [7, §].

2.2 Microprocessor Performance Degradation Factors

A transistor that is ageing gradually causes delay degradation in the logic gates due
to an increase in the threshold voltage of the transistors. The threshold voltage shift
leads to a decrease in the on-state-drain current. Ultimately, the circuit starts to exceed
the timing limits and fails due to timing violations. Generally, transistors age due to
NBTI, PBTI and HCI. NBTI affects PMOS transistors, while PBTI affects NMOS
transistors. NBTI and PBTI phenomena cause the threshold voltage of the transistor
to increase over time making less current to be passed between the source and drain
of the transistor. HCI occurs when there is a transition in the gate-source of the
transistor and results in a threshold voltage increase. Ageing factors and their models

are described in more detail in the following subsections.

2.2.1 Hot Carrier Injection (HCI)

Interface traps are generated at the silicon/gate-oxide interface near the drain when
there is a switching in the gate of the NMOS device that can eventually degrade device
parameters [29]. Usually, hot carrier injection (HCI) happens in an NMOS device dur-
ing gate input switching from low to high. HCI is highly switching-activity dependent
unlike NBTI which is signal-probability dependent. Furthermore, the recovery in HCI
is considered negligible, which makes HCI worse under dynamic stress. When the cir-
cuit is in the active state, a adaptive method is used by regulating the voltage and/or
the frequency of the circuit based on measurement taken from sensors to measure the
impact of HCI by measuring the drain current shift [30]. Finally, HCI has become
less prominent than BTI with the reduction of supply voltages, but remains a serious

concern due to the increase in device densities in deep sub-micron nodes [31].

2.2.2 Time-Dependent Dielectric Breakdown (TDDB)

Time-dependent dielectric breakdown (TDDB) is a physical process of SiOz-based di-
electrics breaking down with time, which happens when a constant electric field is
applied to the dielectric. Thus, breakdown means that the dielectric transforms from
an insulating state to a state that is more conductive. It was thought that the TDDB
effect is a hard breakdown only as it breaks down the device and makes the oxide
layer fully conducting, which leads to a catastrophic failure of the circuit [32, 33]. Fur-

thermore, soft breakdown has emerged as another mode of TDDB. In this mode, the
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insulating properties of the SiOs layer degrade aggressively, but the device remains
functional [32]. However, TDDB is still an open topic in semiconductor physics and its

effect on digital devices is still not completely understood.

2.2.3 Bias Temperature Instability (BTI)

BTTI is generated due to thermal and electrical stress leading to a change in the physical
characteristics of the transistor by generation interface traps at the channel and dielec-
tric. BTT in PMOS transistors is referred to as negative BTI (NBTI), since the gates of
PMOS are negatively biased with respect to the source (i.e., Vs = —Vyq). Meanwhile,
BTI for NMOS transistors is referred to as positive BTI (PBTI), since the gates of
PMOS are positively biased with respect to the source (i.e., Vgs = Vyq). Both NBTI
and PBTT have the same consequences (i.e., they both increase the threshold voltages
and decrease the driving currents); however, both have different physical causes. It
is generally accepted that NBTI degradation in SiOs and High-x dielectric process
are due to dielectric interface traps. Besides, PBTI was negligible before introducing
High-x MOSFETS technology. In High-x technology, PBTI degradation is a result of
build-up of negative charges in the High-x layer. Although High-x technology is af-
fected by both NBTT and PBTI degradations, NBTT is much more dominant according
to results from replacement metal gate (RMG) technology [34, 35].

In this work, we are primarily concerned with the mitigation of Bias Temperature
Instability (BTI). BTT has two different phases:

e Stress: Interface traps are generated at the interface of the substrate and gate
oxide layers due to electrical stress (i.e., negative bias for PMOS and positive bias
for NMOS) that leads to breaking of some of the Si-H or Si-O bonds as shown
in Figure 2.1(a). Consequently, the threshold voltage of the transistor increases

over time.

e Relaxation/Recovery: some of the generated traps are removed from the interface
as shown in Figure 2.1(b). However, the relaxation phase cannot completely
compensate for the effect of the stress phase and therefore the overall effect of
BTI is degradation in the threshold voltage of each transistor. The amount
of degradation depends on the ratio between the stress period and the total

operating period (i.e., the duty cycle or the signal probability at the gate level).
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Figure 2.1: Illustration of (a) Stress Phase: Si-H bonds breaking, H and Hy
diffusions towards poly gate (b) Relaxation Phase: H and Hs diffusions towards
the Silicon/Gate-Oxide interface [29].

The characteristics of NBTTI effects are highlighted as follows:

e NBTI is one of the most critical issues in nano-scale CMOS devices that affects
system reliability. Presently, NBTI is gaining more attention for technologies
beyond 45nm [36, 37].

e NBTI stress is increasing with increasing the electrical stress on the PMOS tran-
sistors of the logic gates [38, 39, 40].

e NBTI stress increases at high temperatures [38, 41, 42].

e NBTI recovers partially if the stress conditions are removed. In [43], for 0.13 pym
technology size, the thickness of the gate oxide was approximately 22 Angstroms,
gate length 0.13 pm, the temperature was 105°C), it was found that up to 40% of

the degradation is recovered after removing the stress.

e NBTI degradation could be AC (dynamic, alternating between stress and recovery

times) or DC (static, continuous stress) [44].

e NBTI recovers rapidly after removing the stress and this recovery slows by time
until it saturates making any measurement of the delay degradation inaccurate
[45, 46].

e The physics behind NBTI is still a controversial topic but the results from both
reaction-diffusion (RD) and defect-centric models that will be described in the

next section match the experimental results of the degradation [38, 44].

e NBTI ageing could jeopardise the reputation of the company but at the same
time, it could be an intended process. After manufacturing, the application could

be used to stress the device (malicious ageing) either from the user, to retain
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warranty of a used device and ask for replacement, or from the manufacturing

company to encourage buying new released devices [16].

2.2.3.1 Transistor NBTI Degradation Model

This section presents the mathematical model of the NBTI effect and shows how to
model the degradation of the low-level device parameters into transistor level. At de-
vice level, many models have been proposed as predictive models to simulate the real
degradation in transistor performance. Until now, there is no theory or model uni-
versally accepted; therefore, all information is based on accepted experimental results.
Reaction-diffusion (RD) is one of the most prevalent NBTI models in the literature
[13, 29, 46, 47, 48]. Another NBTI model is the defect-centric model presented in
[49], which differs from the RD model, as the defect-centric model tries to model the
discrete behaviour of individual traps, while the RD model tries to describe the contin-
uous behaviour of the trap as a mass rather than discrete particles. Both models have

successfully explained NBTT experimental results [39].

Many developments have been proposed to increase the accuracy of these models. The
short term and long term models for the RD model have been presented in detail in
[13]. In general, NBTI causes time-dependent degradations that leads to deviations
from the time-zero state of the physical parameters. These parameters include drain
currents (linear and saturation) and threshold voltage [46, 50]. We reproduced the
results from RD model to understand the relevant parameters of stress of the NBTI
effect.

2.2.3.2 Short Term Cycle to Cycle Model of Degraded V;;,

The amount of threshold voltage (V) degradation per cycle could be predicted using
the RD-model presented in [48] that considers whether the stress is static (no recovery)
or dynamic (recovery period heals some of the degradation). The following model is
for the cycle-to-cycle V;, degradation for both the static and the dynamic operation

modes.

e Static operation mode: here it assumed that the device is under full stress during

the simulated period.

2n
AVip = A((1+ )t +/C(t— t0) ) o)
4 (q:;) \/KSC“(VQS — Vin)(exp EE‘; )? (2.2)
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e Dynamic operation mode: here it assumed that there is a recovery period during

the operation mode

Stress : AVy, = (Ky(t — t0)?% + % AVtho)zn (2.3)

B 2§1tow + gQC(t - tO)

Recovery : AV, = Vipo(1
y th thO( 2to$ + \/@

(2.4)

where n is the time exponent, n = 1/6 for For Hy diffusion based models, n = 1/4 for
H based models (e.g., n is equal to 1/6 for the 90nm technology). ¢ is the electron
charge, Vs is the transistor gate voltage, t,, is the oxide thickness, C,; is the oxide
capacitance per unit area, (t — to) is the stress or recovery duration starts at time ¢
and ends at time ¢, T" is the temperature. The electric field Fop = (Vgs — Vi) /tow. Ko
is a function of the electrical field, temperature and carrier concentration (C). k is the
Boltzmann constant. The rest of the parameters are fitting parameters, for example

for 90nm technology node, the parameters are given in Table 2.1.

K’v <(1;70;)3K200:v(vqu - Wh)\/aerp(Qggz)
C T, ' exp(—£2)
E, | 049 | Ey 0.335
5 |05 | K 8 x 107
& | 09 | & 0.5
To 108

Table 2.1: RD Model Parameters for 90nm Technology Node [48]
This cycle-by-cycle model is complicated and slow for long stress time simulation. In

the next section, we will present a model that can express V;;, degradation values for

long term degradations with maximum estimation error of less than 0.1% [48].

2.2.3.3 Long Term Model of Degraded V;;
In order to avoid using cycle-to-cycle model for degraded threshold voltages in the

entire life time of large circuits, long term NBTI prediction model was presented in

[48]. This model can correctly estimate Vy, for a given time ¢ (see Figure 2.2).

2n
AVy, = <\/K5 T (al)> (2.5)
1 _ t2'n

~ 2Gter + VO — a)Tuy
2tor + VO

By =1
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Where « is the duty cycle and Ty is the clock period and the remaining parameters
are the same as these shown in Table 2.1. In general, the long-term model is a function
duty cycle, temperature, frequency and the technology parameters including the supply
voltage and the threshold voltage. However, the AV;y, is decreasing with increasing
the frequencies and saturate at high frequencies making the degradation frequency-
independent [48]. So, the BTI stress are mainly from the duty cycle and temperature
that implicitly propagated from the activity at the higher level of abstraction.
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Figure 2.2: V};, degradation in dynamic and static operation modes

2.2.3.4 RD Model for 90nm Technology Node

In this section, we have simulated the RD model and simulation results will be shown
using MATLAB simulation for the cycle-to-cycle and long-term RD models. The fol-
lowing parameters are used as defaults [48]: initial Vi, = 0.276V, Vs = 1.2V, T =
350K and t,, = 2.15nm.

Figure 2.3 shows how duty cycles have a big impact on Vi, degradation. The impact

of the duty cycle, 1 — a, on the threshold voltage is summarised as follows:

e For a = 0.1, V}, increases by 130mV increases 47% from the initial V;p
e For a = 0.5, V}, increases by 180mV (65%)

e For a = 0.9, V}, increases by 210mV (76%)
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Figure 2.3: V};, degradation verses different duty cycles

Figure 2.4 shows how V};, generally decreases with increasing frequency. Furthermore,
[48, 51] prove that Vy, saturates with high frequency operation. It needs to be clarified
that nodes with very high stress conditions (a«=1) will induce a static V};, degradation

and will be frequency-independent.

Figure 2.5 shows V};, increasing with increasing temperature, which is a function of
power density that changes when a device switches between active and standby modes.

For commercial devices, the temperature range is from 0°C' to 85°C.

Figure 2.6 shows V};, increasing with increasing supply voltage. Therefore, increasing

Vaq as a solution for ageing effects could hasten V;;, degradation.
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Figure 2.4: V;j, degradation verses different frequencies
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Figure 2.5: V;, degradation verses different temperatures
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Figure 2.6: V}j, degradation verses different supply voltages



Chapter 2 Background and Related Works 16

2.2.3.5 Gate and Path Levels Delay Model

The gate delay shift can be calculated from NBTI-induced V;;, degradation [52, 53, 54].

The first order of delay shift can be computed as follows:

(2.7)

where V}pg is the threshold voltage at any time instance, ¢, and 7g is the corresponding
gate delay. ¢ is a constant, whose value ranges from 1 to 2. According to (2.8), a gate-
level delay model for a specific gate depends on the transistor construction as shown

in the following equation:

ATpq, for NAND gates

AT = (2.8)

3 ATy, for NOR gates
i=1

The delay shift of the gate is determined by the sum of delay shifts of the PMOS
series transistors in the gate A7. For example, for the NOR gate, the PMOS transistor
are in series and the total degradation are represented by the sum of the individual
propagation delay of the PMOS transistors (A7,q;). Where n is the total number of
the pull-up transistors. Therefore, the delay shift of a critical path (the longest path in
a combinational logic circuit from either the primary input of the circuit or the output
of the sequential circuit to either the primary output or the input of the sequential
circuit) or potential critical paths is the sum of delay shifts of the pull-up transistors.

AT, can be derived as:

l
ATy = Z AT1;, where | = critical path depth (2.9)
i=1

Therefore, considering the delay of the series transistors is important for the accurate
computation of the path delay degradations. In [55], the gate and path degradations
have been modelled by considering the gate and its structure to avoid ignoring the
stacking effect (when the gate structure has a series of transistors on the pull-up, e.g.
NOR gate, the transistors may be stressed unevenly overestimating the degradation).
In [55], estimating the degradation on NOR gate with consideration of stacking effect is
found that having overestimation degradation rate up to 130% than the traditional gate
delay degradation. So, ignoring the stacking effect could provide degradation results

more pessimistic.
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2.2.3.6 System-Level BTI Degradation Model

The complexity of a digital system makes it very hard or impossible to model the
BTTI degradation at the device-level without assumptions. In [56], the degradation was
analysed for the whole microprocessor system based on standard software benchmarks
(e.g., office work, gaming and general use). Thus, in [56], the degradation of the whole
system have not considered, instead they only analysed the timing critical components
and predicted the lifetime of these components of the logic unit combined with the
lifetime of the memory units. Reliability calculated based on workload stress collected
from running programs. Thus, this is not a model that can be used to predict the
lifetime of the system, rather, it is an analysis for propagating the delay from the

device level to the system level.

Cha et al. [57] estimate the NBTI parameters at the system level that model the
threshold drift at the physical level using a specific usage of the system (e.g., add, divide
or subtract). However, the microprocessor system is based on the collective operations
of these components rather than their individual operations. So, these analyses only
help to understand the key high-level parameters that affect lower level stress. For this
reason, the aim of this thesis is to estimate these stresses and reduce them instead of
modelling the ageing itself to predict the actual lifetime. This estimate will then be
used to analyse the degradation and study its behaviour, which will help us to propose

a mitigation technique and evaluate it.

2.2.4 Signal Probability

Duty cycle is the ratio of the system or signal being active (ON or ‘1’) to the total
period (ON plus OFF) [58]. Meanwhile, the probability of a signal being zero, SP(0),
or the signal probability, reflects the fraction of time spent in the stress state (OFF or
‘0’, from NBTI perspective). The duty cycle can be defined as [59]:

SP(1) = Pw x 100%,
T
where SP(1) is the duty cycle in percentage, PW is the pulse width and T is the total
period of the cycle (See the Figure 2.7). The signal probability of the signal being zero
(SP(0)) can be defined as:

SP(0)=1— SP(1)

We simulated the effect of the duty cycle on the threshold voltage using a commercial
reliability model, namely the HSPICE MOSRA Built-in Model Level 3 [60]. MOSRA
can evaluate both NBTI and PBTTI for a circuit at the SPICE level and obtain gate

or path degradation, rather than just threshold voltage degradation or leakage current
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Figure 2.7: Example of the stress condition on inverter logic gate which if the
input signal (IN) is ‘17, the pull-up transistor (PMOS) would be stressed with
NBTI but if the input signal (IN) is ‘0’, the pull-down transistor (NMOS)
would be stressed with PBTI. These stresses period is defined by the pules
width (PW) and the period (T).

increase at the transistor level, as given by the basic Reaction-Diffusion (RD) model
[48]. Decreasing the duty cycle can impact positively on the Vy;, degradation of PMOS
devices and negatively on the V;; degradation of NMOS devices. MOSRA simulations
use degraded device parameters in HSPICE to calculate gate or path delay degradation

in timing simulations [61].

Simulation parameters have been tuned to match the degradation given by statistical
data, [62, 63]. We applied different SP(0) values to a circuit consisting of two inverters in
series to calculate the maximum path delay after 10 years for two different technologies
(90nm from Synopsys and 65nm from TSMC). We activate only the NBTI effects
because PBTI should barely exist at these technology nodes and if modelled with
smaller technologies would exaggerate the ageing effect. As can be seen from Figs. 2.8
and 2.9, the signal probability has an impact on path delay degradation and, thus, on
the lifetime. While one node is highly stressed, it will tend to have more static NBTI
and by balancing the signal probabilities, the static stress will be reduced as well. As
the delay degradation is less at the end of the device lifetime than at the beginning,
decreasing the path delay by a small amount could enhance the lifetime of a device by
several years. Figure 2.10 shows the lifetime of the two inverter chain with a target
maximum delay of 0.237ns for the 90nm technology from Synopsys and 0.149ns for the
65nm technology from TSMC.
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2.3 Related Works

In this section, the literature of the mitigation techniques used for ageing is presented.
A feasible solution to reliability problems, including ageing is to eliminate or even to
reduce the design uncertainties that exist in current design technologies. However, in
practice, there is more than one contributor to these uncertainties, including EDA tool
limitations and complex environmental stress conditions [64]. Another solution is to
design conservatively by using the worst-case scenarios at the design stage. However,
circuits do not always run at the worst-case condition and such an over-designed ap-
proach is extremely costly in terms of power and area. The following subsections will
investigate the available mitigation techniques based on the level of abstraction design

they introduced.

2.3.1 Low-Level NBTI Mitigation Techniques

Different design-time techniques have been proposed to reduce NBTI degradation.
Abadeer and Ellis [65], Zhang and Dick [66], Parihar et al. [67] explore the supply
voltage and frequency scaling over time to reduce guard-bands and increase the life-
time of the circuit. Also, Wu and Marculescu [68], Butzen et al. [69] explore the signal
probability by reordering the gate pins and restructuring the gates. In Butzen et al.
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[69], the authors proposed a transistor network restructuring method to mitigate the
NBTI degradation. An example of a different way to structure the CMOS transistors
inside the gate is AND-OR-INV gate (AOI21). For instance, Figure 2.11 shows two
logically-equivalent AOI21 gates with different structures for the pull-up transistors.
In [69], it shows that these different structures have different behaviours in area and

power consumption, and they have different NBTI degradation levels.

VDD VDD

-4 = 4

ouT ouT

GND GND

(a) (b)
Figure 2.11: Two logically-equivalent AOI21 CMOS gates

At gate level, NBTI manifests itself as a time-dependent gate delay and finally leads
to timing violations. Adding some margins to the critical path (the longest path from
either the primary input or the sequential circuit output to either the primary output or
the sequential circuit input, see Figure 2.12) is not a solution because the critical path
at time zero may not still be the critical path after some years due to ageing [70], as
we will show later in the thesis. Potential critical paths (PCPs) or NBTI critical paths
take into account the effect of NBTI in the static path analysis. In [71], critical gates
(gates within PCPs) are identified and optimisation methodologies (i.e. gate resizing

or reducing temperature of this part of the circuit) are proposed for these critical gates.
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Figure 2.12: Critical path example in the combinational logic circuit
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Gate sizing was presented in [72, 73, 74| for computing the optimal gate size taking
into consideration the effect of NBTI stress conditions. Figure 2.13 illustrates the main
idea of the gate-sizing technique. Initial over-design is used by sizing the gates to
reduce the delay of the critical paths and relax the margin of the setup time. The
dotted curve shown in Figure 2.13 represents the original design that fails to guarantee
the functionality at the pre-defined lifetime (Trrg) because the setup time margin
reduction over time due to NBTI degradation finally sets below the worst case setup
time constraint (Doonsr). The authors in [72] showed that by gate sizing, the lifetime
of the ISCAS benchmark circuits could be guaranteed for three years with 8.7% average
area overheads. In the same way, transistor sizing for the flip flops has been proposed
in [75] and for the SRAM cell in [76] by up-sizing the transistors of these units.

Original
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Figure 2.13: Lifetime extension with gate-sizing design [72]

In [15], it was shown that the area overheads of gate-sizing could be reduced by about
43% compared to the technique proposed in [72] by using different sizing rates for the
NMOS and PMOS transistors of the logic gates. By this approach, the rising delays
are targeted, which are mainly affected by NBTI rather than resizing both PMOS
and NMOS transistors in the same rate. Furthermore, in [77], gate sizing has been
utilised to mitigate NBTI effects on a group of representative critical paths (paths that
contain the gates most vulnerable to ageing). Also, in [15], a technology cell library
was extended for ageing mitigation. The aim of this work was to balance the rising
and falling delays at the predefined lifetime rather than at time-zero of the operation

using gate sizing for different signal probability distributions.
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NBTI has a dependence on dynamic operation, such as supply voltage, spatial or tem-
poral temperature and signal probability, and these parameters vary dynamically from
one gate to another. Another solution, proposed in [12], uses signal probability to
restructure the logic gates and arrival times of the input signal to reorder the pins.
However, signal probabilities are assumed to be 50% for input signals and for larger

systems, signal probability is dynamic and is based on the application.

Ashraf et al. [78] proposed a spatial hardware redundancy to the critical paths in
which they adaptively alternate the selection between two identical paths. During the
activation of one path, the concurrent path is power gated for lowering power and
ageing stress. The main issue of this proposal is that the additional circuits would also
be influenced by the ageing stress. Also, these additional circuits would increase the
fan-out of some gates making the initial critical path delay larger than the one without

the hardware redundancy.

So, most of the low-level techniques for NBTI mitigations have the advantage to prove
their efficiency as modelling the ageing at this level is less complex than that at higher
level of design abstractions. However, these low-level techniques have the following

shortcomings:

1. They have many assumptions on the real workloads coming from the higher level

of abstractions making the solutions not accurate.

2. They have strong dependence on the technology used making them hard to inte-

grate into commercial tools.

3. They introduce additional circuitry for mitigating the NBTI ageing effects; how-
ever, these circuits could be under stress themselves making the system more

vulnerable to ageing stress.

2.3.2 Component-Level NBTI Mitigation Techniques

Component-level mitigation techniques target a specific unit of the system (e.g. multi-
plier). For example, Lin et al. [79] proposed a novel design of a multiplier by considering
the ageing effect. Variable latency designs have been used to reduce the wasted time
in non-worst case possible delay. Figure 2.14 shows path delays for the basic design of
the array multiplier (AM), and power optimised designs (column-bypassing and row-
bypassing). More than 90% of the input patterns have a path delay less than half of
the maximum delay of the multiplier. Thus, the variable latency design has been used
to improve the circuit performance by implementing shorter paths within one cycle
and longer paths within two cycles. To understand the principle of variable latency
design, 8-bit ripple carry adder is used to demonstrate the principle of variable latency

design (see Figure 2.15). The maximum propagation delay of the circuit is eight clock



Chapter 2 Background and Related Works 24

cycles, but normally, not all input patterns need eight clock cycles. Therefore, a hold
circuit is added to indicate whether the addition needs four or eight clock cycles. If
Ay = B4 or A5 = Bj then the hold signal needs to halt the clock for the next four
cycles. Figure 2.16 shows the multiplier version of the variable latency design with
adaptive hold logic (AHL) and Razor flip-flops [80]. A Razor flip-flop is used to detect
timing violation and send an error signal to the AHL, which will indicate whether the
error is due to delay degradation from ageing or it just needs two cycles due to its
input pattern. The main limitation of this work is that it considers only the delay
degradation of one-cycle patterns. However, two-cycle patterns are less frequent but
might be more stressed due to NBTL
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Figure 2.14: Path delay of different multipliers for different operands [79].
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2.3.3 System-Level NBTI Mitigation Techniques

Another high-level prediction technique is using ageing sensors. The authors of [9, 10]
propose the dynamic wear-out/NBTI management (DNM) based on sensors with the
aim of reducing design margins. This approach reduces the power consumption by
running the circuit with the least possible supply voltage rather than the worst possible
case (see Figure 2.17), and change the supply voltage periodically based on reading from
ageing sensors. However, the main challenge of this approach is the accuracy of the

sensors and the area overheads, which may possibly exceed design constraints.
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Figure 2.17: Source of design margins [10].

Some of the works in the literature propose mitigation techniques targetted at spe-
cific technologies and sizes. For example, in [81], the authors design their sensors by
utilising the fact that the relationship between the gate and subthreshold leakages are
proportional at 45 nm. Figure 2.18 illustrates the degradation prediction, where D(tg)
is the degradation reading at time t3. An ageing model is used to predict the degrada-
tion at the lifetime (Dpreq(Trr)). If the predicted degradation is less than the timing
constraints, a higher temperature limit is allowed or the supply voltage is increased.
Otherwise, the supply voltage is lowered. A challenge of this approach is that the sensor
design needs to have low power consumption and small area overheads. Furthermore,
there is the need to have an accurate ageing model that can predict without pessimistic

or optimistic decisions.
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Figure 2.18: Dynamic NBTI Management (DNM) sensor based. D(tp) is the
degradation reading at time tp. Using the ageing model (g) to predict the
degradation at the lifetime (Dpyeq(Trr)). [81].

2.4 Concluding Remarks

In general, there are three possible approaches of ageing mitigation techniques, namely,
proactive, reactive or ageing-aware (protective). The proactive approach works as an
estimator for ageing behaviour and is always based on a model that describes how ageing
effects (e.g., NBTI, HCI and TDDB) are modelled by physicists at a low level. Usu-
ally, this approach needs to take into account different contributors of time-dependent
variations (e.g., signal probability, switching activity, temperature and supply voltage).
Another approach is to monitor the real behaviour of ageing through delay sensors
on-line. This approach is more precise and avoids the complexity of modelling the
ageing effects at the system level. However, the main problem of on-line sensors is
the area overhead, and to reduce this drawback, only a limited number of nodes can
be monitored. Furthermore, the delay sensors themselves suffer from degradation over
time. The third approach tries to alleviate the source of ageing either by reducing the

temperature or by reducing the stress probability by reversing it in the critical path.
In general, the already proposed techniques for mitigation the ageing effect have at
least one of the following drawbacks:

e They are technology-dependent.

e They ignore the stress on the internal nodes of the compound gates.

e They assume that the stress coming from the high-level (e.g., the software) is
represented as 50% signal probability of being zero (SP(0)) at the primary inputs

of the gate-level circuit.

e They require design-time modification (intrusive) while the information about
the workload and stress would not be available until finishing the design and test

phase of the chip.
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e They are trying to extend the lifetime by reacting to the degradation rather than

reducing the stress.

In this research, we will focus on the protective approach to reduce ageing stress from
the negative workloads that lead to circuit degradation rather than estimate the life-
time of the chip. These workloads are programs at the software-level running on the
microprocessor, and represent the signal probability at the gate-level of abstraction.
Therefore, a cross-layer analysis and tools are required for propagating these system-
level workloads into gate-level signal probabilities. The stress probability distribution
needs to be extracted as a source of ageing stress and analysed from the software level
to the gate level to remove the assumptions made at the gate level about the real stress
generated from the upper layers. A cross-layer mitigation technique needs to include
the high-level stress in the low-level design of the processor, for example, by controlling
the workload or using a multi-core architecture for optimising the workload distribution
for lowering ageing stress. Thus, the first step of our proposed technique is to study
the signal probability and subsequently create a tool for incorporating this important

factor in the NBTI-induced delay calculations.
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BTI Stress State Analysis

3.1 Introduction

Chapter 2 provided an overview of the mitigation techniques for NBTI degradation at
different levels of design. Most of these techniques assume that the workload is repre-
sented as 50% (i.e., balanced) signal probability at the gate level. In this chapter, we
avoid making the assumption that the signal probability (stress state) of the proces-
sor components is balanced, which will allow us to learn whether tuning the workload
is beneficial or not. NBTI ageing analysis will be conducted comparing two cases,
namely, real signal probability propagated from the software-level, and balanced signal

probability at the input of the timing critical paths of the processor circuit.

The objective of this chapter is to extract the ageing stress state to the gate-level of
the processor driven from the software executed as a workload by developing a tool
to facilitate the process. The extracted ageing stress state need to be analysed for

identifying the lowest ageing stress state on the processors.

The chapter is organised as follows. Firstly, in Section 3.2, developed a tool to extract
the signal probability from the level of running application on a processor to the gate-
level of the processor. Firstly, These signal probability has been analysed on selected
microprocessor (CORTEX M0 ARM processor) in Section 3.3. Secondly, in Section 3.4,
we present an approach to statically analysing the ageing by building ageing-induced

library.

3.2 Signal Probabilities SP(0) Generation Tool

To obtain the signal probabilities (duty cycles) of the nets being stressed with logic

zero (SP(0)) for a specific application running on a specific processor, we use the value

29
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change dump (VCD) file, which can be extracted from many EDA tools (e.g. Model-
sim and VCS) by running programs on simulated processor. The VCD file implicitly
contains both switching activity that is used to estimate the dynamic power at the
design phase and the signal probability that we use to estimate the NBTI effect on
performance degradation. We built a compiler using open source software (JFLEX and
CUP) available in [82] to generate a file containing the SP(0) for all the nets of the
processor. In Appendix A, an example of a VCD and a generated SP(0) files with the
code for compiling and translating from any VCD file to the SP(0) file is presented.

The general procedure for SP(0) generation is:

e First, the VCD file are scanned using VCD Scanner tool build using CUP parser
generator that is responsible to collect the tokens (e.g., keywords from VCD file,
for example, ‘$scope’, ‘$var’ or ‘$comment’). These tokens are collected and saved

in a dictionary file of a full list of keywords to be passed to the next step.

e Second, the VCD file are parsed and translated into a SP(0) file by using VCD
Parser to SP(0) tool that is responsible to find the grammar from the input file to
identify whether the line from the VCD is a time (e.g., ‘#2296’ is the simulation
time in nanosecond in which the following signal changes has happened) or a
signal value that changed at the last time line (e.g., 1$ it means the signal $ has
‘1’ between two time lines, the symbol ’$’ is defined in the header section of the
VCD file, see the example shown in Figure 3.1 and for more details see the given

example in the Appendix A).

VCD file example

$Sscope module mux Send
Svar wire 1 % select0 $end

SP(0) file equivalent

Svar wire 1 $ selectl Send

Supscope SP(0) of the net select0=50%
#0 SP(0) of the net select1=100%
1%

0s$

Header section

#100

0%

Commands section

#200

Figure 3.1: Example of value change dump VCD file and its equivalent signal
probability SP(0) file
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3.3 Case Study: NBTI Critical Paths Analyses

As described in 2.3.1, the NBTI critical paths are the time critical paths for the circuit
that has been degraded with NBTI and may not necessarily be the same as the time-
zero critical paths of the circuit. Having information about the signal probability from
the application level could help in identifying NBTTI critical paths. Figure 3.2 shows
the proposed approach to identify NBTI critical paths, which can be summarised in

four steps:

1. Consider a specific processor, then run different benchmarks on the simulated
processor and obtain a VCD file that represents the application activity at gate

level.
2. Obtain the signal probabilities of the nets from the VCD file.

3. Based on the predefined lifetime of the processor and SP(0), calculate the degra-
dation value of V4, for a range of signal probabilities using the NBTI model.

4. Calculate the new delays for the paths and identify the worst degradation values
that will represent the NBTTI critical paths.
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Figure 3.2: NBTI-critical-path identification steps
3.3.1 Analysis Setup and Evaluation

To get the SP(0) for the processor at the gate level we simulate using ModelSim simula-
tion tool by running ‘hello world’ program on synthesised gate-level CORTEX M0 ARM
processor, we have obtained the VCD file that compiled and translated into SP(0) file
using the tool presented in Section 3.2. We can see the signal probability on the gate
level of the processor, see Figure 3.3 and Figure 3.4. 14361 signals out of 49200 signals
have SP(0) more than 90% (29% of the nets are mostly stressed), while 18606 signals
out of 49200 signals have SP(0) less than 10% (38% of the nets are mostly unstressed)
(see Figure 3.4). Furthermore, this is not the average activity of the system. Embedded
systems that run a specific application or usually run different applications from the
same domain (e.g. Internet of Things (IoT)) have a limited scope of applications. The
VCD files for these applications will represent the average application activities that

will contain the average signal probabilities of the system.
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========SCOPE= module======== MODULE= U1085
SP(0) of the net Q=96%

SP(0) of the net IN1=96%

SP(0) of the net IN2=2%

SP(0) of the net IN3=97%

SP(0) of the net IN4=83%

SP(0) of the net g_1 out=96%

SP(0) of the net g_2_out=99%

END_SCOPE

========SCOPE= module======== MODULE= U1086
SP(0) of the net Q=93%

SP(0) of the net IN1=93%

SP(0) of the net IN2=3%

SP(0) of the net IN3=96%

SP(0) of the net IN4=95%

SP(0) of the net g_1 out=93%

SP(0) of the net g_2_out=99%

END_SCOPE

Figure 3.3: Part of the signal probabilities file
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Figure 3.4: The SP(0) distribution of CORTEX M0 ARM for Hello World

program
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First, we simulated part of the critical path for the circuit shown in Figure 3.5 to
see how the signal probability can make a difference to ageing effects in path delay.

Considering three cases:

e CASE A - delay of a circuit at time zero (not aged circuit);

e CASE B — NBTI-induced delay under assumption of 50% duty cycles at the

primary inputs on circuit degraded for five years;

e CASE C — NBTI-induced delay with duty cycles of all signals equal to SP(0) from

the above analysis on circuit degraded for five years.

AO22X1

NAND3X0
. AOI21X1 0% - P 5
Sta"_t)f;;tty \L 99% G0 9% 13
0% — % F 99%—
0% — 0%

Figure 3.5: Critical path sub-circuit

To propagate the SP(0) values to transistor level, the long-term RD NBTI model has
been used to calculate the degradation values of V. From this, we induced these values
of Vi, manually as instances (gates with different degradation levels) in the HSPICE.
Then, the critical path netlists have been instantiated based on the equivalent SP(0)
that helps us to calculate the path delay for 90nm technology node from Synopsys.
The results show 21.33% difference between CASE B and CASE C, and that CASE C
is more optimistic than CASE B (see Table 3.1 and Figure 3.6).

Table 3.1: Sub-circuit path delay (seconds) after five years

| CASEA | CASE B (a=0.5) | CASE C (o =SP(0)) | difference |
1.1763E-10 | 1.6013E-10 (36.13% | 1.3503E-10 (14.79% | -21.33%

increased) increased)
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Figure 3.6: Sub-circuit path delay for the circuit shown in Figure 3.5: CASE
A (Delay of new circuit (not yet degraded)); CASE B (Delay after 5 years
with the assumption of having primary input signal probability 50%); CASE
C (Delay after 5 years with signal probabilities extracted from real workload).

Using the signal probabilities obtained by running an application on a microprocessor,
rather than using the default assumption (SP(0) = 50%), has a significant impact on
the critical path delay computation of a system. We simulate the path delay for the
two most critical paths using the cases listed in Table 3.1. For the first critical path as
shown in Table 3.2, the degradation delay for CASE B is increased by 49.56%, and by
28.9% for CASE C. The results show that CASE C is more optimistic than CASE B
with the same trend for the first three instances on the critical path. For the second

critical path, as shown in Table 3.2, the degradation delay for CASE B is increased
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by 32.66%, and by 72.2% for CASE C. From these results, the first critical path is no
longer the most critical path after five years and the second or other paths may now

be considered to be the most critical path (see Figure 3.7 and Figure 3.8).
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Figure 3.7: Path delay of the first critical path

Table 3.2: Critical path delay after five years

Critical | CASE A CASE B (a=0.5) CASE C (v =SP(0)) | difference

Path

Number

1 1.5687E-09 | 2.3463E-09 (49.56% | 2.0221E-09  (28.9% | -20.66%
increased) increased)

2 1.5569E-09 | 2.0655E-09 (32.66% | 2.6811E-09 (72.2% | 39.54%
increased) increased)

Estimating the path delay for all the possible paths of circuit is not feasible for complex
systems. Therefore, classifying paths with the potential to be critical paths is possible
if the maximum degradation delay is known for the predefined lifetime of a system.

This may make some paths less critical. After reducing the number of paths that
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Figure 3.8: Path delay of the second critical path

could potentially be critical, further estimation can be applied using the proposed
work for identifying NBTI-critical path by considering the real activity of the system.
As signal probability is not the only observable parameter from the application level
to transistor level, temperature is possibly observed as a function of switching activity
of the transistor. However, the temperature is environment-dependent and the spatial
deviation of the temperature in a small area is normally small. Therefore, considering
the signal probability derived at the application level will not estimate the degradation

delay with 100% accuracy, but it will increase the accuracy of the estimation.

3.4 Case Study: Static Ageing Analysis

Modelling NBTI-induced delay at gate level depends on the real stress activity of gate
inputs, which are related to the workload applied from the higher level of abstraction
(e.g., a running application). Having estimated values of the degradation delays can

make this issue a design constraint and even to precisely allocate the on-line ageing
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sensors. This chapter proposes a method to include the stress probability within the
technology library as three dimensional look-up tables for static timing analysis (STA)
process of the design as an approach named static ageing analysis (SAA). The purpose
of this approach is to estimate NBTI-induced delays for the predefined lifetime of
the product instead of estimating only the timing delay at time zero during the logic

synthesis.

The standard library that is used to estimate the timing and power at the synthesis
stage is based on pre-calculated look-up tables considering the input transition delay
and output capacitance load as two-dimensional LUTs for each standard cell in the
library. To generate an NBTI-induced library for the purpose of estimating the effect
of NBTT for a pre-defined lifetime of the product, a three-dimensional LUT delay library
could be built considering the signal probability SP(0) as the third dimension along

with input transition and output load capacitance.

The library file contains four look-up tables: two for propagation delays (rising and
falling), and two for transition delays (rising and falling) that are used as input pa-
rameters to calculate the propagation delay for the next cell. To introduce signal
probabilities SP(0) into the library, we used HSPICE simulation to generate the timing
delays. For example, for the inverter gate of the Synopsys 90nm technology library,
Figure 3.9 shows the output rising propagation delays when SP(0) is barely stressed
and Figure 3.10 shows the output rising propagation delays when SP(0) is almost to-
tally stressed. The results show up to 81% difference between the the stressed and
relaxed gates. In the Appendix B, the full generated tables of the extended library for

the main logic gates (invertor, nand and nor gates) has been presented.
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Figure 3.9: Output rising propagation delays for the 90nm Synopsys gate

(INVXO0) after 10 years when SP(0) = 0.01.
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(INVXO0) after 10 years when SP(0) = 0.99.
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In general, the following steps are needed to extract these tables:

1. For each gates in the netlist of the given technology, the transistor-level of these
gates need to be built using HSPICE

2. Define the number of years that required in which this extended library can

estimate the delay degradation (e.g., in our case, 10 years).

3. The threshold voltage increasing for a range of input signal probability are cal-
culated using RD model presented in Section 2.2.3.1. In our case, the signal

probability of a range from 0.01 to 0.99 of step 0.1 has been considered!.

4. Prepare input transitions using HSPICE to have at least one rising transition (‘0’

to ‘1’) and one falling transition (‘1’ to ‘0’).

5. After having the transistor-level of the gates, range of the possible threshold
voltages, input transition delays and output capacitances are injected in a nested
loops in HSPICE and generate the propagation gate delays and the transition
delay of the output.

6. Save the lookup tables in files to be used in the design or post design analysis.

These tables could be used during the design stage of the logic circuits or could be used

after designing for analysis and estimating the degradation of the circuits.

3.4.1 Analysis Setup and Evaluation

An example circuit shown in the Figure 3.11 has been used to extract its delay using
the generated tables. The input transitions for the gates are the output transition of
the previous gate that need to be calculated using the generated library. The input
transition for the first gate has been assumed to be 16 picosecond. The output load
capacitances Cy, C. and Cy has been defined to be 104, 52 and 26 femtofarad, respec-
tively. To propagate the delay from the input to the output, the side-inputs (off-path
inputs) of the gates (e.g. in our example, NOR2XO0 needs a ‘0’ on the off-path input of
the gate to propagate the transition on the on-path input, also, NAND2XO0 needs a ‘1’
on the off-path input to propagate the transition on the on-path input. We have here
one path starts at net (a) and end with net (d) as shown in the Figure 3.11.

Considering the two scenarios of the net (a) when it is have falling and rising transition,
each time, we calculated the time-zero propagated path delays from the standard 90nm

Synopsys library and the 10-years path delays from the extended library. The available

!The number of steps required for SP(0) determine the complexity of the delay calculation using the
static ageing analyser. Therefore, some specific steps need to be calculated and any other intermediate
values could be either taken as the worst case or interpolated from two points.
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Figure 3.11: Example of circuit instantiate three logic gates from 90nm Syn-
opsys technology.

static timing analyses tools (e.g., Primetime or Design Compiler) are not designed to
read the extended library for ageing, so, the gate and path delay has been calculated

using the same procedure that commercial tools use as fellow:

Data: Technology files contain delay data extracted earlier for all gates; Gates
gatesli] that construct a path with its estimated output capacitance CliJ;
Primary inputs transition delays (Td); Input transition state (Tr_Inputstate);

Result: Path delay (Pd);

Pd = 0;

while ¢ = zero do

if Tr_Inputstate is ‘falling’ then

calculate the output transition state (Tr_Outputstate);

if Tr_Outputstate is ‘falling’ then

Pd = Pd+ ReadPropagationDelay(‘falling’, Td,C[i]);
Td = ReadTransitionDelay(‘falling’, Td,C[i]);
else
Pd = Pd+ ReadPropagationDelay (‘rising’, T'd,C[i]);
Td = ReadTransitionDelay(‘rising’, Td,C[i]);
end

else
‘ do the same as above but exchanging ‘falling’” with ‘rising’;
end

end

ReadPropagationDelay (Tr_Outputstate, Td,C[i] );

# Function to read propagation delay from library delay tables
ReadTransitionDelay ((Tr_Outputstate, Td,C[i] );

# Function to read transition delay from library delay tables
Algorithm 1: Procedure to calculate path delay from a technology library tables.

First, using the standard 90nm technology library from Synopsys, the path delay cal-
culated using the worst case corner. when the input transition state was ‘rising’ the
path delay was 0.69 nanosecond and when the input transition state was ‘falling’ the
path delay was 0.91 nanosecond. Then, using the generated library that considers the
signal probability of the input to the gate, the results for the gates delay and the total
path delay shown in Table 3.3 when the input (a) is ‘rising’. Similarly, in the results
in Table 3.4 when the input (a) is ‘falling’. The results for this example is presented
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not to prove that what is the best or worst input signal probability SP(0) but just to
demonstrate the procedure of using the ageing-induced lookup tables. In the case of
input (a) is ‘falling’, we have more degradation with increasing the signal probability
of the input because we will have in this example two out of three gates highly stressed
with NBTT that effect mainly on the rising delay of the transistors and that two gates

are propagating rising states (‘0’ to ‘1’).

Table 3.3: Propagation and transition delays (in picosecond) for the nets in
the Figure 3.11 when the input (a) is rising from ‘0’ to ‘1’ extracted from the
ageing-induced lookup tables.

net(a) rising net(b) falling net(c) rising net(d) falling
SP(0) propagation delay/transition delay | propagation delay/transition delay | propagation delay/transition delay | Total path delay
0.01 339.35/693 225.14/701 160.10/315 724.59
0.5 339.26/694 226.60/640 159.33/301 725.19
0.99 339.18/694 226.60,/560 158.55/295 724.33

Table 3.4: Propagation and transition delays (in picosecond) for the nets in
the Figure 3.11 when the input (a) is falling from ‘1’ to ‘0’ extracted from the
ageing-induced lookup tables.

net(a) falling net(b) rising net(c) falling net(d) rising
SP(0) propagation delay /transition delay | propagation delay/transition delay | propagation delay/transition delay | Total path delay
0.01 531/849 230.93/341 250.12/315 1012.05
0.5 653,/1020 238.16/519 327.89/378 1219.05
0.99 732/1090 242.51/530 560.63/414 1535.14

We extract signal probabilities (duty cycles) of the nets from different workloads using
the MiBench benchmark as workloads on a simulated OpenRISC 1200 processor 2 (see
Table 3.5 and Figure 3.12). To obtain the duty cycles (signal probabilities SP(0)) of the
nets for a specific application, we obtain SP(0) from the VCD file. The results show the
likely stress probability within the nets with different signal probability highly related
to the architecture of the circuit Figure 3.12). However, using these signal probabilities
to redesign the circuit could come with same number of stressed nodes in a different
location. So, this technique could be used to analyse the ageing degradation rather
than using it for optimising the circuit for lowering stress. In the following chapter we

will show that controlling the circuit degradation by controlling the stress itself.

2The soft source code for OpenRISC 1200 processor is available as open source in RTL level that
easily synthesised using the available technology to obtain the gate-level. ARM MO is available for
academic research only at gate-level which make it difficult to identify the components in this processor.
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Table 3.5: Signal probabilities percentages for MiBench workloads

Automotive Telecomm Network | Secuirty

SP(0) Range | gsort | susan | adpcm | crc | fft | dijkstra sha
0-0.09 26% | 20% 24% | 20% | 24% 20% 20%
0.1- 3% 3% 0% 3% | 0% 3% 4%
0.2- 4% 3% 2% 2% | 2% 3% 3%
0.3- 2% 2% 2% 2% | 2% 1% 1%
0.4- 3% 3% 2% 2% | 2% 3% 3%
0.5- ™% 5% 4% 5% | 4% 4% 5%
0.6- 4% 2% 3% 3% | 3% 2% 2%
0.7- 9% 6% 4% 6% | 4% 3% 5%
0.8- 4% 6% 1% % | 1% 8% 6%
0.9-1 39% | 51% 58% 51% | 58% 53% 51%
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Figure 3.12: Horizontal axis: compressed information about the net names of
OpenRISC Processor, vertical axis: percentages of signal probabilities SP(0)
for MiBench workload.
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3.5 Conclusion

This chapter has presented analyses on the stress state (signal probability) after being
extracted from high-level workload. The high-level stress generated by the workload
could be propagated down to the signal probabilities at the gate-level. Also, two case
studies has been presented for using the signal probability extracted from the high level
of abstraction (e.g., program) of the processor to analyse the NBTT ageing effect on the
low level of abstraction (e.g, gate level). Firstly, the signal probability extracted used
to analyse the critical path generation for aged circuit and showed how important to
consider the real stress to analyse the ageing on the critical timing paths of the logic
circuit. Secondly, we showed that these signal probabilities could be used in the design
stage of digital system and during the synthesis phase that depends on the technology
used by extended the libraries of the technology to include the signal probabilities of the
gate-level design. By including the signal probability along with the input transitions,
and the output load, the logic synthesis process could estimate the timing at the gate
level. This approach could make the logic synthesis process estimate NBTI-induced
delays more accurate during the design phase. However, the problem of this approach
if it used for mitigation is that the ageing is considered at the design stage of the
processor, while the stress state is only available when the whole system is fabricated
and run, making this approach very complex to be implemented for mitigation but
possible for analysis. For this reason, we will present in the following chapters how we
could reduce the ageing stress propagated from the application level to the transistor
level as a mitigation technique for the combinational and the memory parts of the

processor.



Chapter 4

BTI Mitigation for the
Combinational Logic Circuits of
the Processor by Anti-Ageing

Software Patterns

In chapter 3, the BTI stress state has been analysed and identified. In this chapter, we
will try to reverse this stress by applying high-level workloads as anti-ageing patterns
into the stressed component. This chapter presents a time-redundant technique to
mitigate negative and positive bias temperature instability (NBTI/PBTI) ageing effects

on the combinational units of a processor.

We have analysed the sources and effects of ageing from the device level to the instruc-
tion set architecture (ISA) level, and have found that an application may stress the
critical paths in such a way that the combinational circuit has half of its nodes always
NBTI-stressed. To mitigate this behaviour, we propose an application-level solution to
balance the stress and put the timing-critical gates of the critical path into a relaxed
(balanced) mode. The results show that the lifetime of the system can be doubled by
applying anti-ageing patterns at the high level of abstractions and during the idle time

of a processor system.

The starting hypothesis is that a combinational circuit needs to be actively relaxed to
recover from stress, rather than simply doing nothing during idle periods. In modern
applications, processors tend to have many short idle periods; thus, simple power gating
would not be a good solution for stress optimisation [83]. During normal operational
periods, the input states of the transistors may be constant, leaving the transistors

stressed. NBTI/PBTI could then be mitigated by applying anti-ageing stimuli to the

46
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critical paths at the software-level. Running a program on the processor for a non-
functional purpose has been used in on-line testing (i.e., software-based self-test (SBST)

methods) as this does not require modification of the hardware design [84].

The main objective of this chapter is to design a high-level technology-independent
mitigation technique to balance NBTI/PBTI effects on the combinational part of the
processor. This technique bring the circuit into a recovery state by changing the nodes
that are BTI-stressed to BTI-relaxed.

The organisation of this chapter is as follows. In section 4.1, the dependency of the
data on stressing the processor is discussed. In section 4.2, NBTI/PBTI analysis is
presented. The proposed technique for generating and applying the anti-ageing patterns
is presented in section 4.3. The evaluation and discussion of running the balancing

program are given in section 4.4. Section 4.5 concludes the chapter.

4.1 Data Dependency of Ageing-Induced Degradation of

the Processor

Program data determines whether the nodes of the processor are stressed or not. The
data includes both opcodes and operands. Firouzi et al. [85] looked at possible NOP
instructions in the MIPS processor to reduce ageing. As well as the standard NOP
instruction (sll r0, r0, 0) they considered other instructions that had no result (e.g.,
adding zero) to minimise stress. They proposed software and hardware techniques to
assign the best input vector for these NOP instructions. This method would only be
helpful, however, if the rate of NOP instructions is high with respect to the total num-
ber of operational instructions. To test this hypothesis, we ran different benchmarks
from the MiBENCH suite [86] for two different architectures on the GEM5 simulator
[87]. Figure 4.1 shows that the number of NOP instructions on the MIPS processor is
significant, while on the ARM architecture it is negligible.

Data from other paths can also stress the critical path. For example, let us assume that
the adder is in the critical path, and that during the execution of other operations data
is routed to the adder, even though the result is not used. From a BTI perspective the
critical path through the adder will be stressed. It has been claimed that the core of
a processor can be brought to a failing state by executing a malicious program to age
the circuit [16]; however, this does not consider the signal probabilities of intermediate
nodes. In practice, it is not possible to put all critical path nodes into a fully relaxed
state (i.e., a Signal Probability of zero, SP(0) = 0%) or a fully stressed state (SP(0)
= 100%) as illustrated in Figure 4.2. On the other hand, it is possible to balance the

stress by controlling the signal probabilities during the idle time of the processor.
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Figure 4.1: Class of instruction percentages for different benchmarks on MIPS
and ARM.
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Figure 4.2: Zero-signal probabilities distribution on the critical path sub-circuit
with normal and reversed state.

4.2 NBTI/PBTI Stress Analysis

4.2.1 Ageing-Sensitive Critical Path Selection

The selection of paths to reverse the stress needs to consider both the initial path
delays from the post-synthesis analysis and the gate types in the paths. A non-critical
path at time zero could become a critical path after a number of years because paths
degrade according to different factors, for example, duty cycle, temperature, frequency
and circuit topology. Estimating the path most sensitive to ageing depends on model
parameters that would not be available until the system has been fabricated and tested
in the target environment. Therefore, in this research, we have avoided using an ageing

model to define the criteria for selecting specific paths that are potentially vulnerable
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to ageing. Instead, we define a threshold () for the ageing-critical path delay. For
example, the maximum critical path degradation has been measured by creating aged-
aware gate model for different benchmark circuits (ISCAS85) for 10 years and found
that the path delay increased for these circuits are between 12.3% and 19.5% [88]. The
experiment conducted for 90nm standard cell technology at an effective temperature
of 125°C" and an effective supply voltage of 1.32V. However, this range of degradation
around 20% is technology-dependant but we can define ageing sensitive critical paths
for this technology size and for smaller technologies sizes, further analysis is required
Thus, those paths that have slack in the range of zero to (dg x ), inclusivse, or have a
path delay between §y and dp(1—8), inclusive. Where 0 is the slack of the path at time

zero that could be found using static timing analysis tools (e.g., Design Compiler).

We also consider the effect of process variations on selected paths by defining the worst-
case possible path deviation due to the process variations as Ad,,. Then, an ageing-

and process- sensitive critical path should be selected if its path delay is in the range:

dp > Path Delay > 6o(1 — 0 — Adyy) (4.1)

These paths have nearly balanced path delays, but they could share instances with
the first critical path (for example in an adder, if the carry chain path is shared be-
tween nearly-critical paths and the first critical path, then any degradation or reversed
degradation on the shared part will also affect the ageing-sensitive critical paths). Al-
ternatively, if the critical paths have instances that are independent from one path to
another, then all the ageing sensitive critical paths need to be analysed individually for

ageing and possible reversal.

4.2.2 SP(0) Distribution on the Critical Paths of the Processor

Combinational logic circuits may show different degradations in each PMOS transistor
because different primary input patterns can lead to different inputs to the CMOS
transistors. Some PMOS transistors may degrade more because they have SP(0) of
99%, but others may not degrade if they have SP(0) of 1% at their gates. To date,
however, there has been no consideration of SP(0) of the intermediate nodes of the
complex gates. For example, in [16, 89], the analysis was done only for the input
transistors of the gates. In the OR gate of Figure 4.3, if IN1 is at “1”, Q would be “1”
regardless of IN2, but there is a node, QN, inside the OR gate that would be stressed.

To measure the delay degradation on each net of the critical path, we need to consider
the SP(0) of each input and of the internal nodes of the gate cells. We used the
OpenRISC core for this analysis. Firstly, synthesis was done using Synopsys Design
Compiler with the full set of cells available in the 90nm Synopsys library, including
those cells that have internal nodes. There are 2888 critical paths in the OpenRISC
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Figure 4.3: CMOS circuit for OR gate (NOR + INVERTER).

core, but various critical paths pass though the same gate cells. For example, the
first 100 critical paths share more than 92% of the cells in the most critical path (see
Table 4.1). Thus, if there is any degradation in the shared part, it would affect all these
critical paths. Moreover, the average SP(0) for the first 100 critical paths is around
80% when executing a “Hello World” program. This means that the program will stress

the critical path.

In this example, the nodes are totally NBTT stressed because the probabilities of signals
being zero are close to 100%. However, this does not consider the hidden nodes of the
compound gates and so the average SP(0) is not correct. These hidden nodes would
have complementary values and therefore have no NBTT stress but could have PBTI
stress. In other words, a circuit with SP(0) close to 0% could have hidden nodes with
SP(0) close to 100%. To calculate a more accurate figure, we ran different instructions
on a processor synthesised using only cells that have only one-level of transistors, in
order to avoid any hidden nodes, as given in Table 4.3 and Table 4.2. The SP(0)
at each node is generally the complement of the SP(0) of the previous node and the
average SP(0) is around 50%. Therefore, the objective should be to reverse these signal
probabilities to obtain signal probabilities that are as balanced as possible (around

50%), rather than reducing one signal probability to avoid NBTT stress. This example
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is only used to show the signal probabilities of the hidden nodes, as this case is not

feasible in real synthesis.

Table 4.1: SP(0) distribution on the critical paths of the OpenRISC processor
for Hello World program using compound gates.

1st critical path 2nd critical path 3rd critical path 10th critical path ~ 100th critical path
Cell type SP(0) Cell type SP(0) Cell type SP(0) Cell type SP(0) Cell type SP(0)
1 DFFX1 50% DFFX1 50% DFFX1 50% DFFX1 50% DFFX1 50%
2 DFFX1 98% DFFX1 98% DFFX1 98% DFFX1 98% DFFX1 98%

65 A022X1 93% AO22X1 93% A022X1 93% AO22X1 93% AO22X1 93%
66 OR2X1 93% OR2X1 93% OR2X1 93% OR2X1 93% XOR3X1 94%
67 A022X1 93% A022X1 93% A022X1 93% A022X1 93%  AOI22X1 5%
68 XOR3X1 94% XOR3X1 94% XOR3X1 94% XOR3X1 94% NAND4X0  94%
69  AOI22X1 5%  AOI22X1 5%  AOI22X1 5%  AOI22X1 5%  A0221X1 93%
70 NAND4X0  94% NAND4X0 94% NAND4X0 94% NAND4X0 94% NBUFFX2  99%
71 AO221X1 93%  A0221X1 93%  A0221X1 93%  A0221X1 93% A022X1 14%
72 NBUFFX2 99% NBUFFX2 99% NBUFFX2 99% NBUFFX2 99% DFFX1 14%
73 A022X1 99% AO22X1 % A022X1 99% A022X1 0%

74 DFFX1 99% DFFX1 1% DFFX1 99% DFFX1 0%

Average SP(0) 83% 82% 83% 80% 80%

Table 4.2: SP(0) distribution on the 100" critical path of the OpenRISC
processor for different instructions

addi rD,rA I movhi rD,I
Cell type I = OOOOH 5555[-1 AAAAH FFFFH OOOOH 5555H AAAAH FFFFH
1 DFFX1 50% 50% 50% 50% 50% 50% 50% 50%
2 DFFX1 99% 99% 99% 99% 99% 99% 99% 99%
3 NAND2X0 0% 0% 0% 0% 0% 0% 0% 0%
4 NAND2X0 0% 0% 0% 0% 99% 99% 99% 99%
5 NAND2X0 99% 99% 99% 99% 0% 0% 0% 0%
6 NAND4X0 0% 0% 0% 0% 99% 99% 99% 99%
7 NOR2X0 99% 99% 99% 99% 0% 0% 0% 0%
8 AOBUFX1 99% 99% 99% 99% 0% 0% 0% 0%
9 INVXO0 0% 0% 0% 0% 99% 99% 99% 99%
10 NAND2XO0 0% 0% 0% 0% 0% 0% 0% 0%
11 NAND2XO0 40% 40% 40% 40% 99% 99% 99% 99%
142 NAND2XO0 0% 40% 40% 40% 0% 0% 21% 23%
143 NAND4XO0 99% 59% 59% 59% 99% 99% 78% 76%
Average SP(0) 50% 49% 49% 49% 49% 50% 49% 49%

4.2.3 Impact of Instruction/Program Level Workload on the Stress
Probabilities

To study the effect of different instructions on the stress of the critical or nearly-critical
paths, we ran two different instructions with four different operands each, to determine
whether the opcode or the data have a significant impact. The synthesis is done using
only cells that have no hidden nodes and the SP(0) at each node is generally the inverse
of that of the previous node in the path. For the 155 nodes in the critical path, the
average SP(0) was around 50%, as can be seen from the symmetry of the histograms

in Figure 4.4. The average SP(0) of the paths does not change significantly with the
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Table 4.3: SP(0) distribution on the first critical path of the OpenRISC pro-
cessor for different instructions.

addi rD,rA I movhi rD,I

Cell type I=0000_H 5555_.H AAAA_H FFFFH 0000_H 5555-H AAAAH FFFF_H

1 DFFX1 50% 50% 50% 50% 50% 50% 50% 50%

2 DFFX1 99% 99% 99% 99% 99% 99% 99% 99%

3  NAND2X0 0% 0% 0% 0% 0% 0% 0% 0%

4 NAND2X0 0% 0% 0% 0% 99% 99% 99% 99%

5 NAND2X0 99% 99% 99% 99% 0% 0% 0% 0%

6 NAND4X0 0% 0% 0% 0% 99% 99% 99% 99%

7 NOR2X0 99% 99% 99% 99% 0% 0% 0% 0%

8 AOBUFX1 99% 99% 99% 99% 0% 0% 0% 0%
150 NAND3XO0 50% 50% 50% 50% 34% 34% 34% 35%
151 NAND2XO0 0% 0% 0% 0% 0% 0% 0% 0%
152 INVXO0 99% 99% 99% 99% 99% 99% 99% 99%
153 NAND3X0 0% 0% 0% 0% 0% 0% 0% 0%
154 NAND2X0 99% 99% 99% 99% 99% 99% 99% 99%
155 DFFX1 99% 99% 99% 99% 99% 99% 99% 99%
Average SP(0) 49% 49% 49% 49% 48% 49% 48% 48%

opcodes or operands. However, the signal probability distributions on the critical path
do depend on the opcode and operands, as shown in Figure 4.4(“movhi rD,5555 H”),
where the signal probabilities tend to the extremes (10% > SP(0) > 90%) even with
symmetrical distributions that stress the critical paths with both NBTI and PBTI.
Moreover, when the specific patterns do a change in some limited number of nodes,
again that will be inverted in other nodes and the average SP(0) will not be affected.
We run different benchmarks from the MiBench benchmarks to illustrate how different
programs stress different PMOS transistor in the critical path or nearly-critical paths.
As can be seen in Table 4.4 and Table 4.5, although different benchmarks have been
executed, the SP(0) on the specific nodes did not changed significantly. Similarly,
different MiBench benchmarks show nearly symmetrical average stress, as can be seen
in Figure 4.5. Therefore, it would be desirable to reduce the number of nodes at the

extremes of these histograms (e.g., 25% > SP(0) > 75%).

Hence, we conclude that a single instruction or program will not relax or stress 100% of
the critical paths, but that a program-level solution could relax or stress some specific
nodes. In other words, if there are some nodes in the processor that could face a
continual stress while others are not stressed, it is possible to balance that effect at the

application level.
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Table 4.4: SP(0) distribution on the first critical path of the OpenRISC pro-
cessor for different programs

Cell type  hello world bit cnts basic math jpeg

1 DFFX1 50% 50% 50%  50%
2 DFFX1 48% 47% 41% 47%
3 NAND2XO0 22% 24% 20% 24%
4 NAND2X0 42% 45% 39% 45%
5 NAND2XO0 40% 39% 34%  39%
6 NAND4XO0 30% 29% 28%  29%
7 NOR2X0 75% 76% 6% 76%
8 AOBUFX1 5% 76% 6% 76%
9 INVXO0 24% 23% 23%  23%
154 NAND2XO0 36% 28% 25%  28%
155 DFFX1 36% 28% 25%  28%
Average SP(0) 45% 45% 45%  45%

Table 4.5: SP(0) distribution on the 100" critical path of the OpenRISC
processor for different programs

Cell type  hello world bit cnts basic math jpeg

1 DFFX1 50% 50% 50%  50%
2 DFFX1 48% 47% 41% 47%
3 NAND2XO0 22% 24% 20%  24%
4 NAND2X0 42% 45% 39% 45%
5 NAND2X0 40% 39% 34%  39%
6 NAND4XO0 30% 29% 28%  29%
7 NOR2X0 5% 76% 6% 76%
8 AOBUFX1 75% 76% 6% 76%
9 INVXO0 24% 23% 23%  23%
142 NAND2X0 4% 3% 1% 3%
143 NAND4X0 87% 89% 90% 89%

Average SP(0) 47% 46% 46% 46%
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addi rD,rA,0000_H movhi rD,0000_H

80 T

80 addi rD,rA,5555_H movhi rD,5555_H

movhi rD,AAAA_H

addi rD,rA,AAAA_H
80 —

Count of nodes

addi rD,rA,FFFF_H

movhi rD,FFFF_H

80 T —

SP(0) bins

Figure 4.4: SP(0) distribution on the first critical path of the OpenRISC pro-
cessor for different instructions.
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Figure 4.5: SP(0) distribution on the first critical path of the OpenRISC pro-
cessor for different programs.
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4.2.4 Gate Level Stress Balancing

We consider balancing the signal state of basic logic gates (inverter, NAND and NOR)
compared with inverting the signal probability. We will examine how inverting the
signal probability would affect the ageing degradation. We have used HSPICE for
simulating path delays and modelled the NBTI using MOSRA Level 3 considering two

different cases:

e CASE A: Unbalanced stressed nodes — the nodes of the critical paths are ei-
ther significantly NBTI-stressed (SP(0) greater than 75%) or significantly NBTI-
unstressed (or PBTI-stressed) (SP(0) less than 25%).

e CASE B: Balanced stressed nodes — the nodes of the critical path have SP(0)
around 50%.

For the inverter, we simulated the degradation of a path of two inverters over ten years
using the cases discussed above. The results show an advantage of 23.17% in the path

delay and more than 50% in terms of time as shown in Figure 4.6.

For NAND and NOR gates, the same simulation as for the inverter is implemented.
However, we consider two additional dependencies: the signal probabilities of the sec-
ondary inputs of the gates, and the input pin order. The results show that swapping in-
put pins could decrease the advantage obtained from balancing the signal probabilities.
Also, the signal probabilities of the secondary input of the gate will not significantly
affect the benefits of balancing the signal probabilities over the critical path, Table 4.6
and Table 4.7.

Table 4.6: Path delay degradation advantages for a chain of two NAND2 gates
considering balanced and unbalanced signal probabilities.

SP(0) of Swap CASE A CASE B Advantage over Advantage
the 2nd input input order degradation degradation path delay over years
50% NO 9.27% 7.25% 21.75% 6 years

50% YES 9.49% 7.62% 19.73% 5 years

99% NO 7.35% 5.82% 20.80% 5 years

99% YES 8.50% 6.88% 19.10% 5 years

1% NO 10.38% 8.34% 19.69% 5 years

1% YES 10.46% 8.18% 21.82% 5 years

We also considered how the anti-ageing patterns affect the remaining paths of the
circuit. To answer this fundamental question, we examined the proposed technique on
a two-bit adder. In this example, there is one target critical path and two nearly-critical
paths as shown in Figure 4.7. In this example, we extracted the critical paths list after
synthesising the circuit using Design Compiler. Again, we used the MOSRA Level 3
model in HSPICE simulations to model the degradation of the circuit using the two

above-mentioned cases. The results show that for all paths, there will be an advantage
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Figure 4.6: Path delay degradation for a chain of two inverters considering
balanced and unbalanced signal probabilities.

of up to 50% in the expected lifetime from balancing the signal probabilities in the
critical path (see Figure 4.18). Figure 4.18 also shows that nearly-critical paths share
more than half of their nodes with the target critical path. Thus, any advantage in
balancing the signal probabilities of the critical path will lead to an advantage in the
remaining paths. If the nearly-critical paths do not share nodes with the critical path,

then it is possible to control both the critical and the nearly-critical paths in parallel.

Table 4.7: Path delay degradation advantages for a chain of two NOR2 con-
sidering balanced and unbalanced signal probabilities.

SP(0) of Swap CASE A CASE B Advantage over Advantage
the 2nd input input order degradation degradation path delay over years
50% NO 8.55% 6.81% 20.35% 5 years

50% YES 9.10% 7.57% 16.80% 4 years

99% NO 8.55% 6.81% 20.35% 5 years

99% YES 9.76% 8.77% 10.18% 3 years

1% NO 5.83% 4.54% 22.08% 6 years

1% YES 7.38% 5.68% 23.08% 3 years

4.3 Proposed Technique

We propose a two-phase technique to mitigate the BTI ageing effects. In the first

phase, anti-ageing patterns (the balanced states) are generated and these patterns are
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Figure 4.7: The three most critical paths in the two-bit adder.

applied in the second phase by executing an anti-ageing program instead of running a
process idle task. The flow of the first phase of the proposed techniques is illustrated in
Figure 4.9. Providing the hardware description of the processor, we can generate the
netlist /gate-level design using specific technology node and synthesis tool (e.g. Design
Compiler). Post-synthesis simulation are required to extract the VCD file by executing
program in the simulated processor using for example, ModelSim simulation tool. The
VCD file needs to be parsed and translated into SP(0) file using the tool we developed
and presented in Chapter 3. The static timing analysis tool are needed to extract
the timing critical paths. These paths need to be classified to obtain only potential
critical paths as presented in Section 4.2.1. After obtain both the potential critical
path and their signal probability, the stress state could be obtain for the nodes that
having unbalanced SP(0). This stress state need to be reversed to obtain the reverse
stress state (anti-ageing state). Finally, ATPG (Automatic Test Pattern Generator)
Tool are required to obtain patterns that able to propagate the reverse stress state
into the stressed nodes at the gate level. We find the normal states (i.e., the critical
path stress states) of the nodes that need to be balanced by running different bench-

marks and instructions. We obtain the signal probabilities of the nets being stressed to
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Figure 4.8: Path delay degradation of the most three critical paths in the two-
bit adder considering unbalanced and balanced signal probabilities over the

critical path.

logic zero (SP(0)) from gate-level simulations of the processor executing benchmarks.

We calculate the SP(0) of the critical paths that have slacks less than the predefined

maximum path delay degradation.

The second phase of the technique is to balance the effect of BTI by reversing the av-

erage signal probabilities by applying anti-ageing patterns to the timing-critical com-

ponents in the functional unit of the processor during idle states.
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4.3.1 Case Study: Program-Level NBTI/PBTI Balancing

We synthesised an OpenRISC 1200 processor core using the 90nm Synopsys technol-
ogy'. The VCD file from each post-synthesis simulation contains both the switching
activity, that is used to estimate the dynamic power at the design phase, and the signal
probability that we used to estimate the BTI effect on performance degradation. From
the VCD file, we extracted the SP(0) for all the nets of the processor. To balance the
effect of signal probability on the critical path, we need to find input patterns that
will invert the signal states. This is effectively the same as generating test patterns for
single-stuck faults. We used an ATPG tool (e.g., TetraMAX from Synopsys) to find
test patterns for stuck-at-0 faults on nets that have high SP(0) so as to set those nets
to ‘1’. Similarly, we generated patterns for stuck-at-1 faults on the nets that have low
SP(0) so as to set those nets to ‘0’. Thus, these logic-level nodes that are stressed by
‘0’ (NBTI) or ‘1’ (PBTI) could be reversed by applying reversed stress patterns.

The critical paths of the OpenRISC 1200 processor are in the adder. 38 nodes have
an SP(0) greater than 75%; 10 nodes have an SP(0) less than 25%. The ATPG tool
found eight test patterns to set these nodes to anti-ageing conditions. Each pattern will
apply anti-ageing to one or more nodes, while the full set is needed for every node. As
the results given in section 4.4 show the percentages of stressed nodes will be reduced
significantly after applying these patterns. Table 4.8 shows these patterns as they
would be applied to inputs A[31 .. 0] and B[31 ..0] of the adder.

Table 4.8: OpenRISC anti-ageing patterns.

A[31:0] B[31:0]
48 CB 3E 67| D4 40 7A 4C
24 65 9F 2D |EA 20 3D 3C
DA F9 F1 D1| 21 50 64 F2
25 BT C6 93| C4 E8 48 35
DE 4F 08 A3| F9 CD 6D DE
BF 58 FA 23| 6A 33 27 3F
67 5B 2E 9C| 58 (3 65 7F
AC 8C 03 18| A4 DC 93 8D

The OpenRISC 1200 instruction set architecture has only a 16-bit immediate mode.
These anti-ageing patterns have 32-bit widths and so are stored in consecutive memory
locations starting with address K. The “balancing” program shown in Figure 4.10
transfers K (immediate value) to register 1 for use as an offset address. Then two
patterns are loaded from memory to registers 2 and 3. The two patterns are applied
to the adder with an ADD operation. The same sequence is applied for the remaining

patterns. The program sits in a loop and is run during the idle states of the system.

!The technology is not important because the technique depends on reversing the SP(0) rather than
estimating the ageing. Hence, it is also independent of the BTI model.
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19

.movhi rl1, K

Stimulate the first pattern

dws r2, 0(rl)
dws 13, 1(rl)
.add r4, r2, r3

Stimulate the second pattern

dws r2, 2(rl)
dws 13, 3(rl)
.add r4, r2, r3

Stimulate the eighth pattern

dws r2, 14(rl)
lws r3, 15(rl)
.add r4, r2, r3
.rfe # Return From Exception

Figure 4.10: Balancing program

Further optimisation is possible to the above program to reduce the memory access and

thus to reduce the power consumption of the running program as shown in Figure 4.11.

R W N e

10
11
12
13
14
15
16

17

19
20

21

Stimulate the first pattern

.movhi r2, 48CB
.ori r2, r2, 3E67
.movhi r3, D440
.ori r3, r3, 7A4C
.add r4, r2, r3

Stimulate the second pattern

.movhi r2, 2465
.ori r2, r2, 9F2D
.movhi r3, EA20
.ori r3, r3, 3D3C
.add r4, r2, r3

Stimulate the eighth pattern

.movhi r2, AC8C

.ori r2, r2, 0318

.movhi r3, A4DC

.ori r3, r3, 938D

.add r4, r2, r3

.rfe # Return From Exception

Figure 4.11: Optimised balancing program

Another consideration is that this program may not have the privileges to run while

another program is running. So the scheduler should give the lowest priority to this
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program and run it when the system is idle. However, if it is decided that this program
should run as a routine in response to an interrupt, then the context of interrupted
processes needs to be saved. In this case, the program should push the registers onto
the stack at the start of the routine and pop them off at the end of the routine to save

the context of the interrupted program as shown in Figure 4.12.

# Push r2 ,r3 ,r4 onto the stack
push {r2-r4}
# Stimulate the first pattern
I.movhi r2, 48CB
l.ori r2, r2, 3E67
I .movhi r3, D440
l.ori r3, r3, 7A4C
l.add r4, r2, r3
9 # Stimulate the second pattern
1
1
1
1
1

= W NN =

.movhi r2, 2465
.ori r2, r2, 9F2D
.movhi r3, EA20
.ori r3, r3, 3D3C
.add r4, r2, r3|

Stimulate the eighth pattern
.movhi r2, AC8C
.ori r2, r2, 0318
.movhi r3, A4DC
.ori r3, r3, 938D
.add r4, r2, r3
# Pop r2,r3,r4 and the program counter(pc) from the stack,
then branch to the new pc.
24 pop {r2-r4,pc}

®
—_— == T

NONON N
W N =

Figure 4.12: Optimised balancing program for saving the context of the inter-
rupted program

4.4 Evaluation and Discussion

To evaluate the effect of running the balancing program and how the signal probability
will be affected on the critical path, we ran the balancing program along with different
benchmarks and varied the percentages of the running time of the balancing from 10%

to 50%. To compare results, we calculated the number of stressed nodes as follows:

# stressed nodes

Percentage of stressed nodes = (4.2)

critical path nodes’

where the stressed nodes are those critical path nodes that have an SP(0) greater than
75% or less than 25%. As would be expected, to obtain a balanced state for the stressed

nodes requires the balancing program to run for 50% of the time. Needless to say, it
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is not always possible to have this idle time or to add redundant time for the purpose
of relaxing BTI. Figure 4.13 shows the effect on the stressed nodes of running the BTI

balancing program for different percentages of the overall time.

100% | | | | | |

90% - -

80%

70% -

60%

50% A

40%

30% A

20%

Percentages of stressed nodes

10% H

0% -
0% 10% 20% 30% 40% 50%

Redundant time (Time overhead to run anti-aging program
along with the fuctional program)

Figure 4.13: The effect on the stressed node percentage of running the BTI
balancing program along with a “hello world” program with different run times
of the balancing program.

Figure 4.14 shows the effect of running the BTI balancing program for different times
on the percentages of the stressed nodes in critical paths of the OpenRISC processor.
The results show that balancing one critical path will balance other near-critical paths
as they share nodes with the first path. On the other hand, if the near-critical paths
do not share many nodes with the targeted critical path, it is possible to apply anti-
ageing patterns in the same way for the first critical path independently of the other
paths. Although balancing signal probabilities would work with embedded systems that
run specific applications, it is also possible to use the technique for a general-purpose
processor. Figure 4.15 shows how the percentages of stressed nodes on the first critical
path of the OpenRISC processor are reduced when executing the balancing program

along with a different program from the MiBench benchmarks.

Next, to verify that the balancing program will reduce the degradation in the path delay
of the processor, we simulated the adder using HSPICE and modelled NBTT using the
MOSRA Level 3. We stimulated the circuit with two cases:
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Critical path rank

Figure 4.14: The effect of running the BTI balancing program along with a
“Hello World” program on the stressed node percentage on different critical
paths of the OpenRISC processor with various run times of the balancing
(anti-ageing) program.

e CASE A (Normal Stressed Mode): Stress patterns with the equivalent signal
probabilities of the Hello World program.

e CASE B (Balanced Mode): Balanced stressed nodes (i.e., the nodes in the critical
path having an SP(0) around 50% by running the anti-ageing program along with
the Normal Stressed Mode program).

The results show that running the balancing program would decrease the path delay
by 20.24% compared with the normal operation and will double the expected lifetime

as shown in Figure 4.16.
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100%

Redundant Time:

80%

Percentages of stressed nodes

B 0% SN 10% [l 20% E= 30% [l 40% B 50%

Figure 4.15: The effect of running BT1 balancing program along with a different
program from MiBench benchmarks on the stressed node percentage on the
first critical path of the OpenRISC processor with different run times of the

balancing program
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Figure 4.16: The advantage of running the anti-ageing program (CASE B) on

the path delay of OpenRISC processor.
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4.4.1 Discussion

In our analysis, we expect, for example, 11% degradation in six years as can be seen in
Figure 4.16, so a simple solution could be guardbanding. Guardbanding is inevitable,
not only for ageing but also for PVT variations. However, adding more guardbanding
would negate the advantage of using a smaller technology size. So we have to find an

active protective approach that will also estimate, sense and react to degradations.

The idea of this work in this chapter is to utilise the short idle periods in a processor
[83] to reverse the BTT stress rather than running empty loops. In our case study of the
OpenRISC processor, the critical paths are in the adder and we can propagate patterns
simply by loading the patterns into a register and executing an addition operation. This
program replaces the idle task and is executed whenever the operating system tries to
schedule the idle task. In general, if the timing critical component is not the adder, then
we have to replace the operation accordingly. If the critical paths are not controllable
at the instruction level (e.g., in a control unit that may have many flip-flops), then we

need an architectural solution rather than a software solution to propagate the patterns.

We also need to consider how process variations could affect the critical path ranking.
If we get this wrong, we might heal a non-critical path and leave the real critical
path unaffected. For this reason, we have to consider not only the critical path but
also the nearly-critical paths that could become critical with PVT and time-dependent
variations. In our case study, we have predefined (64 Adp,) to be 20% of the maximum
path delay at time zero (dp), as described in section 4.2.1, which covers the first 100
critical paths. However, we found that the first 100 critical paths share more than 92%
of the cells with the most critical path. Thus, balancing the most critical path also
balances the nearly-critical paths. However, if the nearly-critical paths do not share a
big percentage of their cells with the first path, then we have to consider every single
path in our analysis and generate patterns for them to balance signal probabilities
in parallel. So, even with process variations, this technique would target the nearly-
critical paths. If the nearly-critical paths do not share cells with the most critical path,
it is important to define a threshold that considers the process and ageing variation

contributions and to control these paths in parallel.

The second phase of the proposed technique could be implemented during the normal
operations of other components of the processor. This can be done at an architectural
level by utilising the scan chain(s) but with a modification to control the balance chain
(part of the scan chain) by inserting only one multiplexer and one OR gate. The
multiplexer is used to separate the balance chain from the scan chain. As shown in
Figure 4.17, two additional internal inputs fed by the control unit of the processor
need to be added to the circuit (anti_aging be), for enabling the balancing mode, and
the anti-ageing patterns to be fed via the anti_aging bi signal. The purpose of this

separation is to shorten the path for controlling the primary inputs of the targeted
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module and applying the anti-ageing patterns in parallel with the normal operations
of the processor when the circuit is not implementing any process using the targeted

module.

The advantage of a hardware solution is to apply the anti-ageing patterns in parallel
with the normal operations. For example, if the critical paths are in the multiplier and
based on the multiplication instruction rate in the overall processor instruction rate, the
balance state needs to be applied during the implementation of the remaining operations
(e.g., addition division, memory /register read or write, etc.). To execute the balancing
mode in parallel with the normal mode, a stand-alone architecture for the scan-chain
that is dedicated to the balancing mode needs to be designed properly without conflict
with the test or normal mode of the operation. The scan-in input needs to be fed
with the anti-ageing patterns. Figure 4.17(b) shows the required modifications to the
scan-chain circuit, which apply the balance-state patterns to component 3 (C3) during
the normal operation of the circuit. However, additional signals are not additional pins
to the integrated circuit as is the case for scan-in and scan-enable that are used during
the test phase; instead, they are connected to the controller of the processor to apply

the anti-ageing patterns during the normal operation of the circuit.

We demonstrate the correct functionality of the modified scan-chain with the gate-level
circuit by applying NBTI/PBTTI anti-ageing patterns. For simplicity, we designed three
arithmetic components: 16 bit-adder, 16-bit-multiplier and 16 bit-divider with shared
inputs and a multiplexed output with a 2-bit operation signal. The circuit has been
functionally simulated then synthesised with Synopsys Design Compiler using the 90nm
standard cell library from Synopsys. At that level, the OR gate and the multiplexer
have been added to modify the scan chain for the purpose of using it to propagate
the NBTI/PBTI anti-ageing patterns. Post-synthesis simulation is done to verify the
functionality of the circuit after inserting the NBTI/PBTI balancing circuitry to the
scan chain. Figure 4.18 shows the internal multiplication inputs inl_mult and in2_mult
being fed with patterns serially though the anti-ageing balancing input (anti_ageing_bi),
and in this example, are supplied with 1s instead of the balance-patterns that will be
available after analysing the circuit along with the whole processor with real programs
and benchmarks. The anti-aging balancing enable input (anti_aging be) is used to
activate the scan-chain by applying anti-ageing patterns during the normal operation
of the circuit (during the addition operation in this example). Although the added
circuitry increases the timing overhead of the scan chain, it will not affect the critical

timing constraints that exist in the multiplier component.
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4.5 Conclusion

In this chapter, an application-specific high-level ageing analysis has been carried out
to find a technique for CMOS ageing mitigation. The stress probability has been found
at the application level down to the gate level. A cross-layer mitigation technique was
proposed to apply anti-ageing patterns to the critical paths of a functional unit of a
processor during idle times. This chapter presented technique using the processor BTI-
balancing programs (Anti-ageing) to mitigate the BTI ageing effects. This technique
generates anti-ageing patterns and apply these patterns by executing a program to
balance the stress on the critical paths of the combinational part of the processor to
alleviate BTI effects instead of running an empty process idle task. In the next chapter,
we will deal with the BTI issue on the memory units of the processor including the
flip-flops and SRAM-like circuits.



Chapter 5

An Application-Level BTI
Ageing Mitigation Technique for
Flip Flops and Register Files

In the previous chapter, BTI mitigation technique has been presented targeting the
combinational part of the microprocessor. In this chapter, analyses and mitigation
techniques for the memory unit of the processor are presented. The reliability of on-
chip memory units, including flip-flops cells and register files, decreases with shrinking
technologies due to CMOS ageing effects. As ageing negatively affects not only circuit
performance but also the reliability of the circuit. The effect of BTI on the SRAM
circuit has already been studied in the literature [90, 91, 92]. considering the stress
as balanced in the SRAM circuit cells. However, the original of stress at the device
level comes from the high-level control and data instructions. In our case study using
an ARMvT7 processor, the results show that the register file bits (SRAM cells) are
stressed in a consistent way in which it is predictable to identify which bits tend to be
more BTT stressed than others. To mitigate this behaviour, we propose a non-intrusive
and technology-independent technique by executing a so-called anti-ageing program to
balance the stress among register file bits. Although this technique does not control all
the stressed bits; however, the results show that it is possible to put the stressed bits
from a severe state to a balanced state, which reduce the ageing stress of the register
file by 65%.

The objective of this chapter is to put the memory units of the processor into balanced
BTI stress state using the same technique presented in Chapter 4 but for the flip-flops

and register file of the processor.

The organisation of the chapter is as follow: In Section 5.1, we will introduce the issue
of ageing on the memory units. Then, the trend of degradation on the flip-flops is

presented in Section 5.2. In Section 5.3, the ageing trend and mitigation technique for
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the SRAM-like circuits of the processor will be presented. Finally in Section 5.4, the

chapter will concluded.

5.1 Introduction

CMOS ageing affects the performance and reliability of digital systems due to degrada-
tion and stress. Memory units including flip-flops and SRAM circuits suffer from ageing
effects like other combinational circuits; however, they have internal nodes whose states
depend on previously stored states. Memory units could be timing critical (e.g., flip-
flops) or data critical (e.g register file). Therefore, the consequences of ageing behaviour
on these memory unit does not only affect the whole system performance but also the
system reliability. In this chapter, the effect of ageing stress (specifically BTT stress)
on these memory units will be studied for lowering ageing stress from the higher level

of abstraction of the processor.

The flip-flops (FFs) that are usually used in the control unit of the processor are the
most instantiated components in ASIC devices [93]. In this chapter, we will study the
effect of high-level data on the timing degradation in order to identify the stress state.
In the literature of flip-flops ageing mitigation, the proposals mostly suggest choosing

the best device-level topology for slower degradation [93, 94, 95, 96, 97].

The register file, implemented using SRAMs, is considered to be the most data critical
unit in the processor and in used by register, memory and manipulating instructions.
In the literature [90, 91, 92], the register file utilisation has been balanced for reducing
stress. The main problem of this approach is that the solution is not very practical,
as it assumes that the register file is completely accessible or the whole registers are
under stress, while as we will show in the later sections of this chapter that data tends
to be distributed in predictable pattern among the bits inside the register files. Thus,
running a non-intrusive data-dependent anti-ageing program could reduce the stress

from these bits based on data analysis.

5.2 Flip-Flop Degradation Trend

Flip-flops or any clocked memory elements are considered to be one of the most critical
components of the processor. In the past, several designs have been developed to
optimise area, power and reliability of these components. Time-dependent variations
could change the characteristics of flip-flops, and many design-stage processes based on
these characteristics make the system less reliable and the timing constraints could be

violated over time. These timing characteristics includes:
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e The setup time (75) is the minimum time required for the input data to be stable
before the active edge (positive or negative) of the clock to generate a valid

latching.

e The hold time (73) is the minimum time required for the input data to be held
stable after the active clock edge (positive or negative) of the clock to generate a

valid latching.

e The clock-to-q (Ttx—q) delay refers to the propagation delay from the 50% tran-
sition of the active clock edge (positive or negative) to the 50% transition of the

output data, q, of the latch/register.

e The setup skew (74,) refers to the delay from the latest 50% transition edge of
the input data signal to the 50% active clock transition edge (see Figure 5.1).

e The hold skew (735) refers to the delay from the 50% active clock transition edge
to the earliest 50% transition of the input data signal (see Figure 5.1).
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Figure 5.1: Setup and hold skews shown in the clock and data waveform.

In [93], the flip-flop degradation has been analysed considering the three ageing mech-
anisms: bias temperature instability (BTI), hot carrier injection (HCI) and time de-
pendent dielectric breakdown (TDDB). Their finding focused on comparing different
flop-flop architectures and their susceptibility to ageing effects. This would then be
used to select the most appropriate structure of a flop-flop for a specific application.
Regardless of the number of flip-flops per ASIC, one flop-flop degrading beyond the
threshold timing, the entire system timing may be affected. NBTI-induced degrada-
tions change the flip-flops setup and hold time, and then this will tighten the setup/hold



Chapter 5 An Application-Level BTI Ageing Mitigation Technique for Flip Flops and
Register Files 75

timing constraints in the design. Current techniques for mitigating the ageing effects

on the flip-flops include sizing the transistors [98].

The setup and hold times depend strongly on each other. Typically, the setup time
decreases as the hold skew increases and vice versa. Similarly, the hold time decreases
as the setup skew increases and vice versa. The trade-off between setup and hold skews
and the hold and setup times is an important consideration in flip-flop design. With
ageing degradation, the setup and hold time may change with time and may lead to
timing violations that will result in system errors. Using the HSPICE bisection tool to
measure the setup time (see Figure 5.3) which the signal names are as these shown in
the schematic representation of the D type flip flop used in 90nm Synopsys technology
shown in Figure 5.4. Thus, if the degradation accumulated from the combinational part
with the propagation delay of the flip-flops is exceeding the given slack, we will have
setup time violation (see the too late input signal on input “data”, Figure 5.3). Using
MOSRA Level 3 [60] to evaluate both BTI and HCT effect of the flip flop propagation

delay and setup time.

Bisection is an optimisation method that uses a binary search method, to find the value
of an input variable (target value). This variable is associated with a goal value of an
output variable. Bisection could be used as an iterative analysis tool to define violation
specification of the flip-flops by characterising the cell and finding early, optimal and
late setup (or hold) times of the flip-flops. In Synopsys HSPICE, this can be achieved
using the Bisection tool. Figure 5.2 illustrates how bisection method works by fixing
one signal at T (clock signal) and varying the second signal at T} (data signal) until
it generates the setup time that represents the latest time that a data change could
generate a valid output. Otherwise, it is too late and may generate an invalid output

from the previous state of the input signal.

Firstly, the BTI effect has been analysed considering its effect on the flip-flop propa-
gation time that represents the time degradation of the transition of the signal from
clock active edge to the output Q or QN of the flip flop. This usually represents the
starting or the ending of the critical path delay and represents a subset of the total
delay of the combinational logic circuit. Using MOSRA, the flip-flop has been stressed
using three states as shown in Figure 5.5 and measured two transition for each state
considering the rising and falling of the Q signal (see Figure 5.4). It is clear that when
we have unbalanced signal probability that tends to be always one (e.g., SP(0,D), the
signal probability of the D input to be zero = 1%!) or tend to be zero must of the time
(e.g., SP(0,D), the signal probability of the D input to be zero = 99%), the degradation
would be the greatest on one of the falling or rising propagation delays. Meanwhile,
when we have balanced signal probability on the D signal (e.g., SP(0,D) = 50%), the

INot 0% because at least there is one transition to be not a constant value. also we need at least
one transition to measure the propagation delays; the same with 99%
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Figure 5.2: Determining setup time with bisection violation analysis from Syn-
opsys HSPICE [99).

propagation delay for the rising and falling delays would increase equally (for a 10-year

simulation period, this is about a 6% increase in the propagation time of the flip-flop).
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Secondly, the flip-flop setup time has been analysed to find the effect of BTT degradation
considering balanced signal probabilities on the D input signal and the two extreme
states of 99% and 1% of the signal probabilities. We used MOSRA Level 3 for circuit
degradation and bisection HSPICE method for measuring the required setup time with
the change of CMOS threshold voltage due to ageing. Although, the percentage increase
in the setup time reached 25% of its initial setup time when the input D’s signal
probability is mostly 99%. However, the percentage of setup time degradation with
the critical path degradation is negligible as adding additional slack could mitigate the
problem of the required setup time increasing due to ageing. Moreover, if the balancing
solution adopted at the combinational critical path also considers the D signal of the
flip flop then the circuit would suffer less from the setup time increase, as shown in
Figure 5.6.
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Figure 5.6: Increasing the required setup time by time versus different signal
probabilities on the input data

Thirdly, the number of transistors on the flip-flop shown in the Figure 5.4 is 26, of
which 12 are biased to the clock signal CLK (CLKN or CLKP) as this signal is an
inherently balanced signal with 50% signal probability. Thus, considering HCI effects
along with the BTT effects is crucial for identifying the prominent effect of ageing in the
flip-flop circuitry. Figure 5.7 shows that the falling propagation delay from the clock
to the Q signal where the degradation reaches 20% from the initial delay is the worst
case when the input D’s signal probability of being zero is 99%. In the same trend
for the rising propagation delay as shown in Figure 5.8 with the worst case when the

input D’s signal probability of being zero is 1%. However, balancing signal probability
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for the input D of the flop-flop generates balanced degradation between the two worst

cases for the falling and rising propagation delays.
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Figure 5.7: The effect of BTT and HCI on the falling delay of the flip flops
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5.3 Ageing in SRAM cells

The symmetric nature of the typical 6-transistors SRAM circuit shown in Figure 5.9
makes part of it to be always under stress. Considering the most prominent cause of
ageing which is NBTI, the device could be under stress when it is negatively biased and
has a high temperature. For example, when a cell stores a ‘1’ state, node Vg should
retain a high voltage higher than its threshold voltage to represent ‘1’ and that makes
Ms and My positively and negatively biased, respectively. This would make Vi to
retain the complement state of Vi to have ‘0’ state. Thus, any device-level degradation
would manifest itself as read sensitivity in the the memory cell. However, read or write
latency are not considered to be the most harmful effect of ageing on the SRAM cell
[100, 101]. The main parameter that is affected by ageing is the static noise margin
(SNM) [100, 101, 102] .
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Figure 5.9: 6-Transistors SRAM cell

SNM is defined as the minimum voltage required to change the state of the SRAM
cell [103]. The graphical representation of the SNM is shown in Figure 5.10 and is the
maximum square that fits between the inverters characteristics in the SRAM cell. In
[100], from the basic transistor level of the SRAM circuitry, the threshold voltage has
been measured for the 100nm and 70nm technology sizes. The results in Kumar et al.
[100] show that both read and write delay are not reduced over time which means that
NBTI degradation would not negatively affect the speed of reading/writing from/into
the SRAM cell. However, the minimum voltage for state inversion is reduced, which
puts the reading stability at risk, and which can potentially produce failure at the
higher level of abstraction. Due to the symmetric structure of the SRAM circuit, there

is at least one inverter under stress with negative BTI and the other one under positive
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BTI. Thus, the best zero signal probability is 50%, which ensures that both sides of
the SRAM circuit are balanced [102].

Normal

———  With Ageing

V. (volt)

Vi (volt)

Figure 5.10: Static Noise Margin

5.3.1 Register File BTI Mitigation Techniques

In this section, existing ageing mitigation techniques for register files will be presented.
In [100], periodic bit inversion has been proposed using hardware and software ap-
proaches for balancing the signal probability inside an SRAM array to have zero signal
probability equal to 50%. For the hardware approach, additional physical circuitry
and control signals are used. However, this additional hardware could be also under
stress and affected by ageing. For the software solution, they proposed that on specific
days to have always inverted instructions before storing and after reading any data.
However, exhaustive usage of inverter instructions would increase the processing time

and will defeat the purpose of shrinking technology to have faster devices.

In [102], the register file or 6-transistor SRAM circuit has been studied for mitigating
the SNM degradation and the work have focused on the register file component as it

has no specific patterns of stress in the SRAM array (bit level or register level). So,
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register and bit level rotation has been proposed to avoid keeping one register or one bit
within that register to be stressed by a dominant stored state (‘0’ or ‘1’). However, the
main drawback of this technique is to consider that all the registers within the register
file have the same operating system privilege and usage, while in practice, there are
registers dedicated for the operating system kernel that have values cannot be updated
or moved. Otherwise, they could could activate/deactivate interrupt bits and lose the

current context of the program.

Another work, Abella et al. [89], that dealt with a generic strategy for processor NBTI
mitigation in the register file, proposes to have shadow registers that carry the inverted
value of the original register file and update the original register with the values from
the shadow register for 50% of the operation time to obtain 50% zero signal probability.
Although this technique ensures that the stress among the cells of the register file is
balanced; however, the shadow register file would be under stress as well. To avoid
stressing the shadow register file, the original values need to be swapped with these
shadow values. However to implement the swapping operation, a temporary physical

unit is required and this could tripling the hardware overhead.

5.3.2 Case Study: ARMvV7 Register File

We use the GEMb5 simulator to simulate the data distribution on the register file of
an ARMvT7 by running a number of the MiBench benchmarks from different applica-
tions. The benchmarks are “hello world”, “basic math”, “jpeg”, “typeset”, “dijkstra”,
“patricia”, “gsot”, and “fft” that represent applications from image processing, signal
processing and mathematical operations. For each benchmark, the bit probability of
each core register in the simulated processor has been collected, and the probability
of the bit of being zero has been computed, as illustrated in Figure 5.12. Although
most of the high significant bits of most of the registers in the register files tend to be
a ‘0’ state; however, running one application is not enough to conclude that it is true
for most of the time. Therefore, we run a suite of applications to obtain the average

distribution of data and find the area that are common to be either one or zero.

From the data collected, an area or bit state classifier has been used to find the tendency
of each bit in the register file. One thing we need to consider is that these registers are
not always controllable by non-privileged user programs. Therefore, the first step is to
identify the stressed bits (i.e., the bits that tend to be always ‘0’ or always ‘1’ or in our
case, we have considered that having probability of a bit being zero either less than
30% or greater than 70% as stressed and any thing else as not stressed because the bits
not tending to the extreme stress). Figure 5.13 shows the probability of a bit being zero
for a few benchmarks from MiBench and their average distributions. Furthermore, the
percentages of stressed bits in the ARMvT register file are more shown in Table 5.1.

After classifying the register bits between these that needs to be reversed or not, an
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anti-ageing program needs to be run to relax the stressed bit. For this purpose, and to
prove the concept, a reverse stress (anti-ageing program that writes complement values

to that found in the analyses phase on the register files) is needed.

Figure 5.14 shows how interleaving the “Hello World” (stressed program) with the
reverse_stress (anti-ageing program, that propagate the reverse pattern to the general
propose registers R1 to R12, See Figure 5.11) can relax up to 67% of the registers in
the register file. For optimisation purposes, the instructions of the anti-ageing program
could be interleaved with the stressed program at the time that these registers to be
controlled are not in use but to be considered from data hazards that could be happen

while trying to reverse the stress.

# Stimulate the reverse patterns to the register RO
: MOV r0 ,#0x0000

1 MOVT r0 ,#0xFFFO0

5 MOV r0 ,#0xFFFF

6 MOVT r0 ,#0xFFFF

7 # here we have propagated the reverse patterns to RO

w N

8 # Stimulate the reverse patterns to the register Rl
9 MOV r1 ,#0x0000

10 MOVT r1 ,#0xFFF0

11 MOV rl ,#0xFFFF

12 MOVT r1 ,#0xFFFF

15 # Stimulate the reverse patterns to the register R12
16 MOV r12 ,#0x0000

17 MOVT r12 ,#0xFFF0

18 MOV r12 ,#0xFFFF

19 MOVT r12 ,#0xFFFF

Figure 5.11: Anti-ageing program for balancing BTI stress on ARMv7 register
file.
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Figure 5.14: Balancing signal probability of the register file. Some of the gen-
eral purpose registers are not propgated with the anti-ageing patterns because
they are used during the task initialisation by the system.
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5.4 Conclusion

This chapter has focused on the problem of ageing on flip-flops and register files. For
flip-flops, the BTT and HCI effects have been analysed, and we find that balancing the
signal probability of the input signals reduces the BTI stress, which will consequently
reduce the setup and propagation time degradations. However, the HCI is more promi-
nent due to clock signal transition activity. The anti-ageing solution presented in the
previous chapter could mitigate the BTI effect on the flip-flops, but to mitigate the
HCI, already-existing dynamic power optimimisation techniques (e.g., clock gating)
are needed. For the register file, the analysis of the workload effect on the degradation
behaviours was conducted by implementing programs from the MiBench benchmarks.
We find that SNM (read sensitivity) varies from one area (group of bits or registers)
to another making particular registers or bits in that register to be in a more stressed
state than others. Finally, a non-intrusive and technology-independent solution has
been implemented for the register file by using a balancing stress program that could

relax the stress on the register file by up to 67%.



Chapter 6

Learning-Based BTI Stress
Estimation and Mitigation in

Multi-core Processor Systems

In the previous chapters, the workload-based stress analyses, and associated ageing
mitigation techniques, on the single core processor system have been presented. This
chapter will use a multi-core processor system for mitigating the ageing effects by
considering the power and temperatures of the cores. Previous work in the literature
has mainly focused on modelling the ageing behaviour at the device level and developing
ageing sensors for on-line delay detection at the system level. In this chapter, we
will present a method to estimate the ageing stresses (e.g., temperature, ageing-stress
activity etc.), rather than modelling ageing (i.e., performance degradation) itself. The
essence of the proposed approach is to proactively estimate and minimise the ageing
stress at the system level by adjusting frequencies and utilisations of cores. The model
of estimating ageing stress is constructed using machine-learning algorithms based on
artificial neural networks, relying on application-specific data extracted from high-level
workloads (e.g., parsec and splash2 benchmarks). The problem of estimating stress from
discrete data collected from real or simulated system is a regression problem that could
be modelled using machine learning techniques that have minimum approximation error
[104]. Our experimental analysis, performed on a four-core Xeon X5550 processor
indicates that the proposed model is capable of identifying the cores that are most
susceptible to ageing stress with less than 0.1% error and is able to proactively reduce

the ageing stress by 50%.

90
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6.1 Introduction

To achieve high performance and energy efficiency, multi-core architectures are used
widely in modern computer systems. When multi-core architectures are powered by
batteries, reducing the power consumption is crucial, since an energy-efficient design
means slower depletion of batteries and results in lower chip temperatures that in turn

improve performance and reliability.

With the increasing susceptibility of logic cells, memory and interconnections to time-
dependent degradations, especially at smaller technologies, an adaptive proactive relia-
bility management approach is needed. Multi-core processor systems, like other digital
devices, are affected by ageing, more specifically by BTI, as the system performance
degrades over time due to the change in the physical characteristics of the opera-
tional transistors. Ageing models are either hard to simulate for the whole system, or
the model’s inputs are hard to predict during the design stage of the digital system.
Therefore, an adaptive proactive solution is vital to minimise the factors that could
worsen the ageing effects, which is more useful than simply predicting the lifetime of
the chip.

In this chapter, we will focus on two factors that lead to BTI stress: idleness and
temperature. As BTI is partially recoverable [105], the target is to increase the period
of recovery instead of keeping the state of the system unchanged (i.e., idle or stati-
cally negative/positive biased). If we do not consider the spatial and temporal effect of
temperature, the high temperature does not occur in the idle state. In single-core pro-
cessors, it is rare to have both idleness and high temperature occur at the same time.
However, in multi-core processors, ageing is accelerated with increased temperature,
especially during the idle state. This could happen in the case of increased tempera-
ture from a previous non-idle state, or when temperature is transferred from adjacent
locations (see Figure 6.1). We will focus on the spatial effect of temperature and its

effect on BTI-induced degradation in multi-core systems.
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Figure 6.1: The effect of temperature on an idle core
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The main objective of this chapter is design a model to predict the ageing stress on
the multi-core processor systems and use this model to mitigate the high-level stress

by regulating the core frequencies based on proactive ageing stress prediction.

6.2 Multi-core Power Model

Saving power means reducing the temperature, which in turn reduces the ageing stress.
Modelling power could be used for different reasons including estimating the system
efficiency or to optimise the energy and reliability of the system. In general, the source
of power consumption is classified either as dynamic power, which occurs as a result of

transistor switching, or static power, which is dissipated even when the system is idle.

The first source of total power consumption is from the dynamic power consumption,

which is defined at the transistor level as follows:
denamic =a-CL- Vd2d - F, (61)

where « is the switching activity of the transistor, Cf, is the total load capacitance, Vyq

is the supply voltage, and F' is the clock frequency.

The second source is the static power consumption, which is defined at the transistor

level as follows:
Pstatic = Vdd . Istatic = Vdd . (Isub + Igate))» (6'2)

where Igatic 1S the current that leaks through the transistors during the idle state. The
static current is negligible for technology sizes above 100 nanometres [106]; however,
with the increasing market demands for higher chip densities, the static power con-
sumption is now becoming significant. The main components of the static current are
subthreshold drain current, which is the current that leaks between the source and drain
of the transistor when the transistor is in the subthreshold or off region, and gate-oxide
current, which is the current that leaks between the gate and oxide insulation [106].
With high-+ technology, gate capacitance is increased, which makes gate-oxide leakage

current negligible [107].

However, for multi-core systems, the power cannot be simulated using the simplified
models presented in (6.1) and (6.2) [108]. Instead, and with the help of performance
counters, the instruction per cycle (IPC) per cores could represent the activity rate
or the utilisation of the core that defined as the number of instructions executed and
committed per clock cycle. Therefore, similar to [109] and [106], we test two models
using non-linear and linear relationships between the core switching activity and its
IPC for modelling dynamic power in multi-core systems and compare the results. The
dynamic power can be estimated using a given IPC (which implicitly captures the

switching activity and idleness) and clock frequency. To accurately compute the total
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power, we need to consider the static power as well, which can be computed for a given

temperature, supply voltage and threshold voltage.

Power data could be collected from physical or simulated processor to extract the
dataset for modelling the power using either non-linear regression (e.g., Neural Net-
work) or linear regression machine learning methods depending on the output data is
linear or non-linear dependent with the input data. The dataset that contains the input

and the target power for the model is defined as follows:
Data : { X, Y}V, (6.3)

where X, is the input data that includes: frequency (f), supply voltage (V4) and the

IPC for each core, c. The input data can be represented mathematically as follows:
Xy {f, Vaa, IPC*}. (6.4)

Y, is the output data that represents the target power for each core, and is defined as
follows:
Y : {P2} (6.5)

The input and output data has been collected from simulated 4 cores processor using
simulation tool (Sniper Simulator [110] and McPAT [111], defined in Appendix E) that
allows us to define the configurations as presented in Table 6.1. We considered to
model the nominal, minimum and maximum corners for the Xeon x5550 Gainestown
x86 microprocessor. Examples of the IPC and power consumption for the cores of the
Xeon multi-core processor running Black-Scholes benchmark are shown in Figs. 6.2 and
6.3 respectively. In Appendix C, the complete input and output data collected from
running various benchmarks from parsec and splash2 available in Sniper multi-core

simulator.

Table 6.1: Xeon processor settings

Parameters Settings
Frequency 2.66, 3.06, 1.7 GHz
Vdd 1.2,0.85, 1.5V

Technology node | 45nm

Area 42.5mm x 45mm

Number of cores | 4




Chapter 6 Learning-Based BTI Stress Estimation and Mitigation in Multi-core

Processor Systems

94

Figure 6.2: TPC traces extracted from running Black-Scholes benchmark on

simulated Xeon multi-core processor.
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Figure 6.3: Power traces extracted from running Black-Scholes benchmark on
simulated Xeon multi-core processor. Core0 is in an idle state while other cores

are executing processes.

/ core 0



Chapter 6 Learning-Based BTI Stress Estimation and Mitigation in Multi-core
Processor Systems 95

Two techniques are employed to model the power consumption. The data and the
MATLAB code is provided in appendix C.

Firstly, we use a non-linear modelling method based on a neural network that are
able to use priori information hidden in data. The process of extracting these hidden
information is called “learning” [112]. Feed-forward neural network is used because
relationship between the input and output data is forwarded from the input to the
output data (no loop needed as a feedback from the output data). In our case, data
extracted from executing parsec and splash2 benchmarks on a Xeon 4-core processor
into the training phase of the machine learning. Using a neural network consisting of
20 hidden layers' and four output layers (one for each core) estimates the power with
least mean squared error (MSE?) of 4.67% (see Figure 6.4).

Secondly, we model the power using linear regression to obtain the weights and bias of
the model as follows:
Payn =V [+ (w-IPC+1), (6.6)

where w and b are the model parameters that represent the weight vector and bias of
the linear regression parameters to be determined. The least mean squared validation
error is 1.76% which is better than that found using feed-forward neural network. To
measure the uncertainty of the estimation (i.e., the standard deviation or how a new
unseen data fed into the network affects the estimation performance), we use a cross-
validation method, which divides the training data into N folds and trains the system
using N — 1 folds. The remaining one fold is used for testing, and is unseen during
training. For example, if we have data set of 8000 samples and N is 8, we will have eight
folds each of 1000 samples. A cross-validation method allows us to traverse the whole
data for training and testing while validating data that was not fed during training
phase [113]. Figure 6.5 shows the mean squared error with eight different validation
folds to have only one validation fold has mean squared error greater than the one

obtain using neural network.

6.3 Multi-core Thermal Model

The thermal model extracted for our multi-core system is based on compact thermal
modelling presented in [114, 115]. This method for modelling the temperature attempts
to reduce the complexity of the lower level of abstraction and achieve a high level of

accuracy. For temperature modelling of multi-core systems, we have used the same

!Neural Network (NN) hidden layers try to convert the non-linear relationship into linear relationship
to the next layer; NN size defines the performance of the modelling but increasing the size into a limit
which will see a slight performance improvement; in our case, any network size greater than 20 produced
the same result as 20 network size.

2MSE is defined as the average of squared differences between the target (desired) vector and the
estimated output vector from the model.
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Best Validation Performance is 4.6772 at epoch 7
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Figure 6.4: Prediction error using feed-forward neural network training; X axis
(Epochs) represents the number of times that all training set are used once to
generate new weights for the neural network layers.

technique used in [116] and [115] by dividing the chip into cubic temperature cells
of silicon and copper layers. Thus, given the floorplan of the multi-core system, the
thermal model of the cores and core units could be represented by one or more thermal
silicon cells. The thermal model has been extracted based on cell conductances and
capacitances as calculated in [114], and the cell geometries (height, width and thickness)
for the silicon and copper layers, which are extracted from the chip layout. From the
equivalent RC model, the temperature can be modelled from the power consumption

and the layout of the chip using the following equation:

Tk +1] = Tk + 3 aiy(Tik] = Tk) + GiPilk], (6.7)
VieAdj;

where T;[k] and P;[k] are the temperature and power consumption of the cell, i, at time
step k respectively. a; and 3; are constants that represent the thermal characteristics
of the chip which could be extracted as in [114]. Adj; is the adjacency matrix of the
cell 7 that represents the spatial thermal transfer between the cell 7 and its adjacent
cells. In Appendix D, the MATLAB code for simulating the multi-core thermal model
is presented. Figure 6.6 shows the change of the simulated temperature with the change
in the power of the corresponding core and its adjacent cores. The input power could

be regulated dynamically by adjusting the frequency of the core from a higher-level of
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Figure 6.5: Prediction error and uncertainty using linear regression and cross
validation. Prediction errors is changing with changing the validation data
(uncertainty).

abstraction (e.g., the operating system) by scaling the frequency of the cores. However,

this lowers the temperature of the core but incurs a timing overhead.

6.4 Multi-core Ageing Stress

In dynamic power management, the different states of the processor are utilised to
optimise the power consumption by putting an idle core or processor into a low power
state. We showed in chapter 4 that the BTT stress is worsened when the processor is in
an idle state (i.e., static BTI to have one node at the gate level statically stressed with
NBTTI and another with PBTI). The processor is described as idle when it is powered on
but has not been utilised by any useful program. During the idle state, most operating
systems run a no-operation instruction in a loop and assign the lowest priority to this
task. Therefore, when the processor is “idle”, it means that the processor is not actually
switched off, power-gated or off-lined. The implication is that the core could be under
stress from an ageing perspective. A simple solution like aggressive off-lining could
increase the power consumption [117]. The processor could be forced into an idle state
by using the clock gating technique for dynamic power reduction in which the clock

is disabled for the flip-flops and registers when a high-level signal is enabled. In the
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Figure 6.6: Simulated temperatures from the input power of the multi-core
system.

literature [118, 119], the idle state has been shown to have a negative impact on the
leakage current and power, while it is not considered as a factor that may jeopardise the
reliability of the system. The key issue in multi-core systems is that one core could be
under static BTT stress (idle) and simultaneously having high temperature generated
by adjacent cores. For example, we have simulated the case of idle core as an zero
input power to the thermal model (Appendix D) as shown in Figure 6.7, core 2 has no
workload (i.e., it is idle) while its adjacent cores are running and processing workloads.
As a result, the average temperature of the idle core is affected by the fluctuation of

the temperatures of its adjacent cores.

The ageing stress from the BTT perspective at the system level is affected by electrical
stress (static stress with idle state) and thermal stress (temperature) as shown in Fig-
ure 6.8. Thus, the overall stress is represented as an average stress between the idleness
(e.g., implicitly in the input power) and the temperature at the system level to model

the margins of stress and named as “normalised data”?.

3e.g., when “normalised data” equals ‘1’, it means that the stress is maximum, which occurs when
the temperature is at the highest level and the core is in the idle period. When “normalised data” equals
to ‘0’, it means that the stress is minimum, which occurs when the temperature is at the minimum
level while the core is not in the idle state. The stress has been normalised to be between ‘1’ and ‘0.



Chapter 6 Learning-Based BTI Stress Estimation and Mitigation in Multi-core

Processor Systems 99
Input Power
301
= b 2= = 2 a i — — corel
= 1 T [ | i 1 13 r | [ | d
L. | I S| | | || —#—core3
T L | bt | -*!’--é'—'-?-*if-#-i--?--é-i | oored [
I | | ! | . I | 1 |
§ 10 I i l b e b 9—{‘*—4 -'fl-.‘.-‘- P ¥ ;-:-;--.‘:'—-}.!d;h..!--l = i

1] 5 10 15 20 25 30 35 40
Time [s]
Output Temperature
340 - - ~ i
$ \ ! 4 — — corel
51 330 ool B
£ —#— core3
= cored
= L
= 320 B
N
310 . i
35 40

Figure 6.7: Simulated temperature with the effect of idleness of the cores.
Core2 is in an idle state but its corresponding temperature is effected by its
adjacent cores.

6.5 Proposed Technique

The aim of this section is to reduce the ageing stress not the ageing-induced degradation.
The ageing stress model is used to adaptively adjust the workload in order to lower
the ageing stress. A simple solution for BTI stress reduction on the stressed core is to
swap the core priorities for running an application in order to avoid having one core
always under BTI stress and another not stressed. Although it is possible that one core
could be relieved from a continuous static stress*; however, the overall stress may not
necessarily be reduced if the swapping activities and the new scheduling produce the

same stress as in the unmitigated scenario.

A proactive approach is proposed to reduce the temperature and idleness in a multi-
core system. The technique consists of two phases as shown in Figure 6.10. The
temperature of the stressed core is reduced by dynamically adjust the frequency of the
adjacent cores and the idleness is reduced by replacing idle process with an activity of

low power consumption.

4This is illustrated in Figure 6.9. At time 20 seconds, the activity has been migrated from core 2
to core 3, which swaps the idle core with the core under the BTI stress.
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Figure 6.8: System-level simulated BTI stress from core temperatures and
activities. The input power represent the activity and idleness of the cores;
BTTI stress represents the average effect from the electrical stress (idleness)
and the thermal stress (core temperature).

The first phase is done offline to model BTI-induced stress at the system level of the
multi-core system. The model does not predict the delay or the overall performance
degradation of the core; instead, it predicts the input stress that could put the core
under the BTT ageing effect. As mentioned earlier in Section 6.1, ageing stress at the
system level is affected by two factors: idleness and temperature. Thus, the model
should predict these two factors for each core based on the input workload. The pro-
posed ageing stress model needs a profile of inputs of workload sets and outputs of
temperature and idleness period in order for each core to be learned. This profile can
be collected by running a range of programs from standard benchmarks on a physical or
simulated multi-core system. After collecting the profile data, a neural network could

be used to model the stress because its ability to model the non-linear behaviour of
data.

The second phase of the proposed technique is done on-line by adaptively responding to
the ageing stress and feeding the estimated stress to the frequency regulator proposed
in [120, 121, 122, 123] that in turn dynamically adjusts the frequency of the adjacent

cores so as to lower the temperature of the core under stress.
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Figure 6.9: Migrating activities from core 2 to core 3.

6.6 Experimental Setup and Simulation Results

To model the ageing stress as a first phase of the proposed technique, the power and
idleness are collected using the Sniper Simulator [110] and McPAT [111] from the
simulated four-core processor, Xeon x5550 Gainestown, having a standard floorplan as
shown in Figure 6.11. These open source tools installed and run on linux Ubuntu 14.04
to simulate The IPC and the power per core according to the configuration presented
in Section 6.2. The temperatures and ageing stress per core have been calculated as

presented in Sections 6.3 and 6.4, respectively.

Figure 6.12 shows the calculated temperature and ageing stress for parsec and splash2
benchmarks. This ageing stress indicator has been trained using a feedforward neural
network that have ability to produce accurate output on data outside its seen training
set [112]. The Figure shown in 6.13 with a network size of 10 (i.e., in our case, increasing
the network size would not improve the estimation performance), obtained from feeding
the temperature and the power consumption per core as training set into the machine
learning, which implicitly provide estimates for the workload and idleness. Therefore,
the ageing stress models the temperature and combines it with the idleness to generate
the normalised ageing stress per core. The estimated ageing stress was found with
mean square error of less than 0.185 x 1072 for the test dataset (see Figure 6.14).

Every training round (epoch), the data is divided into three equally data sets (training,
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Figure 6.10: The proposed technique.

validating, testing data sets). Data is selected randomly from the data given to be used
as a training set during the training phase to find the weights (w) and the bias (b) for the
hidden and output layers. The validation set is used to select the training parameters
and test set that are used to measure the performance characteristics of the neural
network and needs to be unseen during the training phase. Regression (R) has been
obtained for each of the datasets for the estimated output to the target as shown in
Figure 6.15.

The stress model is generated to estimate the ageing stress proactively, and a frequency
regulator is used as the second phase of the proposed technique to adjust the core
frequencies for a predefined ageing-stress threshold. In our case, the ageing stress
threshold is defined to be 80% (compromising value with the time overhead). In this
case, The time overhead is 11.12%, which prevents the ageing stress from going over
80% of its maximum value (see Figure 6.16 (b)). Further optimisation has been done
by replacing any idle period of the cores with an activity running at the minimum
frequency to reduce the ageing stress by more than 50% and having no timing overhead
(see Figure 6.16 (c)).



Chapter 6 Learning-Based BTI Stress Estimation and Mitigation in Multi-core
Processor Systems

103

Core #0 Core #1 Core #2 Core #3

L1-I (32KB) L1-I (32KB) L1-I (32KB) L1-I (32KB)
L1-D (32KB) L1-D (32KB) L1-D (32KB) L1-D (32KB)
L2 (256KB) L2 (256KB) L2 (256KB) L2 (256KB)
L3 (8MB)

tag-dir

dram-cntlr

Figure 6.11: Floorplan of the Xeon multi-core processor.
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Hidden Output

10

Figure 6.13: Feed-forward neural network; The input of the neural network is
the idleness and the temperature for each core (4 cores x 2 = 8 Inputs) and
the output is ageing stress per cores (4 Outputs); The hidden layers are re-
sponsible to transfer the relationship into linear by multiplication input vector
with weights (w) and adding with scaler value (b), finally, pass the results into
activation function (e.g, sigmoid) to limit the output between 0 and 1; Output
layers are responsible to limit the number of outputs to the required output

data (regression).

Best Validation Performance is 0.00018418 at epoch 19
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Figure 6.14: Ageing model performance. Every epoch (new training data used),
the training update the weights (w) and (b) of the neural network to fit the
generated outputs with the target outputs. Best performance is found when

the mean squared errors on the validation data is stop decreasing.
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Figure 6.15: Neural network regression of the estimated data to the target data
for the training, validation and testing data sets. (y axes) estimated outputs

(Y); (x axes) target outputs (T).
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6.7 Discussion and Conclusion

Current processors are designed to have temperature sensors. These temperature sen-
sors could be used to collect more accurate data and collect the the temperature profile
instead of using temperature simulators. However, the main purpose of this work is
to react to the stress proactively. Obtaining the current temperature using temper-
ature sensors could be useful but the solution would be reactive and after the core
or the processor must have been put under stress. Thus, it makes sense to predict
the temperature using a model rather than obtain it from the readings of temperature

Sensors.

It should be mentioned that estimating the ageing stress does not necessarily have
to be done using a feed-forward neural network, but it is also possible to use other
techniques. For example, the radial basis approximation [124, 125] has been used as an
alternative technique to the feed-forward neural network. The advantage of using radial
basis approximation is that the learning parameters (e.g., network size) do not need
to be defined, but it is not the best choice in terms of the approximation accuracy. In
Figure 6.17, which the target performance was defined based on the best performance
obtained from the feed-forward neural network from the unseen data. However and
during the training phase, it never reached for this target and the best performance
is 0.25 x 1073, Thus, feed-forward neural network has outperformed the radial basis
approximation to model ageing stress data. However, we are not trying to prove that
the feed-forward neural network is the best method to model ageing stress data but

only to prove that it is possible be trained with small estimation errors.

This chapter has proposed an ageing-aware mitigation technique at the system level for
multi-core processors. The technique consists of a learning neural network to estimate
the high-level ageing stress and then to use this network to adjust the frequencies and
workloads among the cores of the processor in a proactive way. The results of the
proposed technique show that the ageing stress could be controlled by a limit (e.g.,
80% on the whole system with 11.12% time overhead). This time overhead could be
utilised to replace any idle process with another activity to reduce the ageing stress to
the half.
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Chapter 7

Conclusions and Future Work

7.1 Summary

High level workload on application-specific microprocessors could be used to optimise
system reliability. High-level proactive methods that consider the real system data
inputs can make changes to the low-level device stress and can be used to reduce the
ageing-induced delays. Software methods have been used to mitigate ageing behaviours
on microprocessor systems. The software approach has been proposed for the units that

are considered to be data controllable.

The work described in this thesis has proposed technology-independent and non-intrusive
techniques for mitigating CMOS ageing on microprocessors. To accomplish this goal,
the workload has been analysed for identifying the real stress and its distribution on
the microprocessor units. In both combinational circuits and memory units, workload
data propagates as signal probability in the the lower level of abstractions making age-
ing stress. These signal probabilities have been extracted to be used for reversing the

stress and make the stress on the units balanced.

In chapter 3, a signal probability extractor has been developed ans used in two cases.
One to evaluate the timing critical path and second to build a library , which considers
the BTI-induced delay for aged circuits. The aim of this chapter was to extract the sig-
nal probability of the gate-level from the workload that was applied at the application-
level and shows that considering the 50% assumption of the primary inputs on the
gate-level could not be a good assumption as shown in the example of ageing-induced

technology library.

In chapter 4, we focus on the combinational logic circuit to develop a technique for
mitigating the BTI-induced delay. Using the signal probability extractor as presented in
the previous chapter, we analyse the data-dependent stress and propose two techniques

(software and architectural) for balancing the stress on the device-level of the processor.

110
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The results show that by balancing the stress on the timing-critical gates, the lifetime

of the processor can be increased to double its normal lifetime.

In chapter 5, we analyse the stress on flip-flops and SRAM-like circuits like the register
file. Due to property of the flip-flops that connect with highly switching signal of clock,
the HCI- along with the BTI-induced delays have been considered in the analyses. It
was found that for the flip-flop, the best technique for mitigating the ageing effect is
by balancing its data inputs with the combinational logic nodes as described in the
previous chapter. For the register file, an anti-ageing program was proposed to balance
the data storage in the SRAM cells using an anti-ageing program for mitigating static
noise margin (SNM) degradation. We note that the negative impact of ageing on the
memory units is not only on the performance but also on the sensitivity of reading from
the memory cell (SNM). The results shows that by applying anti-ageing patterns the
reliability of the register file can be improved by up to 65%.

Finally, chapter 6 analyses the impact of temperature on the ageing effect and how
ageing stress could be reduced pro-actively in a multi-core processor system. Firstly,
temperature and idleness data need to be collected from the real system or simulated
one. From an ageing preservative, the combination of idleness and high temperature
represents the highest possible stress on a processor core. Therefore, the next step is
to use this idle and temperature profile data to estimate the ageing stress using a non-
linear estimation model implemented as a neural network. After obtaining the model
off-line, we proposed to use the model on-line to predict the ageing stress on-line and
pro-actively adapt the frequency of the core for lowering the ageing stress based on the

workload assigned.
In conclusion, the contributions of this work can be summarised as follows:
e This work has developed a tool for extracting the low-level ageing stress from the
high-level workloads generated by an application.

e This work has proposed a software solution for mitigating the ageing effect on

combinational units and the memory units of the microprocessor system.

e Finally, this work has introduced a novel technique to reduce the ageing stress on

the multi-core processor system.

7.2 Future Research Directions

For multi-core processors, the available optimisation techniques to find the optimal
place-and-route that minimise area, power and temperature could be extended to in-
clude time-dependant degradations, as well as idleness and temperature. For example,

units having long idle periods, and which are timing critical, can be separated from
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the highly-active units, in order to avoid idle units from being subjected to high tem-
peratures. The main problem is that the data about the core or units inside the cores
and their idle periods can be only be available after fabrication and operation and the
aim is to find the optimal floorplan. Otherwise, complex simulated system is required
to have these data and re-optimise until optimal solution is found. If no such complex
simulator is available, specific units that inherently consider both active and hot (e.g.,
the flip-flops) or idle and critical (e.g., divider) units could be considered during the

optimisation process.

The motivation for the first research direction was to implement the work described
in chapter 4 of balancing BTI stress using software on the multi-core processor. A
multi-threaded anti-ageing program needs to be developed for multi-core processors.
As long as there is an idle core, and current core utilisation is not 100%, an anti-ageing
program could be assigned to the idle core to reverse the stress, and at the same time,

avoid BTI-induced stress.

Another possible future work is to use the software level to test the ageing degradation.
One of the techniques used to mitigate the ageing effects of BTI is dynamic wear-
out/NBTI management as presented in Chapter 2. This technique uses delay sensors
that usually need to be always active which in turn leads increased power consumption
and degradation over time. Ageing sensors need to continuously monitor the targeted
paths and should always be active whether the path delay is sensitised or not by the
applied data. Software-based solution could be used to support the ageing sensors
with an effective test phase by applying application-level test patterns to sensitise the
monitored paths. Activating ageing sensors is power consuming, and when there is no
alarm from the sensor, it does not mean that there is no ageing because path delay
propagation are data-dependent. Ageing test is possible by using high-level data to
sensitise the critical path, which makes the ageing sensors active only during the on-

line ageing test (this time could be during the idle time of the circuit).

Also, with the growing demand for Internet of Things (IoT) devices and application
specific integrated circuits (e.g., Antminer S9 Bitcoin mining processor), studying user-
behaviour, by collecting data on-line, could be used for future design optimisations. To
implement this, big data techniques will be required to give meaning to this data in
order to enable it to be used in predicting future stresses on the system. Ethical issues
are important as well and need to be considered with such techniques and people data
need to be taken with permission, otherwise, technology could breach human data

privacy.



Appendix A

VCD and SP(0)

A.1 VCD Example

The following code is an example of VCD file that generally consists of two parts:
header section to define signals and command section to define the values of the signals

in sequence of time stamps.

$scope module buffer8 $end

$var wire 8 al data_bus [7:0] $end
$var wire 1 $ data_bus_valid $end
$var wire 1 J, enable $end
$var wire 1 & rx_enable $end
$var wire 1 ’ tx_enable $end
$var wire 1 ( empty $end
$var wire 1 ) under_run $end
$upscope $end

$enddefinitions $end

#0
al11000010 a1l
0%

1%

0&

17

0(

0)

#2211

b0 al

0’

#2296
al000 a1l
1$
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#2302
0$
#2303

A.2 SP(0) Generated File

This is the resulted SP(0) file of the above VCD example.

MODULE= buffer8

SP(0) of the net data_bus[0]=100%
SP(0) of the net data_bus[1]1=3%
SP(0) of the net data_bus[2]=100%
SP(0) of the net data_bus[3]=99%
SP(0) of the net data_bus[4]=100%
SP(0) of the net data_bus[5]=100%
SP(0) of the net data_bus[6]1=3%
SP(0) of the net data_bus[7]=3%
SP(0) of the net data_bus_valid=99

SP(0) of the net enable=0Y%

SP(0) of the net rx_enable=100Y

SP(0) of the net tx_enable=3Y,
SP(0) of the net empty=1007%

SP(0) of the net under_run=100Y

END_SCOPE

A.3 VCD Scanner

The following code is the scanner part of the compiler which written for JFlex scanner

genertor inviroment for java [82].

generator.

this step will collect the tokens to CUP parser

/* This is the source code of VCD file lexer */

import java_cup.runtime.*;
Tt

%class Lexer

/* Cup compatibilityx*/
%hcup

/* Macros */

weg = " " I "\t" | "\I‘"l n\nn



Appendix A VCD and SP(0)

115

xz=(x | X1zl 2ZI0Il1)(['-\"]+

(bIB) (xIXlz|Z["0"["1")+

dec_num = [0-9]+

ml_comment = ("$"comment) ([!-\"I\n | \r | \r\nl)*("$"end)
date = ("$"date) (. [\n | \r | \r\n)*("$"end)

version = ("$"version) (. |\n | \r | \r\n)*("$"end)

vector = ("[") [0-9]+(":") [0-91+("]")

scalar = ("[") [0-9]+("]1")

identifier_code = ([!'-\"1)+

ho

bin_num

{ws} {return new Symbol(sym.WS,new String(yytext())); }
{xz} {return new Symbol(sym.XZ,new String(yytext())); }

{bin_num} {return new Symbol(sym.BIN_NUM,new
String(yytext())); }

{dec_num} {return new Symbol(sym.DEC_NUM,new
String(yytext())); }

"$"xxxdefinitions {return new Symbol (sym.ENDDEFNS,new
String(yytext())); }

{ml_comment} {return new Symbol(sym.ML_COMMENT,new
String(yytext())); }

{date} {return new Symbol(sym.DATE,new String(yytext()));

}
{version} {return new Symbol(sym.VERSION,new

String(yytext()));

{vector} {return new Symbol(sym.VECTOR,new String(yytext())); }
{scalar} {return new Symbol(sym.SCALAR,new String(yytext())); }
"$"end {return new Symbol(sym.END,new String(yytext())); }

"$"timescale {return new Symbol(sym.TIMESCALE,new
String(yytext())); }

"$"scope {return new Symbol(sym.SCOPE,new String(yytext())); }
"$"var {return new Symbol(sym.VAR,new String(yytext())); }

"$"upscope {return new Symbol (sym.UPSCOPE,new
String(yytext())); }

("#") [0-9]+ {return new Symbol(sym.0OCTOTHORPE,new
String(yytext())); }

"$"dumpall {return new Symbol(sym.DUMPALL,new
String(yytext())); }

"$"dumpon {return new Symbol(sym.DUMPON,new
String(yytext())); 3}

"$"dumpof f {return new Symbol(sym.DUMPOFF,new
String(yytext())); }

"$"dumpvars {return new Symbol(sym.DUMPVARS,new
String(yytext())); }

{identifier_code} {return new Symbol(sym.IDENTIFIER_CODE,new
String(yytext())); }
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A.4 VCD Parser to SP(0)

After obtaining the tokens from the scanner, the second step is to parse the VCD file

and generate a formal file named SP(0) using a parser generator CUP for java.

/* TERMINALS */

terminal BIN_NUM, DEC_NUM, OCTOTHORPE, XZ, VECTOR, WS, ML_COMMENT,
DATE, VERSION, IDENTIFIER_CODE, ENDDEFNS, END, TIMESCALE, SCOPE,
VAR, UPSCOPE, DUMPALL, DUMPON, DUMPOFF, DUMPVARS;

terminal String SCALAR;

/* NON TERMINALS*/

non terminal U, vcd_file, pattern, vcd_header, decl_command_list,
decl_command, end_defns, vcd_decl_date, vcd_decl_version,
vcd_decl_timescale, vcd_scope, vcd_decl_scope, vcd_decl_upscope,
scope_type,vcd_decl_vars, var_type, simulation_commands,
simulation_command, simulation_command_p, value_change_p,
simulation_keyword, simulation_time, value_change,
scalar_value_change, value, vector_value_change;

non terminal String identifier_code_all;

/* PRECEDENCES:

Associativity values: left | right | nonassoc

Precedences order : precedences that have been declared first have

lesser priority than the following ones */

/* Grammar starting symbol */

start with vcd_file;

vcd_file ::= pattern {: System.out.println("VCD file correctly

recognized\n"); :};

pattern ::= vcd_header
| simulation_commands {:
if (parser.found_scalar2==1)
parser.print_file("SP(Z) of the net

"+parser.nam+"="+(int)parser.sp+"/\n");

//parser.print_file((int)parser.sp+"\n");
//parser.print_file(parser.nam+"\n");
if (parser.found_vector2==1)
//print vector here with loop
{
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int i = parser.w;

i--;

while(i>=0){

parser.print_file("SP(Z) of the net
"+parser.nam+"["+(parser.w-1-i)+"]"+"="+(int)parser.sp_array[i]+"}\n");

//parser.print_file((int)parser.sp_array[i]+"\n");

//parser.print_file(parser.nam+"\n");

i-—;}
}
:}

/* HEADER */

vcd_header ::= decl_command_list end_defns
end_defns
::= ENDDEFNS WS END WS
decl_command_list ::= decl_command_list decl_command | decl_command

)

decl_command
::= vcd_decl_date {: System.out.println("data file
correctly recognized\n"); :}
| vcd_decl_version {: System.out.println("version file
correctly recognized\n"); :}
| vcd_decl_timescale {: System.out.println("timescale file
correctly recognized\n"); :}
| vcd_scope {: System.out.println("scope file correctly
recognized\n"); :}
| vcd_decl_vars {: System.out.println("var file correctly
recognized\n"); :}
| ML_COMMENT WS {: System.out.println("comment file

correctly recognized\n"); :}

vcd_decl_date
::= DATE WS
vcd_decl_version
::= VERSION WS

vcd_decl_timescale
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::= TIMESCALE WS DEC_NUM WS IDENTIFIER_CODE WS END WS

vcd_scope
::= vecd_decl_scope decl_command_list vcd_decl_upscope |
vcd_decl_scope vcd_decl_upscope

vcd_decl_scope
::= SCOPE WS identifier_code_all:S WS identifier_code_all:M WS END
WS // bypass the RESULT value from down

{:

parser.print_file("========SCOPE= " + S +"======== MODULE= "+M+"\n");
System.out.println("SCOPE= " + S +" MODULE= "+M+"\n");

3

vcd_decl_upscope
::= UPSCOPE WS END WS {:
parser.print_file("END_SCOPE\n");
System.out.println("END_SCOPE\n"); :}

/*COMMANDS*/

simulation_commands
::= simulation_commands value_change
| value_change

’

value_change
1= BIN_NUM:BN WS OCTOTHORPE:0C WS
{:
if ((0C.toString()) .equals(parser.searchSym))
{
parser.found_vector=1;
int w = parser.w;

parser.STR2 = (parser.delete_first_char(BN)).toString();

String alignedSTR= new String(parser.stringAlign(parser.STR2,w));
char[] charArray = alignedSTR.toCharArray();

w-—; // to start with w= 7 which is equal to [0]

while (w>=0)

{

if (charArray[w]==’0’) //stress
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parser.found_zero_array[w] = 1;
// this means between a timestamp
and a timestamp if there is no zero in the signal do not add

timestamp to the num of zeros above

//parser.num_zero_array [w]=parser.num_zero_array [w] ;

}

else

{
parser.found_zero_array[w] = 0;

}




Appendix B

3-dimentional Lookup Tables

This appendix shows the lookup tables (LUT) extracted for the main logic gates (INV,
NAND, NOR) for the 90nm Synopsys technology library. tr\C_load means the column
represents the input transition delay (picosecond) and the row represent the output
capacitance (femtofarad). the contain of the tables are the delays that changes with
the changes of input transition delay, output capacitance load and the signal probability
of the input SP(0).

B.1 Invertor gate (INVX1)

120
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B.1.1 Falling propagation delays table

SP(0)=0.01 SP(0)=0.6
tr\C_load 0 3.75 7.5 13 26 52 104 tr\C_load 0 3.75 7.5 13 26 52
16 5.4589 | 17.159 | 28.957 | 47.705 | 83.99 | 166.59 | 339.35 16 54728 | 17.042 | 28.942 | 47.691 | 83.931 | 166.53
32 8.1522 | 18.952 | 30.386 | 46.579 | 85.274 | 167.02 | 339.56 32 8.2228 | 18.968 | 30.368 | 46.538 | 85.225 | 166.96
64 0.67648 | 21.986 50.837 | 91.372 | 169.91 | 324.75 64 0.5433 | 21.696 | 33.946 | 50.685 | 91.265 | 169.73
128 20.975 57.461 | 96.503 | 177.31 336 128 -9.2306 | 20.436 | 38.044 | 57.157 | 95.762 | 177.1
256 17417 | 4 69.5 112.64 | 189.7 | 352.68 256 3.1307 16.72 | 42.906 | 68.904 | 112.33 | 189.54
512 -4.2075 | 31.712 | 66.654 | 128.92 | 220.12 | 373.79 512 -44.366 | -7.2744 | 29.32 64.874 | 128.09 | 219.96
1024 -69.631 | -54.923 | -12.701 | 90.981 | 235.67 | 426.36 1024 -87.372 | -80.044 | -61.812 | -15.817 | 90.397 | 234.35
SP(0)=0.2 0.7
tr\C_load 0 3.75 7.5 13 26 52 104 tr\C_load 3.75 13 52 104
16 5.4579 | 17.024 | 28.948 | 47.706 | 83.971 | 166.57 | 339.32 16 17.044 47.684 166.52 | 339.24
32 4.4659 | 18.956 | 30.377 | 46.566 | 85.259 167 | 339.53 32 18.97 46.533 166.95 | 339.47
64 0.19567 | 21.878 | 34.044 | 50.787 | 91.337 | 169.85 | 324.73 64 21.669 50.666 169.71 | 324.68
128 -9.1273 | 20.748 | 38.265 | 57.335 | 96.409 | 177.23 | 335.91 128 20.396 57.133 177.08 | 335.69
256 -16.879 | 17.18 | 43.428 | 69.299 | 112.54 | 189.64 | 352.62 256 16.632 E 68.828 . 189.51 | 352.49
512 -40.312 | -5.3748 | 30.726 | 65.967 | 128.6 | 220.03 | 373.75 512 -45.185 | -7.5658 | 29.048 | 64.705 | 128.01 | 219.92 | 373.66
1024 -71.599 | -73.042 | -57.324 | -14.029 | 90.538 | 235.14 | 425.95 1024 -109.35 | -81.382 | -62.594 | -16.029 | 90.458 | 234.25 | 425.38
SP(0)=0.3
tr\C_load 3.75 7.5 13 26 52 104 tr\C_load 0 26 52
16 17.028 | 28.944 | 4 3 | 83.958 | 166.56 | 339.29 16 5.4766 83.915 | 166.51
32 . 18.96 | 30.384 | 46.557 | 85.248 | 166.98 | 339.52 32 7.1888 . . 85.212 | 166.94
64 0.33031 | 21.813 34.01 50.754 | 91.314 | 169.82 | 324.72 64 0.54991 | 21.643 | 33.915 | 50.647 | 91.238 | 169.68
128 -9.1688 | 20.626 | 38.177 | 57.267 | 95.837 | 177.19 | 335.84 128 -9.2525 | 20.361 | 37.993 | 57.112 | 95.73 | 177.06
256 0.18695 | 17.029 | 43.263 | 69.175 | 112.47 | 189.61 | 352.59 256 5.87 16.541 | 42.693 | 68.753 | 112.25 | 189.49
512 -44.337 | -6.0619 | 30.08 65.571 | 128.41 | 219.98 | 373.72 512 -46.029 | -7.8381 | 28.788 | 64.544 | 127.93 | 219.89
1024 -101.02 | -75.311 | -58.847 | -14.741 | 90.393 | 234.83 | 425.75 1024 -92.053 | -82.733 | -63.356 | -16.205 | 90.543 | 234.16
SP(0)=0.4 SP(0)=0.9
tr\Cload 0 3.75 7.5 13 26 52 tr\Cload 0 3.75 7.5 13 26 52 104
16 5.4549 | 17.031 | 28.942 | 47.707 | 83.948 | 166.55 16 5.4792 | 17.051 28.94 | 47.667 | 83.906 | 166.5 | 339.21
32 1.3922 | 18.963 | 30.378 | 46.55 | 85.239 | 166.97 32 6.7932 | 18.975 | 30.356 | 46.521 | 85.205 | 166.93 | 339.44
64 0.4481 | 21.765 | 33.984 | 50.728 | 91.296 | 169.79 64 1.8657 | 21.617 33.9 50.626 | 91.223 | 169.65 | 324.66
128 -9.196 | 20.544 | 38.119 | 57.22 | 95.806 | 177.15 128 -9.2611 | 20.327 | 37.972 | 57.091 | 95.714 | 177.04 | 335.62
256 1.1021 | 16.912 | 43.129 | 69.071 | 112.42 | 189.58 256 7.9709 | 16.439 | 42.572 68.67 | 112.21 | 189.47 | 352.44
512 -45.379 | -6.5564 | 29.971 | 65.287 | 128.28 | 219.95 512 -46.985 | -8.1148 | 28.514 | 64.377 | 127.85 | 219.86 | 373.63
1024 -120.91 | -77.107 | -60.007 | -15.212 | 90.35 | 234.62 1024 -94.697 | -84.227 | -64.164 | -16.357 | 90.658 | 234.07 | 425.27
SP(0)=0.5 SP(0)=0.99
tr\Cload 0 3.75 13 26 52 104 tr\Cload 0 3.75 7.5 13 26 52 104
16 5.471 17.034 47.699 | 83.939 i 16 5.4859 17.06 | 28.928 | 47.651 | 83.889 | 166.48 | 339.18
32 4.3698 | 18.965 46.544 | 85.232 32 6.2046 | 18.981 | 30.348 | 46.509 | 85.191 | 166.91 | 339.42
64 0.53033 | 21.728 50.705 | 91.28 64 0.52788 | 21.575 | 33.873 | 50.587 | 91.195 | 169.6 | 324.65
128 -10.008 | 20.484 57.185 | 95.782 .18 35. 128 -9.2709 | 20.279 | 37.941 | 57.059 | 95.689 | 177.01 | 335.56
256 -18.476 | 16.812 68.983 | 112.37 | 189.56 | 352.53 256 13.912 15.61 1339 | 68.517 | 112.13 | 189.43 | 352.4
512 -43.527 | -6.9465 | 29.62 | 65.063 | 128.18 | 220 . 512 -48.845 | -8.5675 | 28.038 | 64.09 | 127.71 | 219.8 | 373.61
1024 -80.705 | -78.646 | -60.968 | -15.554 | 90.358 | 234.47 | 425.52 1024 -99.735 | -87.025 | -65.576 | -16.533 | 90.927 | 233.94 | 425.19
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B.1.2 Rising propagation delays table

SP(0)=0.01 SP(0)=0.6
tr\Cload 0 3.75 5 i3 26 52 104 tr\Cload 0 375 75 i3 26 52 104
16 S5SE+00 | 2.70B+01 | 1.61E+01 | 7.79E+01 | 1.35E+02 | 2.80E+02 16 9326100 | 3.07E+01 | 5.18E+01 | 8.86E+01 | L.58E+02 | 3135402 | 6.66E+02
32 1235401 | 3.24E+01 | 4965401 | 8.10E+01 | 1436402 | 2.73E.+02 32 T.37E+01 | 3.06E+01 | 6.07E101 | 9.06E+01 | 1.78E+02 | 3.06E+02 | 6.515+02
64 T.78E+01 | 4.07E+01 | 5.93E+01 | S.84E+01 | 1.4SE+02 | 2.88E+02 64 2.10E+01 | 4.53E+01 | 6.62E+01 | 1.00B+02 | L.75E+02 | 3.22E402 | 6.73E+02
128 T.OIE+0L | 5.55E+01 | 7.51E+01 | 1.02E+02 | LGOE02 | 2.80E+02 | 5.73E+02 128 2.95E101 | 6.25E+01 | 8.30E+01 | LI5E+02 | LOIE+02 | 3.37E+02 | .40E+02
256 3.80E+01 | 6.87E+01 | 9.80E+01 | 1.30B+02 | L.92E+02 | 3.27E+02 | G.04E+02 256 5.9IEF01 | 7.82E+01 | L.I0E+02 | LHB+02 | 2.16E+02 | 3.67E+02 | T.02E+02
512 9.98E+01 | 1.22E+02 | 1.A9E+02 | 192402 | 2.65E+02 | 3.86E+02 | 6.20E+02 512 1365402 2.02E102 | 2.24E+02 | 2.006+02 | 1.20E+02 | 7326402
1024 | 1.52E102 | 1.02E+02 | 1.8IE102 | 250502 | 3.64E+02 | 5235402 | 7.68E+02 1024 | L.8GE+02 2.52E02 | 3.13E+02 | 4.26E102 | 5.88E+02 | 8.78E+02
SP(0)=0.2 SP(0)=0.7
tr\C_load 0 3.75 75 i3 26 52 104 tr\C_load 0 75 i3 26 52 104
16 S82E+00 | 2.80E+01 | 4.79E+01 | 8.135+01 | 1.40E+02 | 2.00E+02 | 5.60E+02 16 9.43E+00 52701 | 9.01E+01 | 1.61E+02 | 3.18E+02 | 6.78E+02
32 T27E+01 | 3.37E+01 | 5215401 | 8A0E+01 | 1.51E+02 | 2.83E+02 | 6.02E+02 32 TA0E+01 | 3.72E+01 | 6.20E+0L | 0.20E+01 | 1.82E+02 | 3.11E+02 | 6.61E+02
64 T8SE+01 | 4.22E+01 | 6.14E+0L | 9.22E+01 | 1.56E+02 | 2.08E+02 | 6.16E+02 64 2.T4E101 | 4.60E+0L | 6.72E+01 | 1025402 | L7SE+02 | 3.27E402 | 6.84E+02
128 2.I8E+01 | 5.77E+01 | 7.77E+01 | LOTE+02 | L77E+02 | 3.02E402 | 5.93E+02 128 3.06E+01 | 6.35E+01 | 851EF01 | LITE+02 | 1.97E+02 | 3.45E+02 DE+02
256 1435401 | T.30E+01 | 1.03E+02 | 1.34E+02 | 2.00E+02 | 3.40E+02 | 6.30E+02 256 5.9TE+01 | 7.01E+01 | 1.12E+02 | 1.4GE+02 | 2.19E+02 | 3.725402 | T.1AE+02
512 T10E+02 | 1.32E+02 | 1.58E+02 | 1.9SE+02 | 2.73E-+02 | 4.00E+02 | 6.57E+02 512 TA3E+02 | 1.66E+02 | 2.03E+02 | 2.25E+02 | 2.07E+02 | 4.35E+02 | 7.47E+02
1024 | 1.67E+02 | 1.57E+02 | 2.08E402 | 2.78E+02 | 3.83E+02 | 5.42E+02 | 8.02E+02 1024 | 1.72E+402 | 1.8OE+02 | 2.61E+02 | 3.21E+02 | 4.35E+02 | 5.96E+02 | 8.93E+02
SP(0)=0.3 SP(0)=0.8
tr\C_load 0 3.75 75 13 26 52 104 tr\C_load 0 3.75 75 13 26
16 S.98E100 | 2.87E+01 | 4.91E+01 | 8.36B+01 | TA5E+02 | 207E+02 | 5.78E+02 16 9.53E100 | 3.22E+01 | 5.36E+0L | 9.16E+01 | 1.65E+02
32 T30E+0L | ¢ 5.40E+01 | S.60E+0L | 1.56E+02 | 2.00E+02 | 6.17E+02 32 TI2E+01 | 3.78E+01 | 6.31E+01 | 9.35E+01 | LSSEF02 | 3.17E+02
64 T96E 01 6295101 | 9.49E+01 | 1.6IE+02 | 3.05E+02 | 6.31E+02 64 3.I8E+01 | 1.68E+01 | 6.83E+01 | 1.0AE+02 | L.92E+02 | 3325402 | 6.
128 2.47TE+01 | 5.93E-101 | 7.95E101 | 1.09E+02 | 1.83E+02 | 3.12E+02 | 6.07E+02 128 35E+01 | 6.45E101 | 8.64E101 | 1.19E+02 | 200E+02 | 3.53E+02 | 6.60E+02
256 O1E+01 | 7.55E+01 | 1.0SE+02 | 1.37E+02 | 2.05E402 | 3.48E+02 | 6.59E+02 256 5.92E+01 | 8.01E+01 | 1.I3E+02 | 1.4SB+02 | 2.22E+02 | 3.78E+02 | 7.26E+02
512 LI7E+02 T6OE+02 | 2.04E+02 | 2.83E402 | 1.00E102 | 681E+02 512 TA9E+02 | 1.74E+02 | 2.04E+02 | 2.26E+02 | 3.00E+02 | 4415402 | T.62E+02
1024 | L.77E+02 | 1.50E+02 | 2.22E402 | 2.80E+02 | 3.96E+02 | 5.56E+02 | 8.26E+02 1024 | 1.78E+02 | LOTE+02 | 2.70E+02 | 3.28E+02 | 4.43E+02 | 6.17E+02 | 9.08E+02
SP(0)=0.4 SP(0)=0.9
tr\Cload 0 3.75 75 13 26 52 104 tr\Cload 0 3.75 75 13 26 52 104
16 9.10E100 | 2.93E+01 | 5.0IE+0L T50E+02 | 3.03E102 | 6.39E+02 6 9.66E+00 | 3.30E+0L | 5.46E+01 | 0338401 | L.70E+02 | 3.29E402 | T.05E+02
32 1336101 T01 | 5.55E+01 71E102 | 2.96E+02 | 6.30E+02 32 T45E+01 | 3.81E+01 | 6.48E+01 | 9.52E+01 | 1.89E+02 | 3.23E+02 | 6.83E+02
64 2.01E+01 | 4.41E+01 | GAIE+0L | 9.70B+01 | 1.66E+02 | 3.115+02 | G.1SE+02 64 2.23E+01 | 4.77E+01 | 6.99E+01 | 1.0GE+02 | 1.97E+02 | 3.385+02 | 7.00E+02
128 2.68E 01 | 6.05E+01 | 8.10E+01 | 112402 | L.87E102 | 3215402 | 6.19E+02 128 3.25E 101 | 6.56E+01 | 8.77E+01 | 1215402 | 2.04E102 | 3.62E402 | 6.72E+02
256 5.33E101 | 7.64E+01 | LOTE+02 | 140402 | 2.00E+02 | 3.55E402 | 6.75E+02 256 5.93E101 | SI3E+0L | L.IGE102 | L50E+02 | 2.06E102 | 3.84E+02
512 1246102 | L46E+02 | 1.74E102 | 2.21E+02 | 2.87E+02 | 4.1E+02 | 6.09E+02 512 58E+02 | 1.O1E+02 | 2.04E102 | 2.28E+02 | 3.04E102 | 4.48E+02
1024 | 1845402 | 1.60E+02 | 2.33E402 | 2.98E+02 | 4.07E+02 | 5.67E+02 | 8.4GE+02 1024 | 1846102 | 2.16E+02 | 2.70E+02 | 3.37E+02 | 4.53E102 | 6.27E102
SP(0) SP(0)=0.99
tr\Cload 0 3.75 75 52 104 tr\Cload 0 75 i3 26 52
6 9226100 | 2.99E+01 | 5106101 | S.7IE+01 | 1. 3.08E102 | 6.53E+02 16 9.89E 100 5.70E101 | 9.67E+01 | 1.79E102 | 341E+02 | 7-
32 1355401 | 3.60E+01 | 5.92E+01 | 8.02E+01 | 1.75E+02 | 3.01E+02 | 6.41E+02 32 T.50E+01 G.76E-01 | 9.86E+01 | 1.06E+02 | 3.38E+02 | 7.07E+02
64 2.06E+01 | 4.47E+01 | 6.52E+01 | 0.88B+01 | L.70E+02 | 3.17E+02 | 6.61E+02 64 2.32E+01 | 4.94E+01 | 7.35E+01 | 1.09B+02 | 2.05E+02 | 3.50E+02 | 7.34E+02
128 2.83E+01 | 6.16E+0L | 8.24E+01 | L1AE+02 | LOIE+02 | 3.29E402 | 6.30E+02 128 3ASEL0L | 6.77E+0L | 9.10E+01 | 1.25B+02 | 2.11E+02 | 3.99E+02 | 6.96E+02
256 5.72E+01 | 7.73E+01 | L.O9E+02 | 12402 | 2.12E+02 | 3.61E402 | 6.80E+02 256 5.9IE+01 | 841401 | 1.I9E+02 | 154B+02 | 2.31E+02 | 3.97E+02 | T.68E+02
512 T.30B+02 | 1.53E+02 | 1.81E+02 | 2.22E+02 | 2.00E+02 | 4.23E+02 | 7.16E+02 512 TSIE02 | 1.02E+02 | 2.06E102 | 231102 | 3.11E+02 | 4.62E102 | 8.12E+02
1024 | 1.8SE102 | 1.70E+02 | 2.43E102 | 3.06E+02 | 4.17E+02 | 5.79E+02 | 8.63E+02 1024 | 1.O5E102 | 2.37E+02 | 2.05E+02 | 3.54E-+02 | 4.72E102 | 6.46E+02 | 9.57E+02
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B.1.3 Falling transition delays table

SP(0)=0.01 SP(0)=0.6
tr\Cload 0 3.75 5 i3 26 52 104 tr\Cload 0 375 75 i3 26 52 104
16 5386100 | 2.76E01 | 5.41E101 | 8.55E101 | 1.85E102 | 3.25E102 | 6.93E102 6 5356100 | 2.01E101 | 5.37E101 | 8.57E101 | 1.85E102 | 3.25E102 | 6.94E102
32 T.25E101 | 3.06E+01 | 5.09E 101 | 9.09E+01 | 1.83E-+02 | 3.20E+02 | 6.815+02 32 T.23E+01 | 3.04E+01 | 5.09E 101 | 9.07E+01 | 1.83E-102 | 3.20E+02 | 6.815+02
64 T.04E+01 | 3.25E+01 | 5.14E+01 | 8.31E+01 | 1.62E+02 | 3.51E+02 | 6.70E+02 64 T85E+01 | 3.24E+01 | 5.14E+01 | 8.30E+01 | 1.62E+02 6.70E+02
128 324E101 | 5.82E+01 | GAIE+0L | 0.16E+01 | LGGE+02 | 3.21E402 | 6.86E+02 128 3IIEF01 | 5.87E+01 | 6A3EL0L | 0.17E+0L | 1.GAEF02 6.87E+02
256 GAIEL01 | 831E+01 | 9.76E+01 | L.I9E+02 | L.73E+02 | 3.38E402 | 6.53E+02 256 G.94E101 | S.I5E+01 | 9.80E+01 | LI9E+02 | 1.73E+02 6.53E+02
512 B.09E+01 T.A3E+02 | 1.80E+02 | 2426402 | 3.39E+02 | 7.15E+02 512 7556401 | 1.22E+02 | 1A3E+02 | 1L.BOE+02 | 2425402 716E+02
1024 | 2456102 2.88E02 | 3.30E+02 | 3.52E102 | 5.42E+02 | 7.10E+02 1024 | 2.25E102 | 2.32E02 | 2.82E102 | 3.255-+02 | 3.82E+02 | 5425402 | 7.10E+02
SP(0)=0.2 SP(0)=0.7
tr\C_load 0 3.75 75 i3 26 52 104 tr\C_load 0 75 i3 26 52
16 5.385+00 | 2.80E+01 | 5.40E+01 | 8.56E+01 | 1.85E+02 | 3.25E+02 | 6.94E+02 16 5315400 | 2.91E+01 | 5.36E+01 | 8.57E+01 | 1.85E+02 | 3.25E+02
32 9.95E+00 | 3.06E+0L | 5.09E+01 | 0.00B+01 | 1.83E+02 | 3.26E+02 | 6.81E+02 32 T.23E+01 | 3.04E+01 | 5.09E+0L | 0.06E+01 | 1.83E+02 | 3.26E+02 | 6.81E+02
64 T93E+01 | 3.25E+01 | 5.14E+0L | 8-30E+01 | 1.62E402 | 3.51E+02 | 6.70E+02 64 T.72E+01 | 3.24E+01 | 5.14E+0L | 8:29E+01 | 1.62E402 | 3.51E+02 | 6.70E+02
128 3.A7EL01 | 5.84E+01 | GA2E+01 | 0.16E+01 | L6GE+02 | 3.21E402 | G.87E+02 128 3.10E+01 | 5.87E+01 | GA3E+01 | 0.17E+01 | L.63E+02 | 3215402 | G.87E+02
256 T61E+01 | 8.25E+01 | 0.78E+01 | 1.I9E+02 | 1.73E402 | 3.39E+02 | 6.53E+02 256 7075401 | 8.13E+01 | 981E+01 | L.I9E+02 | 1.73E402 | 3.40E+02 | 6.53E+02
512 TO2E+01 | 1.24E+02 | 143E+02 | 1.80E+02 | 2.42E402 | 3.30E+02 | 7.15E+02 512 TASE+01 | 1.21E+02 | 143E+02 | 1.80E+02 | 2.42E402 | 3.30E+02 | 7.16E+02
1024 | 2.40E+02 | 2.39E+02 | 2.85E+02 | 3.20E+02 | 3.82E+02 | 5.42E+02 | 7.10E+02 1024 | 1.O7TE+02 | 2.31E+02 | 281E+02 | 3.25E+02 | 3.82E+02 | 5.42E+02 | 7.10E+02
SP(0)=0.3 SP(0)=0.8
tr\C_load 0 3.75 75 13 26 52 104 tr\C_load 0 75 13 26 104
16 5.38E100 | 2.84E+01 | 5.40E+01 | 8.57B+01 | L.SSE+02 | 3.25E402 | 6.04E+02 16 5.31E+00 535E101 | 8.57E+01 | 1.85E+02 6.04E+02
32 T.24E+01 | 3.05E+01 | 5.09E+01 | 9.08E+01 | L3EF02 | 3.26E+02 | G.8LE+02 32 TI0E+0L 5.09E+01 | 9.06E+01 | 1.83E+02 | 3.26E+02 | 6.81E+02
64 T.90E+01 | 3.21E+01 | 5.14E101 | 8.30E+01 | 1.62E+02 | 3.51E+02 | 6.70E+02 64 T82E101 5.14E101 | 8.20E+01 | 1.62E102 | 3.51E+02 | 6.70E+02
128 33E+01 | 5.85E101 | 6.42E101 | 9.16E+01 | 1.64E+02 | 3.21E+02 | 6.87E102 128 310E+01 | 5.87E+01 | 6.44E101 | 9.17E+01 | 1.63E+02 | 3.21E+02 | 6.87E102
256 G.62E01 | 8.22E+01 | 0.78E+01 | 1.I0B+02 | 1.73E+02 | 3.39E+02 | 6.53E+02 256 T24E+01 | 8.12E+01 | 9.82E+01 | 1.I9E+02 | 1.73E+02 | 3.40E+02 | 6.53E+02

512 8.82E+01 E+02 | 1.43E402 | 1.80E+02 | 2.42E402 | 3.39E402 | 7.15E+02 512 740E401 [ 1.21E+02 [ 1.43E+02 | 1.81E+02 | 2.42E+02 | 3.39E+02 | 7.16E+02

1024 | 2.05E+402 | 2.37E+02 | 284E402 E+02 542E102 | 7.10E+02 1024 | 2.20E402 281102 | 3.24E+02 | 3.82E102 | 5.42E+02 | 7.10E+02
SP(0)=0.4 SP(0)=0.9
tr\Cload 0 3.75 75 13 26 52 104 tr\Cload 0 i 75 13 26 52 104
16 5.37E+00 | 2.88E-0L | 5.30E+01 | 8.57E+01 | LSSE+02 | 3.25E402 | 6.04E+02 6 5.33E100 | 2.85E-+0L | 5.35E+01 | 857E+01 | LSSE+02 | 3.25E402 | 6.04E+02
32 T.00E+01 | 3.04E+01 | 5.09E-+01 | 9.08E+01 | 1.83E+02 | 3.26E+02 | 6.81E+02 32 T.07E+01 E+01 | 5.09E101 | 9.05E+01 | 1.83E102 | 3.20E+02 | 6.81E+02
64 T88E+01 | 3.24E+01 | 5.14E+01 | 8.30E+01 | 1.62E+02 | 3.51E+02 | 6.70E+02 64 T50B+01 | 3.24E+01 | 5.14B+01 | 8.20E+01 | 1.62E+02 | 3.51E+02 | 6.70E+02
128 3.12E 101 | 5.86E+01 | GA3E+01 | 0.16B+01 | 1.64E102 | 3215402 | 6.87E+02 128 3.09E 01 | 5.88E+01 | 6.44E+01 | 017401 | 1.63E102 | 3215402 | 6.87E+02
256 G.7IE01 | S.19E+0L | 0.79E+01 | L.I9E+02 | L73E+02 | 3.39E402 | 6.53E+02 256 TATE+0L | 8.10E+01 | 9.82E+01 | LIOE02 | 1.73E+02 | 3AIEF02 | 6.53E+02
512 B72E+01 T+02 | 1436402 | LSOE+02 | 2.42E102 | 3-39E+02 | 7.15E+02 512 T32E401 | 1.21E+02 | LA3E+02 | LSIE+02 | 2.42E402 T16E+02
1024 | 2325402 | 2.35E+02 | 2836402 | 3.27E+02 | 3825402 | 5.42E+02 | 7.10E+02 1024 | 2185402 | 2.28E+02 | 2805402 | 3.23E+02 | 3825402 TI0E+02
SP(0) SP(0)=0.99
tr\Cload 0 3.75 75 52 104 tr\Cload 0 3.75 75 i3 26 52
6 5356100 | 2.01E+01 | 5.38E+01 | 857E+01 3256102 | 6.94E102 16 5326100 | 2845401 | 5.35E+01 | 8.57E+01 | L.85E+02 | 3.25E402 | 6.
32 T.00E+01 | 3.04E+01 | 5.09E+01 | 9.07E+0L 3.26E102 | 6.81E+02 32 T.04E+01 | 3.04E+01 | 5.09E-+01 | 0.04E+01 | 1.83E+02 | 3.26E+02 | 6.81E+02
64 T.S7E+01 | 3.24E+01 | 5.14E+01 | 8.30E+01 351E+02 | 6.70E+02 64 L.70E+01 | 3.24E+01 | 5.14E+01 | 8.29E+01 | L.62E+02 | 3.51E+02 | 6.70E+02
128 3A5EL01 | 5.86E+01 | GA3EF0L | 9.17E+0L 321E102 | 6.87E+02 128 3.08E+01 | 5.88E+0L | GA4E+01 | 0.17E+01 | LGIE+02 | 321E402 | G.87E+02
256 TA6E101 | 8.17E+01 | 9.80E+01 | L.I9E+02 | I. 3A0E102 | 6.53E102 256 S.13E101 | 8.24E+01 | 9.81E+01 | 1.20B+02 | L.73E+02 | 3415402 | 6.53E+02
512 7.62E+01 | 1.22E+02 | 1.43E+02 | 1.80E+02 | 2.42E+02 | 3.30E+02 | 7.16E+02 512 TI6E 01 | 1.00E+02 | 1436102 | 181E+02 | 2426102 | 3.30E+02 | T.17E+02

1024 2.31E+02 | 2.34E+402 | 2.82E402 | 3.26E+02 | 3.82E402 | 5.42E402 | 7.10E+02 1024 2.13E+02 | 2.26E402 | 2.80E+02 | 3.22E+02 | 3.82E402 | 5.42E402 | 7.10E+02
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B.1.4 Rising transition delays table

SP(0)=0.01 SP(0)=0.6
tr\Cload 0 5 i3 26 52 104 tr\Cload 0 375 75 i3 26 52 104
16 9.77E+00 | 3 6.24E+01 | 1.195+02 | 2.09E+02 | 4.15E+02 | 8.49E+02 6 9.83E+00 | 1.06E+01 | 7.24E+01 | 1.21B+02 | 2.A3E+02 | 4.71E+02 | LO3E+03
32 TI7E+01 | 3.53E+01 | 6.43E101 | 1.07E+02 | 2.15E+02 | 4.06E+02 | 8.625+02 32 TI6E 01 | 3.09E+01 | 8.11E101 | 1.22E+02 | 2.61E02 | 4.67E+02 | 0.43E+02
64 T.00E+01 | 4.00E+01 | 6.61E-+01 | 1.0SE+02 | 2.10E+02 | 4.12E+02 | 8.57E+02 64 T80E+01 | 4.37E+01 | 7.61E+01 | 1.23E+02 | 247E+02 | 4.65E+02 | 0.84E+02
128 3SIEF0L | 6.61E+01 | 8.0IE+01 | LIGE+02 | 2.13E+02 | 4.12E402 | 8.21E+02 128 3.7AE101 | 6.58E+01 | 8ASE+01 | 1.28E+02 | 242E+02 | 483E402 | 9.20E+02
256 T5IE+01 | LI3E+02 | 1.33E402 | 1.57E+02 | 2.55E402 | 4.23E+02 | 8.72E+02 256 9.GIE01 | 1.20E+02 | 140E+02 | 1.90E+02 | 2.78E+02 | 4.69E+02 | 9.70E+02
512 1375402 | L.63E+02 | 2.06E+02 | 2.36E+02 | 3.05E+02 | 4.68E+02 | S8IE+02 512 1735402 | L99E+02 | 2.45E+02 | 2.79E+02 | 3.48E+02 | 5.13E+02 | 1.00E+03
1024 | 1.51E102 | 2.89E+02 | 4.32E+02 | 1485402 | 5.78E+02 | 6.365+02 | 0.23E+02 1024 | 1.0AE102 | 3.45E+02 | 4.32E402 | 533502 | 5.43E+02 | 6.24E+02 | LO2E+03
SP(0)=0.2 SP(0)=0.7
tr\C_load 0 3.75 75 i3 26 52 104 tr\C_load 0 75 i3 26 52
16 9.8IE+00 | 3.60E+01 | 6.54E+01 | 1155402 | 2.19E102 | 4325402 | 8.04E+02 16 9.83E+00 | 4.13E+01 | 7.40E101 | 1.24E+02 | 2.48E+02 | 4.79E+02
32 TI7E+01 | 3.68E+01 | 6.75E+01 | 1.I2E+02 | 2.27E+02 | 4.22E+02 | 8.83E+02 32 T22E+01 | 4.05E+01 | 8:20E+01 | 1.24E+02 | 2.63E+02 | 4.76E+02
64 TOGE+01 | 4.10E+01 | 6.86E+0L | L.IE+02 | 2.20E402 | 4.08E+02 | 0.35E402 64 T.79E+01 | 4A3E+01 | 7.75E+0L | 1.25E+02 | 2.53E402 | 4.74E+02
128 3.93E+01 | 6.63E+01 | 8.00E+01 | 1.20B+02 | 2.20E+02 | 4325402 | 853E+02 128 3.GIET01 | 6.54E+01 | 8.62E101 | 1.30E+02 | 2.47E+02 | 4.04E+02
256 S14E+01 | 117E+02 | 1.35E+02 | 181402 | 2.61E+02 | 4365402 | 9.19E+02 256 9.GIE+01 | 1.216+02 | 141E+02 | 1.02E+02 | 2.826+02 | 4.77E+02
512 TATE+02 | 1.72E+02 | 2.00E+02 | 2.30E+02 | 3.15E+02 | 4.80E+02 | 0.28E+02 512 T80E+02 | 2 2.46E02 | 2.80E+02 | 3.51E02 | 5.18E+02 | 1.02E+03
1024 | 1.52E+02 | 3.28E+02 | 437E+02 | 5.21E+02 | 5.72E+02 | 6.23E+02 | 0.53E+02 1024 | 1.32E402 T.99E102 | 5.32E+02 | 5.37E+02 | 6.27E+02 | 1.O4E+03
SP(0)=0.3 SP(0)=0.8
tr\C_load 0 3.75 75 13 26 52 104 tr\C_load 0 3.75 75 13 52
16 9.82E+00 | 3.73E+01 | 6.75E01 | LI7TE+02 GE+02 | 4.44E+02 | 0.24E+02 16 9.8IE100 | 4.18E+01 | 7.56E101 | 1.27E+02 I8TEL02
32 TIGE+0L | 3.78E+01 | 6.99E+01 | L.I5E+02 E102 | 1.36E+02 | 8.08E+02 32 T.22E+01 | 4.12E+01 | 8.20E+01 | 1.26E+02 | 2.66E+02 | 1.86E+02
64 1926101 | 4.15E+01 | 7.17E+01 | LIGE+02 | 2.28E102 | 4.39E+02 | 9.50E+02 64 L.77E+01 | 1.48E+01 | 7.90E101 | L.27E+02 | 2.76E+02 | 1.82E+02 | L.OIE+03
128 392E101 | 6.62E101 | 8.1E101 | 1.235+02 | 2.27E+02 | 447TE+02 | 8.76E102 128 3.6TE+01 | 6.48E+01 | 8.75E101 | 1.325+02 | 2.51E+02 | 5.05E+02 | 0.62E02
256 S.62E+01 | 1.ISE+02 | 1.37E+02 | 1.84B+02 | 2.65E+02 | 4445402 | 0.35E+02 256 0.62E+01 | 1.20E+02 | 1.41E+02 | 1.04B+02 | 2.85E+02 | 4855402 | 0.02E+02
512 T55E+02 | 1.80E+02 | 2.13E+02 | 2.44E+02 | 340E102 | 1.06E+02 | 9.52E+02 512 TS7E102 | 2.135+02 | 2.46E+02 | 2815402 | 3.53E+02 | 5245402 | LO3E+03

1024 1.51E+02 | 3.34E+02 | 4.37E402 | 5.26E+02 | 5.65E+02 | 6.07E+02 E+02 1024 1.31E+02 49E+02 | 4.99E402 | 5.30E+02 | 5.28E+02 | 6.56E+02 | 1.05E+03

SP(0)=0.4 SP(0)=0.9
tr\Cload 0 3.75 75 13 52 104 tr\Cload 0 3.75 75 13 26 52 104
16 9.83E100 | 384E+01 | 6.93E101 | LIOE+02 T5IE102 | T0IE+03 6 9.80E100 | 424401 | 7.76E+01 | 1.30B+02 | 2.50E+02 | 498402 | LOGE+03
32 TIGE+01 | 3.80E+01 | 7.20E+01 | L.ITE+02 | 2.55E402 | 4ATE+02 | 9.10E+02 32 T23E+01 | 4.19E+01 | 8.39E+01 | 1.29E+02 | 2.69E+02 | 4.97E+02 | 1.00E+03
64 T89B+01 | 4.24E+01 | 7.33E+01 | 1.ISE+02 | 2.35E+02 | 1.4SE+02 | 9.63E+02 64 T.765+01 | 4.51E+01 | 8.23E+01 | 1.20E+02 | 2.80E+02 | 4.93E+02 | 1.02E+03
128 3.80E 01 | 6.62E+01 | 8.20E 101 | 1258402 | 2.33E102 | 4.60E 102 | 8.95E+02 128 125E 101 | 6.40E+01 | 8.90E+01 | 1355402 | 2.56E102 | 5.19E 102 | 0.83E+02
256 9.04E101 | .I9E+02 | 1.38E+02 | 187E+02 | 2.70E+02 | 4.54E402 | 9.48E+02 256 9.62E101 | 1.29E+02 | L42E+02 | 1.05E+02 | 2.95E+02 | 494E+02 | LOOE+03
512 T.GIE+02 | 1.87E+02 | 2.19E102 | 2.77E+02 | 3.43E+02 | 5.02E+02 | 9.71E+02 512 056102 | 2.31E+02 | 2.46E102 | 2.82E+02 | 3.56E102 | 5.34E+02 | 1.05E+03
1024 | 1.49B+02 | 3.38E+02 | 4.36E-+02 | 5.31E+02 | 5.58E+02 | G.01E+02 | 9.04E+02 1024 | 1.30B+02 | 4.28E+02 | 1.99E+02 | 5.26E+02 | 5.16E+02 | 6.61E+02 | 1.07E+03
SP(0) SP(0)=0.99
tr\Cload 0 75 52 104 tr\Cload 0 3.75 75 i3 26 52
6 9.83E100 | 3 7.09E101 | 1.20E+02 T.62E+02 | LO2E+03 16 9.98E+00 | 4.35E+01 | 8.14E101 | 1.30E+02 | 2.75E+02 | 5.18E+02 3
32 TI5B+01 | 3.93E+01 | 7.98E+01 | 1.20E+02 I58E+02 | 9.22E+02 32 TI7E+01 | 4.35E+01 | 8.50E-+01 | 1.34E+02 | 2.76E+02 | 5.18E+02 | 1.055+03
64 T.85E+01 | 43101 | 748E+01 | 1215402 | 241E+02 | 4.57E+02 | 0.74E+02 64 L.76E+01 | 4.66E-+01 | 8.55E+01 | 1.34E+02 | 2.86E+02 | 5.15E+02 | LO4E+03
128 382E+01 | 6.61E+01 | 8.30E+01 | 1.26B+02 | 2.38E+02 | 4.72E402 | 9.12E+02 128 T.0TE+0L | 6.29E+0L | 9.11E+01 | 1.A0B+02 | 2.65E+02 | 581E+02 | LO2E+03
256 9426101 | 1.19E+02 | 1.390E+02 | 1.89B+02 | 2.74E+02 | 1.62E402 | 9.59E+02 256 9.63E+01 | 1.21E102 16E+02 | LO3E+03

5.
1.99E+02 | 3.02E+02 [ 5.
2.84E+02 | 3.62E+02 | 5.56E+02 | 1.07E+03
5.13E4+02 | 4.84E+02 | 6.69E+02 | 1.10E403

512 1.67E+02 | 1.93E+02 | 2.25E+02 | 2.78E+02 | 3.46E+02 | 5.08E+02 | 9.88E+02 512 2.19E+02 | 2.32E+402
1024 1.55E402 | 3.42E+02 | 4.35E+02 | 5.33E402 | 5.51E+02 | 6.20E+02 | 1.01E+03 1024 1.27TE402 | 4.23E+02
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B.2 NAND gate (NAND2X0)

B.2.1

Falling propagation delays table

SP(0)=0.01 SP(0)=0.6
tr\Cload | 0 13 26 52 | 104 tr\Cload | 0 375 | 7.5 13 26 52 | 104
16 7.8334 61.36 | 117.3 | 226.36 | 429.13 16 7.8606 | 23.607 | 30.46 | 61.302 | 117.23 | 226.25 | 429.05
32 8.2114 62.719 | 117.58 | 233.31 | 429.25 32 81872 | 25.14 | 40.447 | 62.669 | 117.52 | 233.22 | 420.17
64 6.5065 65.509 | 120.01 | 235.14 | 431.89 64 43102 | 65.401 | 119.92 | 235.03 | 431.81
128 6. 71.367 | 124.88 | 236.84 | 435.44 128 ) 48.091 | 71.085 | 124.66 | 236.67 | 435.33
256 ) 85.688 | 138.21 | 241.56 | 451.07 256 685 | 55.401 | 85.246 | 137.04 | 241.37 | 450.93
512 5.004 87.444 | 15851 | 270.5 | 47787 512 46.12 | 7.5961 | 44.199 | 85.374 | 157.74 | 270.1 | 477.55
1024 | -102.24 11.250 | 145.52 | 294.49 | 523.47 1024 1291 | -91.612 | -37.045 | 35.785 | 142.51 | 293.28 | 522.56
2 SP(0)=0.7
tr\Cload | 0 375 | 7.5 13 26 52 104 tr\Cload | 0 75 3 26 52 104
16 7835 | 23.633 | 39.508 | 61.342 | 117.28 | 226.32 | 429.1 16 7.8416 3945 | 61.204 | 117.22 | 226.23 | 429.05
32 8.4237 | 25.154 | 40.472 | 62.703 | 117.56 | 233.28 | 429.22 32 8.2821 40442 | 62.662 | 117.51 | 233.21 | 429.16
64 6.5031 | 27.930 | 43.188 | 65.471 | 119.98 | 235.1 | 431.87 64 6.0797 43.087 | 65.389 | 110.91 | 235.02 | 431.8
128 ~6.2310 | 28.273 | 48.303 | 71.252 | 124.8 | 236.78 | 4354 128 -3.055 48.063 | 71.062 | 124.64 | 236.66 | 435.31
256 28.043 | 55.994 | 85.541 | 138.12 | 241.49 | 451.02 256 55.280 | 85.10 | 137.91 | 241.34 | 450.91
512 9.979 | 46.073 | 86.698 | 158.2 | 270.33 | 477.74 512 43897 | 85.177 | 157.67 | 270.06 | 477.52
1024 | -121.33 | -85.972 | -32.821 | 38.882 | 144.26 | 203.96 | 523.07 1024 92565 | -37.633 | 35.442 | 142.28 | 2032 | 5225
SP(0)=0.3 SP(0)=0.8
tr\Cload | 0 375 | 7.5 13 26 104 tr\C load 375 | 7.5 13 26 52 | 104
16 7.8364 | 23.625 | 39.492 | 61.329 | 117.26 129.09 16 23.597 i T17.21 | 226.22 | 429.04
32 8.3837 | 25.15 | 40.464 | 62.692 | 117.54 129.21 32 25.134 1175 | 2332 | 429.15
64 6.3888 | 27.880 | 43.158 | 65.447 | 119.96 131.85 64 27.754 1199 | 235 | 431.79
128 6.2758 | 28.173 | 4822 | 71.189 | 124.75 135.37 128 27.957 124.63 | 236.64 | 435.3
256 2.6615 | 27.931 | 55.801 | 85.444 | 138.06 150.99 256 27.496 137.88 | 241.32 | 450.89
512 -48.995 | 9.1147 | 45.407 | 86.165 | 158.03 47767 512 6.8389 157.6 | 270.03 | 4775
1024 | -119.68 | -87.014 | -34.405 | 37.626 | 143.57 522.87 1024 -93.482 | -38.157 | 35.169 | 142.08 | 293.12 | 522.45
SP(0)=0.4 SP(0)=0.9
tr\Cload | 0 375 | 7.5 13 26 104 tr\Cload | 0 375 | 7.5 13 26 52 | 104
16 7.8370 | 23.618 | 39.48 | 61310 | 117.25 129.08 16 7.8146 | 23501 | 39.420 | 61.277 | 117.2 | 226.2 | 429.02
32 8.1953 | 25.146 | 40.457 | 62.683 | 117.53 129.19 32 81917 | 25.131 | 40.43 | 62.647 | 117.49 | 233.18 | 429.14
64 6.1382 | 27.852 | 43.136 | 65.429 | 119.94 13184 64 5.701 | 27.733 | 43.059 | 65.363 | 119.88 | 234.99 | 431.78
128 ~6.3011 | 28.106 | 48.165 | 71.145 | 124.71 135.36 128 ~6.3223 | 27.93 | 48.014 | 71.021 | 124.61 | 236.62 | 435.29
256 10823 | 27.839 | 55.649 | 85.369 | 138.02 150.97 256 ~9.7641 | 27.334 | 55.05 | 85.072 | 137.84 | 241.3 | 450.88
512 49.96 | 8.4948 | 44.921 | 85.845 | 167.91 17762 512 53.800 | 6.861 | 43.305 | 84.791 | 157.54 | 269.99 | 47747
1024 TT11.6 | -89.375 | -35.512 | 36.807 | 143.12 522.74 1024 | -133.73 | -94.442 | -38.658 | 34.874 | 141.88 | 203.05 | 522.39
SP(0)=0.5 SP(0)=0.99
tr\Cload | 0 375 | 7.5 13 26 52 | 104 tr\Cload | 0 375 | 7.5 13 26 52 | 104
16 7.8391 | 23.613 | 30.47 | 61.31 | 117.24 | 226.26 | 429.06 16 7.8694 | 23.579 | 39.408 | 61.26 | 117.18 | 226.17 | 429
32 8.101 | 25.143 | 40.452 | 62.676 | 117.52 | 233.23 | 429.18 32 8.2633 | 25.124 | 40.419 | 62.632 | 117.47 | 233.16 | 429.12
64 6.2172 | 27.822 | 43.118 | 65.414 05 | 431.82 64 5.5580 | 27.699 | 43.034 | 65.34 | 119.86 43176
128 ~6.3164 | 28.057 | 48.124 | 71.112 | 124.69 | 236.69 | 435.34 128 ~6.2972 | 27.891 | 47.977 | 70.988 | 124.57 135.26
256 “15.553 | 27.759 | 55.519 | 85.304 | 137.98 | 241.39 | 450.95 256 “12.025 | 27.012 | 54.816 | 84.956 | 137.77 150.84
512 1] 8.0065 85501 | 157.82 | 270.14 | 477.58 512 6.1456 | 42.781 | 84.448 | 157.42 17743
1024 90.572 36.224 | 142.78 | 293.38 | 522.64 1024 -96.075 | -39.381 | 34.277 | 141.57 522.31
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B.2.2 Rising propagation delays table

SP(0)=0.01 SP(0)=0.6
tr\Cload 0 3.75 75 13 26 52 104 tr\Cload 0 75 13 26 52
16 T.TIE+01 | 3.56E+01 | 5.81E101 | 9.91E+01 | 1.7IE+02 | 3.50E+02 | 6.73E+02 16 T.25E+01 G.60E+01 | 1.12E+02 | 2.02E102 | 3.91E+02 | 8.
32 1575401 | 3.95E+01 | 6.44E+01 | 0.79E+01 | 1.84E+02 | 3.60E+02 | 6.535+02 32 1.75E+01 TAIE+01 | 1.10E+02 | 2.07E+02 | 4.15B+02 | 7.49E+02
64 2.33E+01 | 4.82E+01 | 7.09E+01 | 1.04E+02 | 1.90E+02 | 3.76E+02 | 6.61E+02 64 2.63E-+01 | 5.46E+01 | 8.12E+01 | 1.24E+02 | 2.12E+02 | 4.25E+02 | 7.66E+02
128 285E+01 | 6.44E+01 | 8.74E101 | 1.22E+02 | 2.05E102 | 3.88E102 | 6.80E+02 128 3.53E401 | 7.18E+01 | 9.84E101 | 1.36E+02 | 2.30E+02 | 4.42E102 | 7.60E+02
256 TASEF01 | 8.16E+01 | LIAE102 | 1.49E+02 | 2.27E+02 | 3.02E102 | 7-53E+02 256 G.09E+01 | 9.12E+01 | 1.26E+02 | 1.65E+02 | 2.54E+02 | 4.30E+02

512 1.02E402 | 1.36E+02 | 1.70E+02 | 2.18E+02 | 2.98E+402 | 4.51E4+02 | 7.92E+02 512 1.39E+02 | 1.95E+02 | 2.11E+02 | 2.42E+02 | 3.31E402 | 5.06E+02 | 9.04E.
1024 | LHOE+02 | 2286402 | 2.70E+02 | 3.10E+02 | 4.29E+02 | 5.904E+02 | 9146402 1024 | 2.086+02 | 2.32E+02 | 3.34E402 | 3.72E+02 | 4.87E+02 E+02 | LO3E+03
SP(0)=0.2 SP(0)=0.7
tr\C_load 0 3.75 7.5 13 26 52 104 tr\C_load 0 7.5 13 26 52 104
6 TI7E+01 | 3.75E+01 | 6.06E+01 | LOSE+02 | L.8OE+02 | 3.62E-402 | T.05E+02 6 T26E+01 GSIE+01 | LI3E+02 | 207402 | 3976102 | S50E+02
32 T.63E+01 | 1.12E+01 | 6.79E+01 | LO2E+02 | LOIE+02 | 3.77E402 | G.75E+02 32 T.78E+01 | 4.50B+01 | 7.63E+01 | LI2B+02 | 2.11E+02 E+02 | 7.67E+02
64 2.42E+01 | 5.03E+01 | 7.42E401 | 1.09E+02 | 1.96E+02 | 3.91E+02 | 6.86E+02 64 2.68E+01 | 5.54E+01 | 8.26E+01 | 1.26E+02 | 2.16E+02 | 4.32E+02 | 7.85E+02
128 3.05E+01 | 6.67E+01 | 9.07E+01 | 1.26E+02 . 13E+02 | 4.05E+02 | 7.11E+02 128 3.62E+01 | 7.28E+01 | 1.00E+02 | 1.38E+02 | 2.34E+02 | 4.49E+02 | 7.84E+02
256 6.04E+01 | 8.41E+01 | 1.18E402 | 1.54E+02 | 2.35E+02 | 4.06E+02 | 7.82E+02 256 6.10E+01 | 9.29E+01 | 1.28E402 | 1.6TE+02 | 2.50E+02 45E+02 | 8.58E+02
512 | 11IE102 | 1ASE+02 | 18IE102 3136402 | 4.606+02 | 8.288402 512 | 145E102 | LO5E+02 | 2126402 | 2.43E+02 | 3.350402 | 515602 | 9.19E+02
1024 1.75E402 | 2.18E+02 | 2.90E+02 4.43E+02 | 6.18E+02 | 9.49E+02 1024 2.13E+02 | 2.41E+02 | 3.41E402 | 3.81E+02 | 4.95E+02 | 6.86E+02 | 1.04E+03
SP(0)=0.3 SP(0)=0.8

tr\Cload 0 3.75 75 3 26 52 104 tr\Cload 0 3.75 75 3 52
6 T10E+01 | 387401 | 622601 | LOGE+02 | 18TEL02 | 3.71E+02 | 7856402 6 T98E+01 | 4288401 | 6976101 | LI5E+02 TO03E402
32 1.67E+01 | 4.23E+01 | 7.01E+01 | 1.04E+02 | 1.96E+02 | 3.90E+02 | 6.96E+02 32 1.81E+01 | 4.63E+01 | 7.77E+01 | L.I4E+02 | 2.14E+02

64 2.49E+01 | 5.17E401 | 7.64E401 | 1.13E+02 | 2.01E402 | 4.02E4+02 | 7.04E+02 64 2.72E+01 | 5.62E+01 | 8.40E401 [ 1.29E+02 | 2.19E+02 X
128 3.23E+01 | 6.83E+01 | 9.31E401 2.18E+02 | 4.17TE+02 | 7.28E+02 128 3.71E+01 | 7.38E+01 | 1.02E+02 | 1.40E+02 | 2.37TE+02 8.04E+02
256 6.06E+01 | 8.61E+01 | 1.20E+02 E+02 | 416E+02 | 8.02E+02 256 6.12E+01 | 9.48E+01 | 1.29E402 | 1.69E+02 | 2.65E+02 8.72E+02

18E+02 TTE+02
4.58E+02 | 6.46E+02

512 1.19E+02 | 1.59E+02 | 2.08E+02
1024 1.837E+02 | 1.97E402 | 3.04E402

512 1.52E+02 | 1.96E+02 | 2.13E402 | 2.45E+02 | 3.39E402 | 5 9.34E+02
1024 2.16E+02 | 2.50E+02 | 3.49E4+02 | 3.89E+02 | 5.03E+02 | 6.96E+02 | 1.06E+03

SP(0)=0.4 SP(0)=0.9
tr\Cload 0 3.75 75 13 26 52 104 tr\Cload 0 75 13 26 52 104
16 T.21E+01 | 3.97E+01 | 6.35E+01 | L.OSE+02 | LO2EF02 | 3.78E+02 | 8.04E+02 6 T30E+0L 7I6ET01 | LITE+02 | 2.017E102 | 4.11E+02 | 8.81E102
32 T70E+01 | 4.32E+01 | 7.19E-+01 | L.OGE+02 | 2.00E+02 | 3.09E+02 | 7.11E+02 32 T83E+01 | - 7936101 | 1.IGE+02 | 2.18E102 | 4.39E+02 | 8.10E+02
64 251E+01 | 5.255+01 | 7.82E+01 | 117B+02 | 2.05E+02 | 1.10B+02 | 7.27E+02 64 2.78E+01 | 5.72E+01 | 8.56E+01 | 1.325+02 | 2.23E+02 | 1475402 | 8.28E+02
128 33IE 101 | 6.97E+0L | 0.49E+01 | 1325402 | 2.22E102 | 4265402 | 743E+02 128 3.80E 101 | 7.50E+01 | 1.O4E102 | 1MB 102 | 2.42E102 | 4.65E 102 | 8.27E+02
256 G.07ET01 | 8.79E+0L | 1.22E+02 | 1.60B+02 | 2A6E+02 | 424E402 | 8.18E+02 256 G.I3E101 | 0.70E+01 | I.3IE+02 | 172402 | 2.71E+02 | 4.61E402 | S87E+02
512 1265102 | 1.70E+02 | 2.09E102 | 2.38E+02 | 3.23E102 | 4.87E+02 | 8.72E+02 512 T.GIE+02 | L.OGE+02 | 2.14E102 | 2.48E+02 | 3436102 | 5.34E+02 | 9.50E+02
1024 | 1.055+02 | 2.00E+02 | 3.16E+02 | 3.54E+02 | 4.69E+02 | 6.58E+02 | 9.02E+02 1024 | 2145402 | 2.61E+02 | 3.58E+02 | 3.99E+02 | 5.13E+02 | 7.07E+02 | 1.0SE+03
SP(0) SP(0)=0.99
tr\Cload 0 3.75 75 52 104 tr\Cload 0 3.75 75 i3 26 52
16 T.23E+01 | 4. TE+01 | 1.1I0E+02 3.8IE102 | 8.20E+02 16 1345401 | 4.54E+01 | 7.86E+01 | 1.22E+02 | 2436402 | 4.26E+02 | 9.
32 1735401 | 4A1E+01 | 7.35E+01 | 1L.OSE+02 T.08E+02 | 7.30E+02 32 T88E+01 | 4.90E+01 | 8.23E-+01 | 1.21E+02 | 2.26E+02 | 4.56E+02 | 8.52E+02
64 259E+01 | 5.37E+01 | 7.08E+01 | 1215402 | 2.00E+02 | 4.18E+02 | 7ATE+02 64 2.91E+01 | 5.00E+01 | 8.87E+01 | 1385402 | 2.32E+02 | 4.62E+02 | 8.73E+02
128 3AIEL01 | 7.08E+0L | 9.66E+01 | 1315402 | 2.26E+02 | 1.35E402 | T.56E+02 128 3.97E+01 | 7.78E+0L | LOSE+02 | 151E+02 | 2.50E+02 | 481E+02 | 8.74E+02
256 G.08E+01 TT01 | 1.24E102 | 1.628+02 | 2.50E+02 | 1326102 | 8.326102 256 G.I5E101 | 1.01E+02 | 1.36E+02 | 1.77E+02 | 2.83E+02 | 481E+02 | 9.18E+02
512 1325402 | 1.94E+02 | 2.10E+02 | 2.40E+02 | 3.27E+02 | 4.97E+02 | 8.80E+02 512 TISE+02 | 1.97E+02 | 2.16E+02 | 2.53E+02 | 3.52E+02 | 5.54E+02 | 0.82E+02

1024 2.01E+02 | 2.18E+402 | 3.25E402 | 3.64E+02 | 4.78E402 | 6.68E402 | 1.01E+03 1024 2.08E+02 | 2.81E+402 | 3.76E402 | 4.16E+02 | 5.31E402 | 7.28E4-02 | 1.11E+03
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B.2.3 Falling transition delays table

SP(0)=0.01 SP(0)=0.6
tr\Cload 0 3.75 5 i3 26 52 104 tr\Cload 0 375 75 i3 26 52 104
16 9.05E+00 | 1.00E+01 | 746E+01 | 1.I9E+02 | 2.31E+02 | 4.80E+02 | 9.14E+02 6 9.05E+00 | 4.00E+01 | 7.46 T19E+02 | 2.31E402 | 4.81E102 | 9.14E+02
32 T.35E 101 | 4.06E+01 | 7.18E101 | 1.ISE+02 | 2.31E+02 | 4.74E+02 | 9.29E+02 32 T.35E 101 | 4.06E+01 | 7.18E101 | 1.ISE+02 | 2.315102 | 4.74E+02 | 9.29E+02
64 2.16E+01 | 4.45E+01 | 7.24E+01 | 1.17B+02 | 2.30E+02 | 4.74E+02 | 9.48E+02 64 2.04E+01 | 4.45E+01 | 7.25E+01 | 1.16B+02 | 2.30E+02 | 4.74E+02 | 0.48E+02
128 3.88E101 | 6.35E+01 | 8.28E+01 | 1215402 | 2.25E+02 | 4.60E+02 | 9.70E+02 128 3.63E101 | 6.40E+0L | 8.28E+01 | 1215402 | 2.25E+02 | 4.60E+02 | 9.70E+02
256 5.GIE+01 | 891401 | 1.14E+02 | 1.4SE+02 | 2A3E+02 | 4.60E+02 | 9.20E+02 256 5.13E101 | S89E-+01 | L.I3E+02 | 1.4SE+02 | 2A3E+02 | 4.60E+02 | 9.20E+02
512 9.12E+01 | 1.285+02 | 1.67E+02 | 2108402 | 2.77E+02 | 4.78E402 | 9.10E+02 512 776E+01 | 1L.26E+02 | 1.67E+02 | 2.08E+02 | 2.78E+02 | 4.78E+02 | 9.10E+02
1024 | 2.12E102 | 2.67E+02 | 2.06E+02 | 3.335+02 | 4.33E+02 | 5.085+02 | 0.19E+02 1024 | L.79E102 | 257502 | 2.80E102 | 3.295+02 | 4.33E+02 | 5.00E+02 | 9.20E+02
SP(0)=0.2 SP(0)=0.7
tr\C_load 0 3.75 75 i3 26 52 104 tr\C_load 0 3.75 75 i3 26 52 104
16 9.05E+00 | 4.00E+01 | 7.46E+01 | 1.19B+02 | 2.34E+02 | 4.80E+02 | 0.14E+02 16 9.04E+00 | 4.00E+01 | 7.46E+01 | 1.19B+02 | 2.31E+02 | 4815402 | 0.14E+02
32 TAIE+01 | 4.06E+01 | 7.18E+0L | 1.ISE+02 | 2.31E+02 | 4.74E+02 | 0.20E+02 32 T36E+01 | 4.06E+01 | 7.18E+0L | 1.ISE+02 | 2.31E402 | 4.74E+02 | 0.20E+02
64 2.05E+01 | 4.45E+01 | 7.24E+01 | LI7E+02 | 2.30E+02 | 4.74E+02 | 9.A8E+02 64 2.04E101 | 4.45E+0L | 7.25E+01 | 1.IGE+02 | 2.30E+02 | 4.74E+02 | 9.A8E+02
128 3.82E101 | 6.37E+01 | 8286101 | 1.21E+02 T.G0E+02 | 9.70E+02 128 3.63E+01 | 6.41E+01 | 8.28E+01 | 1.21B+02 | 2.25E+02 | 4.60E+02 | 9.70E+02
256 5556101 | S86E01 | 1.14E102 | L.ASE+02 TG0E+02 | 9.20E+02 256 5385101 | 8.00E+01 | 1.13E+02 | 1.48E+02 | 2.43E+02 | 4.60E+02 | 9.20E+02
512 S19E 101 | 1.28E+02 | 1.67E102 | 2.10E+02 178E102 | 9.10E+02 512 S30E+01 | 1.26E+02 | 1.67E+02 | 2.085+02 | 2.78E+02 | 4.78E+02 | 9.10E+02
1024 | 187E+02 | 2.64E+02 | 2.93E+02 | 3.32E+02 5.98E+02 | 0.19E+02 1024 | 1OTE+02 | 2.56E+02 | 288E+02 | 3.20E+02 5.99E+02 | 9.20E+02
SP(0)=0.3 SP(0)=0.8
tr\C_load 0 3.75 75 13 52 104 tr\C_load 0 3.75 75 13 52 104
16 9.05E+00 | 4.00E+01 | 7.46E+01 | 1.10E+02 1.80E102 | 0.14E+02 16 9.04E100 | 4.00E+01 | 746E+01 | 1.10E+02 I8IE102 | 0.14E+02
32 T.39E+01 | 4.06E+01 | 7.18E+01 | LISE+02 | 2. I7IET02 | 0.29E+02 32 T.35E+01 | 4.06E+01 | 7.18E+01 | LISE+02 | 2. T7IET02
64 3.05E+01 | 1.45E+01 | 7.24E+01 | 1I7E+02 | 2.30E+02 | 4.7AE+02 | 9.A8E+02 64 2.04E+01 | 1.4GE+01 | 7.25E+01 | LIGE+02 | 2.30E+02 | 4.7AE+02
128 3.78E101 | 6.33E101 | 8286401 | 1.215+02 | 2.25E102 | 4.60E+02 | 9.70E+02 128 3.636+01 | 6.41E+01 | 886101 | 1.215+02 | 2.05E+02 | 4.60E+02
256 553E+01 | 8.87E+01 | 1.14E+02 | 1.4SB+02 | 243E+02 | 4.60E+02 | 0.20E+02 256 536E+01 | 8.01E+01 | 1.I3E+02 | 1.4SE+02 | 243E+02 | 4.60E+02 | 0.20E+02
512 B.GOET01 | 1276402 | L.67E+02 | 2.10B+02 | 2.78E+02 | 4.78E+02 | 9.10E+02 512 823E101 | 1256402 | L.67E+02 | 2085402 | 2.78E+02 | 4.78E+02 | 9.10E+02
1024 | 2.31E402 | 2.61E+02 | 292E402 E+02 5.99E102 | 9.19E+02 1024 | L.76E+02 | 2.56E+02 | 287E+02 | 3.20E+02 | 4335402 | 5.09E+02 | 9.20E+02
SP(0)=0.4 SP(0)=0.9
tr\Cload 0 3.75 75 13 52 104 tr\Cload 0 3.75 75 13 26 52 104
16 9.05E+00 | 00E+01 | 746EF01 | LIOE+02 I8IET02 | 0.14E+02 6 9.04E+00 | 4.00E+01 | 746E+01 | LI9E+02 | 2.34E+02 | 481E402 | 9.14E+02
32 T35E+01 | 4.06E+01 | 7.18E+01 | LISE+02 102 | 1.7AE+02 | 9.20E102 32 T35E+01 | 4.06E+01 | 7.18E+01 | L.ISE+02 | 2.31E402 | 4.7AE+02 | 9.29E+02
64 2.03E+01 | 4.45E+01 | 7.24E+01 | 1.17B+02 | 2.30E+02 | 1.7AE+02 | 9.48E+02 64 2.04E+01 | 4.46E+01 | 7.25E+01 | 1.16B+02 | 2.30E+02 | 1.7AE+02 | 9.48E+02
128 3.75E 101 | 6.39E+01 | 8.28E 01 | 1215402 | 2.25E102 | 4.60E 102 | 0.70E+02 128 3.62E 01 | 6.41E+01 | 8.28E 01 | 1215402 | 2.25E102 | 4.60E 102 | 0.70E+02
256 5.37E101 | 888E+0L | L.I3E+02 | 14SE+02 | 2A3E+02 | 4.60E+02 | 9.20E+02 256 T86E101 | 8.02E+01 | L.I3E+02 | 14SE+02 | 2A3E+02 | 4.60E+02 | 9.20E+02
512 S5TEL01 | 1.27E+02 | 1.67E+02 | 2.08E+02 E102 | 4.78E+02 | 9.10E+02 512 SI4EF01 | 1.25E+02 | 1.67E+02 | 2.08E+02 | 2.78E+02 | 4.78E+02 | 9.10E+02
1024 | 2.035+02 | 2.60E+02 | 2.01E-+02 | 3.30E+02 | 4.33E-+02 | 5.99E+02 | 9.19E+02 1024 | 1.75B+02 | 2.55E+02 | 2.865-+02 | 3.20E+02 | 4.33E-+02 | 5.99E+02 | 9.205+02
SP(0) SP(0)=0.99
tr\Cload 0 3.75 75 52 104 tr\Cload 0 3.75 75 i3 26 52
6 9.05E100 | 1.00E+01 | 7.46E+01 | 1.I9E+02 | 2. I81E+02 | 9.14E+02 16 9.03E+00 | 4.00E+01 | 7.46E+01 | 1.19E+02 | 2.34E+02 | 481E+02 | 9.
32 1355401 | 4.06E+01 | 7.18E-+01 | 1.ISE+02 | 2.31E-+02 | 4.74E+02 | 9.20E+02 32 1355401 | 4.06E+01 | 7.18E+01 | 1.ISE+02 | 2.31E-+02 | 4.74E+02 | 9.20E+02
64 2.04E+01 | 4.45E+01 | 7.25E+01 | 1.16B+02 | 2.30E+02 | 4.74E+02 | 9.48E+02 64 2.05E+01 | 4.46E+01 | 7.25E+01 | 1.16B+02 | 2.30E+02 | 4.74E+02 | 0.48E+02
128 3.72E+01 | 6.40E+0L | 8.38E+01 | 1215402 | 2.25E+02 | 1.60E+02 | 9.70E+02 128 357E+01 | 6.42E+01 | 8.28E+0L | L.2IE+02 | 2.25E402 | 4.60E+02 | 0.70E+02
256 5.16E101 | S88E+01 | 1.I3E+02 | 1.ASE+02 | 2.A3E+02 | 1.60E+02 | 9.29E+02 256 T77E+01 | 8.94E+01 | 1.I2E+02 | 1.ASE+02 | 2.43E+02 | 4.60E+02 | 9.29E+02
512 TSIB+01 | 1.26E+02 | 1.67E+02 | 2.08E+02 | 2.78E+02 | 4.78E+02 | 9.10E+02 512 S.00E+01 | 1.255+02 | 1.67E+02 | 2.085+02 | 2.78E+02 | 4.78E-+02 | 9.10E+02

1024 2.01E+02 | 2.58E+02 | 2.90E+02 | 3.30E+02 | 4.33E402 | 5.99E402 | 9.20E+02 1024 L71E402 | 2.563E+02 | 2.84E+02 | 3.28E+02 | 4.33E+02 | 5.99E+02 | 9.20E+02
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B.2.4 Rising transition delays table

SP(0)=0.01 SP(0)=0.6
tr\Cload 0 5 i3 26 52 104 tr\Cload 0 375 75 i3 26 52 104
16 T10E+01 T01 | 8.18E+01 | 1386402 | 2.67E+02 | 5.22E102 | 1.08E+03 16 T.ISE101 | 5.13E+01 | 9516101 | L.57E+02 | 3.12E102 | 5.91E+02 | 1.27E+03
32 T.36E01 | 4.52E+01 | 8.64E101 | 1346102 | 2.635102 | 5.62E+02 | 1.035+03 32 T.33E+01 | 5.08E+01 | 9.47E101 | 1.55E+02 | 3.00E+02 | 6.10E+02 | 1.19E+03
64 2.37E+01 | 4.95E+01 | 8.38E+01 | 1.42B+02 | 2.61E+02 | 5.49E+02 | LO3E+03 64 2.10E+01 | 5.45E+01 | 0.45E+01 | 1.65B+02 | 2.98E+02 | 5955402 | 1.20E+03
128 T27E101 | 6.07E+0L | 0.37E+01 | 142E+02 | 2.65E+02 | 5.50E+02 | LO2E+03 128 T3IEF01 | 6.76E+01 | LO4E+02 | 164402 | 2.96E+02 | 6.01E+02 | LISE+03
256 820E101 | 1 TA4E+02 | 2.00E+02 | 3.05E+02 | 5.12E+02 | LO3E+03 256 9.77E+01 | 1.27E+02 | 149E+02 | 2.12B+02 | 3.28E+02 | 5.93E+02 | LISE+03
512 TA0E+02 | L.8IE+02 | 2216402 | 2.56E+02 | 3.43E+02 | 5.55E+02 | 1.08E+03 512 T.76E+02 | 2.36E+02 | 2.60E+02 | 2.97E+02 | 3.86E+02 | 6.27E+02 | 1.21E+03
1024 | L.6SE102 | 3.00E+02 | 246E+02 | 533502 | 5.79E+02 | 6.59E+02 | LIIE+03 1024 | L.60E102 | 498502 | 3.24E+02 | 4565102 | 5.26E+02 | 7.385+02 | 1.24E+03
SP(0)=0.2 SP(0)=0.7
tr\C_load 0 3.75 75 i3 26 52 104 tr\C_load 0 75 i3 26 52 104
16 T12B+01 | 4.81E+01 | 8.57E+01 | 1.42E+02 | 2.80E+02 | 5.43E+02 | 1.1I3E+03 16 T20B+01 | 5 9.75E101 | 1.60E+02 | 3.18E102 | 6.01E+02 | 1.08E+03
32 T31E+01 | 1.69E+01 | 8.95E+01 | 1.40E+02 | 2.74E+02 | 5.77E+02 | 1.O7E+03 32 T32E+01 | 5.16E+01 | 9.58E+0L | 1.58E+02 | 3.05E402 | G.17E+02 | 1.22E+03
64 295E101 | 5.12E+0L | 8.73E+01 | 149E+02 | 2.71E+02 | 5.61E+02 | LOSE+03 64 DIIEF01 | 551401 | 9.59E+01 | 1.66E+02 | 3.04E+02 | 6.08E+02 | L22E+03
128 T30E+01 | 6.97E+01 | 9.63E+01 | LATE+02 E+02 | 5736102 | 1.06E+03 128 T3IE+01 | 6.81E+01 | L.OSE+02 | 1.67E+02 | 3.02E+02 | 6.06E+02 | L.2IE+03
256 9756101 | 1.24E+02 | 1.45E+02 | 2.035+02 | 3.12E+02 | 5375402 | LOTE+03 256 9.77TE 01 TA9E+02 | 2.15E+02 | 331402 | 6.05E+02 | 1.20E+03
512 TA9E+02 | 1.91E+02 | 2.30E+02 | 2.63E+02 | 3.73E+02 | 5.76E+02 | 1.11E+03 512 T82E+02 2.61E02 | 2.98E+02 | 3.01E102 | 6.37E+02 | 1.23E+03
1024 | 1.65B+02 | 3.25E+02 | 4.15E+02 | 5.20E+02 | 5.71E+02 | 6.77E+02 | L.14E+03 1024 | 158E+02 327E102 | 4.35E+02 | 5.12E+02 | 7.48E+02 | 1.26E+03
SP(0)=0.3 SP(0)=0.8
tr\C_load 0 3.75 75 13 52 104 tr\C_load 75 13 26 52
16 T14E+01 | 4.89E+01 | 88SE+0L | 146E+02 557E102 | 1.22E+03 16 9.08E101 | 1.63E+02 | 3.27E102 | 6.12E+02
32 T38E+01 | 4815401 | 9.11E+01 | LJE+02 | 28 5.87EL02 | LIIE+03 32 I 5.26E+01 | 9.60E+01 | 1.62E+02 | 3.10E+02 | 6245402
64 3.19E+01 | 5235401 | 8.96E+01 | 1.55B+02 | 2.78E+02 | 5.70E+02 | LIIE+03 64 3.12E+01 | 5586401 | 9.74E+01 | 1.68E+02 | 3.11E+02 | 6216402 | 1.
128 I32E101 | 6.94E01 | 1.OIEF02 | 1515402 | 2.81E+02 | 5.81E+02 | 1.I0E103 128 T31E101 | 6.87E01 | 1.07E+02 | 1.735+02 | 3.08E+02 | 6.16E+02 | 1.23E03
256 0.75E+01 | 1.25E+02 | 147E+02 | 2.06B+02 | 3.17E+02 | 5545402 | LIIE+03 256 0.78E+01 | 1.20E+02 | 1.50E+02 | 2.17B+02 | 3.35E+02 | 6.18E+02 | 1.23E+03
512 T57E+02 | 2015402 | 2.57E+02 | 2045402 | 3.77E+02 | 5025402 | LIE+03 512 T.O0E+02 | 2.36E+02 | 2.62E+02 | 2.09E+02 | 3.06E+02 | 6.49E+02 | L25E+03
1024 | 1.62E+02 | 3.51E+02 | 385E+02 | 5.06E+02 | 5.60E+02 | 7.07E+02 | LITE+03 1024 | 1.55B402 | 4.226+02 | 331402 | 4.1IE+02 | 4.95E402 | 7.58E+02 | 1.28E403
SP(0)=0.4 SP(0)=0.9
tr\Cload 0 3.75 75 13 26 52 104 tr\Cload 0 3.75 75 13 26 52 104
16 TISE+01 | 407401 | 9.10E+01 | 1.50E+02 | 2.08E+02 | 5.69E+02 | L24E+03 6 T23E+0L E+01 | LO2E+02 | 1.6E+02 | 3-36E+02 | 6.25E402 | L3IEL03
32 T37E+01 | 4.91E+01 | 9.24E+01 | 1.48E+02 | 289E+02 | 5.96E+02 | 1.I4E+03 32 T34E+01 | 5.40E+01 | 9.94E+01 | 1.66E+02 | 3.17E+02 | 6.32E+02 | 1.27E+03
64 2.13E+01 | 5.315+01 | 9.14E+01 | 1.60B+02 | 2.85E+02 | 5.775+02 | LISE+03 64 2.18E+01 | 5.685+01 | 0.92E+01 | 1.705+02 | 3.10E+02 | 6.355+02 | 1.28E+03
128 132E101 | 6.85E+01 | 1.02E+02 | 1545102 | 2.86E102 | 5.80E 102 | LI3E+03 128 5.10E 01 | 6.92E+01 | 1.09E02 | 1.77B+02 | 3.16E102 | 6325402 | 1.26E+03
256 9.75E101 | 1.26E+02 | LASE+02 | 2085402 | 3.21E+02 | 5.68E+02 | LI4E+03 256 9.79E101 | 1.29E+02 | 1.50E+02 | 2.20E+02 | 3.33E+02 | 6315402 | LISE+03
512 1.G3E+02 | 2.12E+02 | 2586102 | 2.05E+02 | 3.79E102 | 6.04E+02 | 1.16E+03 512 T.98E+02 | 2.36E+02 | 2.63E102 | 3.00E+02 | 4.02E+02 | 6.62E+02 | 1.27E+03
1024 | 1.61E+02 | 3.56E+02 | 3506402 | 1.90E+02 | 5.48E+02 | 7.15E+02 | 1.19E+03 1024 | 1.09E+02 | 4.83E+02 | 3355402 | 3.80E+02 | 5.01E+02 | 7.68E.+02 | 1.30E+03
SP(0) SP(0)=0.99
tr\Cload 0 3.75 75 52 104 tr\Cload 0 75 i3 26 52 104
16 TI6E+01 | 5 01 | 0.32E101 | 1546102 5.80E102 | 1.256403 16 T26E101 | ¢ T1SE102 | 1.735102 | 3.70E102 | 6.52E+02 | 1.31E103
32 1355401 | 5.00E+01 | 9.36E+01 | 1.52E+02 G.03E+02 | 1.17E+03 32 T.39E+01 | 5.67E+01 | 1.04E+02 | 1.74E+02 | 3.30E+02 | G.58E+02 | 1.355+03
64 2.09E+01 | 5.38E+01 | 0.30E+01 | 1.635+02 | 2.02E+02 | 5.83E+02 | LITE+03 64 2.23E+01 | 5.91E+01 | 1.03E+02 | 1.74B+02 | 3.34E+02 | 6.62E+02 | 1.35E+03
128 132E+01 | 681E+0L | LO2E+02 | 161E+02 | 2.01E+02 | 5.95E402 | LIGE+03 128 5.I9E101 | 7.27E+0L | L.I2E+02 | 1.83E+02 | 3.32E+02 | 6.61E+02 | L3LE+03
256 9.76E+01 | 1.27E+02 | 1ASE+02 | 2.10B+02 | 3.25E+02 | 5815402 | LIGE+03 256 98IEL01 | 1.30E+02 | 1.76E+02 | 2.26B+02 | 3.A9E+02 | 6.66E+02 | 1.30E+03
512 T.70B+02 | 2.36E+02 | 2.50E+02 | 2.96E+02 | 3.82E+02 | 6.16E+02 | 1.ISE+03 512 T77E01 | 2.37E+02 | 2.66E102 | 3.03E+02 | 4.135102 | 6.87E+02 | 1.32E103
1024 | L.61E+02 | 3.57E+02 | 3.21E+02 | 4.74E+02 | 5.37E+02 | 7.27E+02 | 1.22E+03 1024 | 1.41E102 | 485102 | 3AGE102 | 3.835-+02 | 5.03E102 | 7.80E+02 | 1.35E+03
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B.3 NOR gate (NOR2X0)

B.3.1

Falling propagation delays table

SP(0)=0.01 SP(0)=0.6
tr\C_load 0 3.75 75 13 26 52 104 tr\C_load 0 3.75 . 13 26 52
16 8.1683 | 20.276 48257 | 87.854 | 167.39 | 327.81 16 8.1337 | 20.086 48.054 | 87.546 | 165.79
32 9.0674 | 22.484 50.485 | 90.463 | 167.38 | 32113 32 9.022 | 22.428 50.342 | 90.486 | 166.33 | 3
64 10.018 | 25566 53.795 | 92.476 | 169.54 | 323.67 64 8.0921 | 25.248 53.58 | 92.278 | 169.45 | 326.47
128 67771 | 28.332 ; 60.868 | 100.05 | 177.21 | 334.21 128 3.9791 | 27.106 | 42.027 | 60.379 | 99.646 | 176.69 | 332.98
256 0.81039 | 19.979 | 47.336 | 72.211 | 115.77 | 193.33 | 347.7 256 0.07145 | 19.377 | 46.941 | 71819 | 115.72 | 193.27 | 347.38
512 -33.066 | 3.8680 | 38.454 | 72.087 | 132.58 | 223.84 | 377.53 512 -38.091 | -0.07426 | 35.098 | 69.748 | 131.48 | 223.51 | 377.36
1024 41,238 | -70.616 403 | 9.6085 | 111.07 | 240.05 | 430.24 1024 47878 | -81.143 | -56.439 | 3.1804 | 106.72 | 238.20 | 428.83
SP(0)=0.2
tr\C_load 0 3.75 7.5 13 26 52 tr\C_load 3.75 13 26 52
16 8.1656 | 20.184 48191 | 87.744 | 166.79 16 20.07 48.027 | 87.506 | 165.31
32 9.0567 | 22.468 50.445 | 90.607 | 166.79 32 22.419 50.322 | 90.459 | 166.32
64 9245 | 25.462 53.725 | 92414 | 169.44 64 25.217 53.553 | 92.242 | 169.49
128 5.8310 | 27.043 | 42477 | 60.688 | 99.9 | 177.03 128 26.952 60.339 | 99.606 | 176.63
256 0.54566 | 10.758 | 47.055 | 72.084 | 115.75 | 193.3 | 347.63 256 19.312 71.785 | 115.72 | 193.26
512 -34.666 | 2.3662 | 37.188 | 71.177 | 132.13 | 223.7 | 377.46 512 0.071763 | 34.771 | 69.541 | 131.39 | 223.48 | 377.34
1024 SAT515 | -74.116 | -52.028 | 6.9874 | 109.28 | 239.28 | 429.62 1024 82.458 | -57.126 | 2.6855 | 106.37 | 238.17 | 428.73
SP(0)=0.3 SP(0)=0.8
tr\C_load 0 3.75 7.5 13 26 52 tr\C_load 0 3.75 7.5 13 26 52
16 8.1392 4 18147 | 87.672 | 166.43 16 81312 | 20.053 47.999 | 87.458 | 165.64
32 9.0479 50412 | 90.59 | 166.32 32 8.0999 | 2241 50.3 | 90.433 | 166.23
64 8.8144 53.678 | 92371 | 169.38 64 77772 | 25.186 53.526 | 92.214 | 169.52
128 52113 60.555 | 99.81 | 176.91 128 3.3044 26.8 60.302 | 99.569 | 176.58
256 ; 71.955 | 115.74 | 193.29 256 036418 | 19.248 71.754 | 115.72 | 193.31
512 70.666 | 131.89 | 223.63 512 458 | -0.26684 69.348 | 131.3 | 223.46
1024 5.5248 | 108.3 | 238.88 1024 64.11 | -83.776 2.2636 | 106.06 | 238.06
SP(0)=0.4
tr\C_load 0 3.75 7.5 13 26 tr\C_load 0 3.75 13 26 52
16 8137 | 20.125 | 31.605 | 48.113 | 87.617 16 81299 | 20.034 47.969 | 87415 | 171.49
32 9.0395 | 22.446 | 33.925 | 50.385 | 90.548 32 80843 | 22.399 50.276 | 90.406 | 166.17
64 8514 | 25.325 | 37.108 | 53.641 | 92.336 64 76315 | 25.219 53.496 | 92.184 | 169.2
128 1731 | 27.456 | 42.284 | 60.482 | 99.744 128 2.9393 | 26.64 60.265 | 99.53 | 176.52
256 0.20577 | 19528 719 | 115.73 256 0.54968 | 19.178 71721 | 115.71 | 193.29
512 -36.64 | 0.84709 | 35. 70.267 | 131.72 512 -10.235 | -0.608 69.154 | 131.21 | 223.43
1024 41,783 | -78.224 | -54.753 | 4.5241 | 107.63 1024 67.665 | -85.222 | -58.415 | 1.8696 | 105.77 | 237.96
SP(0)=0.
tr\C_load 0 3.75 7.5 26 52 104 tr\C_load 0 3.75 52
16 8.1352 | 20.103 | 3158 87571 | 16 326.2: 16 81278 | 19.998 171.29
32 9.031 | 22.437 | 33.908 90515 21T 32 8947 | 22.379 : } 166.06
64 82825 | 25.282 | 37.078 92.306 | 169.41 | 326.23 64 TAI51 | 25.092 | 36.927 | 53.442 | 92.127 | 169.13
128 1.3305 | 27.272 | 42.143 99.691 | 176.75 | 333.14 128 2.3022 | 26.363 | 41.69 | 60.207 | 99.465 | 176.45 | 331.82
256 0.064904 | 19.448 | 47.039 115.73 | 193.27 | 34743 256 0.95879 | 19.05 | 46.877 | 71.667 | 115.71 | 193.28 | 347.19
512 37.396 | 0.34629 | 35.465 131.59 | 22354 | 377.37 512 41732 | -1.1568 | 33.601 | 63.834 | 131.06 | 223.48 | 377.3
1024 44458 | -79.759 | -55.667 107.12 | 238.43 | 428.95 1024 74.268 | -87.804 | -59.453 | 1.3545 | 105.33 | 237.8 | 42845
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B.3.2 Rising propagation delays table

SP(0)=0.01 SP(0)=0.6
tr\C_load 0 3.75 7.5 13 26 52 104 tr\C_load 0 3.75 7.5 13 26 52 104
16 8.17E+00 | 2.03E+01 | 3.17E+01 | 4.83E+01 | 8.79E+01 | 1.67TE+02 | 3.28E+02 16 8.13E+00 | 2.01E+01 | 3.16E+01 | 4.81E+01 | 8.75E+01 | 1.66E+02 | 3.26E+02
32 9.07E+00 [ 2.25E+01 | 3.40E+01 [ 5.05E+01 | 9.05E+01 [ 1.67TE+02 [ 3.21E+02 32 9.02E+00 [ 2.24E+401 | 3.39E+01 | 5.03E+01 | 9.05E+01 [ 1.66E+02 [ 3.22E+02
64 T.00E+01 | 2.56E+01 | 3.73E+01 | 5 9.25E+01 | 1.70E+02 E+02 64 B.09E+00 | 2.50E+01 | 3.71E+01 | 5.36E+01 | 0.23E+01 3.26E102
128 6.78E+00 | 2.83E401 | 4.28E401 1.00E+02 | 1.77E+02 E+02 128 3.98E+00 | 2.71E401 | 4.20E401 | 6.04E+01 | 9.96E401 3E+02
256 8.10E-01 2.00E+01 1.16E+02 | 1.93E+02 ASE+02 256 14E-02 1.94E+01 [ 4.69E+01 [ 7.18E+01 [ 1.16E+02 5 3ATE+02
512 | -3.31E+01 | 3.87E+00 T.33E+02 | 2.24E+02 | 3786402 512 SIE+01 | 743602 | 3.51E+01 | 6.07E+01 | 131EF02 | 2.24E+02 | 3.77E+02
1024 -4.12E+01 | -7.06E+01 1.11E+02 | 2.40E+02 | 4.30E+02 1024 -4.79E+01 | -8.11E+01 | -5.64E+01 | 3.18E+00 | 1.0TE402 | 2.38E402 | 4.29E+02
SP(0)=0.2 SP(0)=0.7
tr\C_load 0 75 i3 26 52 tr\C_load 0 3.75 75 i3 52
16 8.17E+00 3.17TE4+01 | 4.82E+01 | 8.77E401 | 1.6TE402 16 8.13E+00 | 2.01E401 | 3.15E401 | 4.80E+01 +01 | 1.66E+02
32 9.06E-+00 3.40E+01 | 5.04E+01 | 9.06E+01 | 1.67TE+02 32 9.01E+00 | 2.24E+01 | 3.39E+01 | 5.03E+01 05E+01 | 1.66E+02
64 9.25E+00 [ 2.55E+401 | 3.72E+01 | 5.37E+01 | 9.24E+01 [ 1.69E+02 64 7.93E+00 [ 2.52E+401 | 3.70E+01 | 5.36E+01 | 9.22E+01 [ 1.69E+02
128 5.83E+00 | 2.796+01 | 4.25E+01 | 6.07E+01 | 9.99E+01 | L.77E+02 128 3.65E+00 | 2.70E+01 | 4.19E+01 | 6.03E+01 | 9.96E+01 | 1775402
256 5.46E-01 1.98E+01 | 4.71E+01 | 7.21E+01 | 1.16E+02 | 1.93E+02 256 -2.11E-01 1.93E+01 | 4.69E+01 1.16E+02 | 1.93E+02
512 -3.47TE+01 | 2.37E+00 | 3.72E+01 | 7.12E+01 | 1.32E+02 | 2.24E+02 | 3.77E+02 512 3.88E+01 | 7.18E-02 3.48E+01 | 6.95E+01 | 1.31E+02 3.7TE+02
1024 | 4.15E+01 | -T4IET0L | -5.20E401 | 6.99E+00 | 1.09E+02 | 2.39E+02 | 4.30E+02 1024 | -5.11E+01 | -8.25E 101 | -5.71E+01 | 2.69E+00 | 1.0GEF02 | 2.38E+02 | 4.29E+02

SP(0) SP(0)
tr\Cload 0 3.75 75 26 52 104 3.75 75 26 52
16 8.14E+00 | 201E101 | 3.16E+01 B77E101 | 1L.6GE 102 | 3.27E+02 2.01E101 | 3.15B+01 B.75E101 | 1.66E102
32 9.05E-+00 | 2.25E01 | 3.39E+01 9.06E+01 | LOGE+02 | 3.21E+02 224E401 | 3.39E+01 9.04E+01 | 1.60E+02
64 SSIE+00 | 254E+01 | 3.71E+01 924E+01 | LOOE+02 | 3.25E+02 64 T78E+00 | 2.52E+01 | 3.70E+01 922E+01 | L70E+02 | 3.27E+02
128 521E+00 | 2.77E+01 | 4.23E+01 9.08E+01 | 1.77E+02 | 3.31E+02 128 330E+00 | 2685101 | 418E+01 | 6.03E+01 | 9.96E+01 | L.77E+02
256 3.GIE-01 | L.9GE+01 | 4.71E+01 TIGE+02 | 1.93E+02 | 3.48E+02 256 T.02E+01 | 1.68E+01 | 7.I8E+01 | L.IGE+02 | 193E+02 | 3ATE+02
512 | -3.57E+01 | LASEL00 | 3.64E+01 | 7.07E+01 | 132E+02 TTE+02 512 | -3.95E+01 | 2.67E-0L | 3455401 | 6.03E+01 | 131E+02 | 2.23E+02 | 3.77E+02
1024 | -A.17E+0L | -7.IE+01 | -5.36E+01 | 5.52E+00 | LOSE+02 E+02 1024 | -GAIE+01L | -838E101 | 5.78E+01 | 2.26E+00 | 1.0GE+02 | 2.38E+02 | 4.20E+02
SP(0)=0.4 SP(0)=0.9
tr\Cload 0 3.75 75 i3 26 52 104 tr\Cload 0 3.75 75 i3 26 52 104
6 SIAE+00 | 201E+01 | 3.16E+01 | 48IE+0L | 8.76E+01 | 1.G6E+02 | 3.27E+02 6 B.I3E+00 | 2.00E+01 | 3.15E+01 | 480E+01 | 8.74EF01 | L.7IE+02 | 3.18E+02
32 9.01E+00 | 2.24E+01 | 3.39E+01 | 5.04E+01 | 9.05E+01 | 1.66E+02 | 3.21E+02 32 8.0SE+00 | 2.24E+01 | 3.39E+01 | 5.03E+01 | 9.04E+01 | 1.66E+02 | 3.255+02
64 B5IE+00 | 2536401 | 3.71E+01 | 5.30E+01 | 9.23E+01 | L.GYE+02 | 3.26E+02 64 T.G3E+00 | 2526401 | 3.70E+01 | 5.35E+01 | 9.22E+01 | L.GYE+02 | 3.27E+02
128 T73E+00 | 2.75E+01 | 4.23E+0L | 6.05E+0L | 9.07E+0L | L77EF02 E+02 128 2.91E+00 | 2.60E+01 | 4.18E+01 | 6.03E+0L | 9.95E+01 | L77E+02 | 3.32E+02
256 J0GE-01 | 1.95E+01 | 4.71E+01 | 7.19E+01 | L.I6E+02 | 193E+02 | 347E+02 256 5.50E-01 | 1.92E+01 | 4.68E+01 | 7.17E+01 | LIGEF02 | 1.03E402 | 3.47E+02
512 G66E+01 | 847E-01 | 3.50B+01 T.32E+02 | 2.24E-+02 | 3.775+02 512 | -4.02E+01 | 6 3AIE+01 | 6.02E+01 | 1.31E+02 | 2.23E+02 | 3.77E-+02
1024 | -A.18E+01 | -7.82E+01 | -5.48E+01 T.0SE+02 | 2.30E+02 | 1.29E+02 1024 | 6.77E+01 5.81E+01 | 1.87E+00 | 1.OGE+02 | 2.38E+02 | 4.20E+02
SP(0)=0.5 SP(0)=0.99
tr\C_load 0 3.75 75 i3 26 104 tr\C_load 3.75 75 3 26 52 104
16 S.4E+00 | 201E+01 | 3.16E+0L | 48IE+0L | 8.76E+0L | L.GGE+02 | 3.26E+02 16 2.00E+01 | 3.14E+01 | 4.79E+01 | 8.73E+01 | L7IE+02 | 3.18E+02
32 9.03E+00 | 2.24E+01 | 3.39E+01 | 5.04E+01 | 9.05E+01 | L.G6E+02 | 3.22E+02 32 B95E+00 | 2.24E+01 | 3.38E+01 | 5.02E+01 | 9.04E+01 | L.GGE+02 | 3.25E+02
64 828E+00 | 2.53E+01 | 3.71E+01 | 5.36E+01 | 9.23E+01 | 1.GOE+02 | 3.26E+02 64 T 00 | 2.51E01 | 3.60E-+01 E-+01 | 921E+01 | L.6OE+02 | 3.24E+02
128 133100 | 2.73E+01 | 421101 | 6.04E-+01 | 9.97E+01 | 1.77E+02 | 3.33E-+02 128 230E+00 | 2.61E+01 | L17E+01 | 6.02E+01 | 9.95E+01 | 1.765+02 | 3.32E+02
256 6.A9E02 | LOAET01 | 4.70E+01 | 7.19E+01 | 1.IGE+02 | LO3E+02 | 3ATE+02 256 9.59E-01 | 191E+01 | 4.69E+01 | 7.17E+0L | LIGE+02 | L.93E+02 | 34TE+02
512 | -3.74E101 | 3.4GE-01 | 3.55E+01 | 7.00B+01 | 132E 102 | 2.24E102 Ei02 512 | 4.17E101 | -L.IGE00 | 3.36E+0L | 6.88E+0L | 131102 | 2.23E102 | 3.77E+02
1024 “T.08E+01 | -5.57E+01 | 3.78E+00 | 1.07E+02 | 2.38E+02 | 4.20E-+02 1024 | -7.43E+01 | -8.79E+01 | -5.055+01 | 1.35E+00 | L.OSE+02 | 2.38E-+02 | 4.285+02
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B.3.3 Falling transition delays table

SP(0)=0.01 SP(0)=0.6
tr\Cload 0 5 i3 26 52 104 tr\Cload 0 75 i3 26 52
16 GATEL00 T01 | 5.04E+01 | 9.126+01 | L.GOE+02 | 3.24E102 | 6.59E+02 16 631100 | 2. 5.03E101 | 9.03E-+01 | L.70E102 | 3.285402 | 6.
32 9.77E+00 | 2.85E01 | 5.07E101 | 8535101 | 1.63E+02 | 3.28E+02 | 6.83E102 32 T.02E 101 | 2.83E+01 | 5.06E101 | 8.52E+01 | 1.64E02 | 3.33E+02 | 7.05E+02
64 2.03E+01 | 3.25E+01 | 5.20E+01 | 8.20B+01 | L.GIE+02 | 3.19E+02 | 6.49E+02 64 T88E+01 | 3.30E+01 | 5.17E+01 | 8.31E+01 | 1.61E+02 | 3.19E+02 | 6.37E+02
128 2.7IE101 | 5.06E+0L | 6.35E+01 | 8.06E+01 | LGSE+02 | 3.33E402 | 6.66E+02 128 2.GIET01 | 5.12E+01 | 6.35E+01 | 8.02E+01 | L.62E+02 | 3.23E402 | 6.77E+02
256 5.21E+01 | S80E-+01 | 9.90E+01 | 1.20B+02 | L.73E+02 | 3.23E402 | G.80E+02 256 5.28E101 | 8.77E+01 | 9.80E+01 | 1.20E+02 | 1.73E+02 E+02 | 6.66E+02
512 8536101 | 1.27E+02 | LASE+02 | 1.82E+02 | 2426402 | 3425402 | G.A2E+02 512 S.0IE+01 | 1.24E+02 | 1A6E+02 | 1.82E+02 | 2426402 | 3425402 | G.0E+02
1024 | 2.68E102 | 2.46E+02 | 2.08E102 | 3.125-+02 | 3.80E+02 | 5185402 | 6.93E+02 1024 | 2.62E102 | 23402 | 2.00E+02 | 3.065+02 | 3.87E+02 | 5.19E+02 | 6.93E+02
SP(0)=0.2 SP(0)=0.7
tr\C_load 0 3.75 75 i3 26 52 104 tr\C_load 0 75 i3 26 52 104
16 6.32E+00 | 2.83E+01 | 5.04E+01 | 9.095+01 | 1.69E+02 | 3.255+02 | 6.50E+02 16 6.31E+00 5.03E101 | 9.02E+01 | 1.70E+02 | 3.27E+02 | 6.40E+02
32 9.73E+00 | 2.84E+01 | 5.07E+01 | 8525401 | 1.64E+02 | 3.30E+02 | 7.00E+02 32 T.02E+01 | 2.83E+01 | 5.04E+01 | 8.52E+01 | 1.63E+02 | 3.33E+02 | 7.01E+02
64 TO5E+01 | 3.20E+01 | 5.19E+0L | 8-3LE+01 | 1.61E+02 | 3.17E+02 | 6.46E+02 64 TS7E+0L | 3.30E+01 | 5.17E+0L | 8-32E+01 | 1.61E+02 | 3.10E+02 | 6.35E+02
128 2.G8E+01 | 5.07E+01 | 6.35E+01 | 8.95B+01 | L64E+02 | 3335402 | 6.69E+02 128 2.63E+01 | 5.13E+01 | 6.36E+01 | 8.92E+01 | L.63E+02 | 3.24E402 | 6.79E+02
256 5225401 | 8.79E+01 | 9.89E+01 | 1.20E+02 | 1.73E402 | 3.23E.+02 | 6.82E+02 256 5.20E+01 E+01 | 0.80E 101 | 1.20E+02 | 1.73E+02 | 3.23E102 | 6.635+02
512 +01 | 1.265+02 | 1A7E+02 | 1825402 | 2.42E102 | 3.42E+02 | 6.38E+02 512 TOSE+01 | 1.22E+02 | 146E+02 | 1.82E+02 | 2.42E402 | 3.42E+02 | 6.40E+02
1024 | 2685402 | 241E+02 | 2.95E+02 | 3.10E+02 | 3.88E+02 | 5.18E+02 | 6.93E+02 1024 | 2.50E402 2.80E+02 | 3.06E+02 | 3.87E+02 | 5.19E+02 | 6.03E+02
SP(0)=0.3 SP(0)=0.8
tr\C_load 0 3.75 75 13 26 52 104 tr\C_load 0 3.75 75 13 26
16 6.36E100 | 2.83E+01 | 5.03E+01 | 0.06B+01 | L.70E+02 | 3.26E+02 | 6.44E+02 16 6.31E100 | 2.82E+01 | 5.03E+01 | 0.01E+01 | 1.70E+02
32 9.72E+00 | 284E+0L | 5.07E+0L | 852B+01 | LGIE+02 | 331E402 | T.09E+02 32 T.O2E+01 | 2.83E+01 | 5.04E+01 | 8.52E+01 | LG63E02 | 3.30E402
64 TOE101 | 3.20E101 | 5.19E101 | 8.30B+01 | 1.61E102 | 3.18E102 E+02 64 1.86E+01 | 3.30E+01 | 5.18E101 | 8.3 [GIE102 | 3.19E+02 | 6.
128 2.G6E+01 | 5.08E-01 | 6.35E101 | 8.04E+01 | 1.63E+02 | 3.29E+02 | 6.71E+02 128 2.63E+01 | 5.14E01 | 6.37E101 | 8.025+01 | 1.63E+02 | 3.24E+02 | 6.83E102
256 5.23E+01 | 8.78E+01 | 0.80E+01 | 1.20B+02 | 1.73E+02 | 3235402 | 6.77E+02 256 531E+01 | 8.77E+01 | 9.80E+01 | 1.20E+02 | 1.73E+02 E+02 | 6.60E+02
512 S26E101 | 1256402 | TATE+02 | 182B+02 | 242E+02 | 3.42E402 | 6.30E+02 512 TOIEF01 | 1.22E+02 | T4GE+02 | L82E+02 | 2.42E402 E+02 | 6.40E+02
1024 | 2688402 | 2 2.93E102 | 3.09E+02 | 3.88E+02 | 5.19E+02 | 6.03E+02 1024 | 2.46E+02 E+02 | 2.88E+02 | 3.05E+02 | 3.87E+02 | 510402 | 7.10E+02
SP(0)=0.4 SP(0)=0.9
tr\Cload 0 75 13 26 52 104 tr\Cload 0 75 13 26 52
16 63IE100 5.03E+01 | 9.06E+0L | 1.70E+02 | 3.26E+02 | 6.39E+02 6 633E+00 5.03E101 | 8.09E+0L | 1.70E102 | 3.31E+02
32 T.02E+01 5.07E+01 | 8.52E+01 | 1.GAE102 | 3.32E+02 | 7.12E+02 32 T02E+01 | 2. 5.05E101 | 8536101 | 161E102 | 3.546102 | 6.67E
64 T.93E+01 58E01 | 8.31E+01 | 1.61E+02 | 3.18E+02 | 6.A1E+02 64 1855401 | 3.30E+01 | 5.19E+01 | 8.32E+01 | 1.61E+02 | 3.20E+02 | 6.32E+02
128 2.65E 01 | 5.00E+01 | 6.33E+01 | 8.935+01 | 1.62E102 | 3.26E402 | 6.73E+02 128 2.62E 01 | 5.15E+01 | 6.36E+01 | 8.935+01 | 1.63E102 | 3.25E 402 | 6.82E+02
256 5.25E101 | 8.78E+0L | 0.88E+01 | 1.20B+02 | L73E+02 | 3235402 | 6.72E+02 256 5.33E101 | 8.77E+0L | 0.80E+01 | 1.20B+02 | L73E+02 | 3.23E402 | 6.57E+02
512 S.ISEF01 | 1.24E+02 | 1A6E+02 | 1.82B+02 | 2426402 | 3.42E+402 | 6.39E+02 512 TSAE+01 | 1.2IE+02 | LAGE+02 | 1.82E+02 | 2.42E402 | 3.42E+02 | 6.40E+02
1024 | 2.685+02 | 2.37E+02 | 202502 | 3.08E+02 | 3.87E+02 | 5.19E+02 | 6.935+02 1024 | 2435402 | 2.31E+02 | 2875402 | 3.04E+02 | 3.86E+02 | 5.19E+02 | 7.105+02
SP(0) SP(0)=0.99
tr\Cload 0 3.75 75 26 52 104 tr\Cload 0 3.75 75 i3 26 104
6 6316100 01 | 5.03E+01 | 9.05E+01 | 1.70E+02 | 3.27E+02 | 6.37E+02 16 6.33E100 | 2.82E+01 | 5.03E101 | 8.97E+01 | 1.70E102 7226102
32 T.025+01 | 2.84E+01 | 5.07E+01 | 8.52E+01 | 1.64E+02 | 3.33E+02 | 7.00E+02 32 T.02E+01 | 2.84E+01 | 5.07E+01 | 8.54E+01 | 1.64E+02 6.72E+02
64 T.O0E+01 | 3.30E+01 | 5.18E+01 | 8.31E-+01 | LGIE02 | 3.19E+02 | 6.30E+02 64 T.O0E+01 | 3.31E-+01 | 5.20E+01 | 8.32E+01 | LGIE+02 6.ATE+02
128 2.GIEF01 | 5.10E+0L | 6.31E+01 | 8.93E+01 | L.62E+02 | 3.23E402 | 6.75E+02 128 2.63E+01 | 5.17E+0L | 6.37EL0L | 8.03E+0L | L.G3E+02 6.76E+02
256 5.26E101 | 8.78E+01 | 9.88E+01 | 1.20B+02 | L.73E+02 | 3235402 | 6.69E+02 256 5386101 | 8.76E+01 | 9.86E+01 | 1.20E-+02 | L.73E102 6.52E+02
512 RITE01 | 1.24E102 | 1AGE102 | 1.82E+02 | 2426102 | 3.42E+02 | 6.39E02 512 T.70B+01 | 1.20E+02 | 1.AGE+02 | 1.82E+02 | 2.42E+02 6.10E+02
1024 | 2.65E102 | 235502 | 2.01E+02 | 3.07E-+02 | 3.87E+02 | 5.19E+02 | 6.93E+02 1024 | 2.36E102 | 2.09E02 | 2.85E102 | 3.035-+02 | 3.86E+02 710E+02
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B.3.4 Rising transition delays table

SP(0)=0.01 SP(0)=0.6
tr\Cload 0 5 i3 26 52 104 tr\Cload 0 75 i3 26 52 104
16 T49E101 | 4.85E+01 | 8556101 | 1.30E+02 | 2.68E102 | 5.20E+02 | L.OIE+03 16 TGIE 01 T.03E+02 | 1.59E+02 | 3.06E102 | 6.28E+02 | 1.16E+03
32 1725401 | 4.85E+01 | 8.33E-+01 | 1.37E+02 | 2.60E+02 | 5.15E+02 | 1.025+03 32 T.705+01 9.58E-+01 | 1.63E+02 | 3.06E+02 | 6.00E+02 | 1.24E+03
64 2.65E+01 | 5.31E+01 | 8.60E+01 | 1.40B+02 | 2.50E+02 | 5.12E+02 | LOIE+03 64 2.62E+01 0.82E-01 | 1.55E+02 | 3.04E+02 | 6.19E+02 | 1.16E+03
128 I38E101 | 7.25E401 | 0.57E+01 | THE+02 | 2.69E+02 | 5.07E+02 | LO2E+03 128 T56E101 | 7.24E+01 | LOTE+02 | 160E+02 | 3.12E+02 | 5.97E+02 | LIGE+03
256 T27TE+01 | LI4E+02 | 1.35E402 | LSIE+02 02 | 5.12E+02 | LOIE+03 256 9.02E101 | 1.20E-02 | 14SE102 | 2.00E+02 | 3.25E402 | 6.11E+02 | LIGE103
512 1316402 | L7AE+02 | 2.19E+02 | 2.52E+02 | 3.31E402 | 5.45E+02 | 1.01E+03 512 TGIE+02 | LIGE+02 | 2.29E402 | 2.67E+02 | 3.61E+02 | G.A3E+02 | 1.ISE+03
1024 | 2.53E102 | 2.37E+02 | 4.37E+02 | 158502 | 5.08E+02 | 6.98E+02 | LOIE+03 1024 | 1.62E102 | 3.50E+02 | 4.38E+02 | 5.505-+02 | 5.81E+02 | 7.19E+02 | 1.24E+03
SP(0)=0.2 SP(0)=0.7
tr\C_load 0 3.75 75 i3 26 52 104 tr\C_load 0 75 75 i3 26 52 104
16 T.52E+01 | 5.07E+01 | 9.08E+01 | 1.43E+02 | 2.77E+02 | 5.54E+02 | 1.05E+03 16 T.62E+01 | 5.65E+01 | 1.04E+02 | 1.63E+02 | 3.12E+02 | G.A3E+02 | 1.19E+03
32 T.75E+01 | 5.05E+01 | 8.72E+01 | 1.44E+02 | 2.73E+02 | 5.40E+02 | 1.09E+03 32 T.71E+01 | 5.56E+01 | 0.75E+01 | 1.68E+02 | 3.14E+02 | 6.11E+02 | 1.36E+03
64 2.GIET01 | 5.53E+0L | 8.09E+01 | 142E+02 | 2.73E+02 | 5.40E+02 | LOSE+03 64 2.63E101 | 5.06E+0L | LOOE+02 | 158E+02 | 3.11E+02 | 6.36E+02 | LIOE+03
128 TA5EF01 | 7.54E+01 | 1.02E+02 | L50E+02 E02 | 5.33E102 | 1L.07E+03 128 T59E+01 | 7.48E+01 | L.IIE+02 | 1.68E+02 | 3.15E+02 | 6.11E+02 | LISE+03
256 7.65E+01 | LITE+02 | 1A1E+02 | 1.01E+02 | 2886402 | 5.37E+02 | 1.056+03 256 9326101 | 1.30E+02 | 1.50E+02 | 213402 | 3.36E+02 | 6285402 | LI9E+03
512 TA2E+02 | 1.80E+02 | 2215402 | 2.56E+02 | 3.42E+02 | 5.67E+02 | 1.05E+03 512 T.69E+02 23202 | 2.70E+02 | 3.72E+02 | 6.50E+02 | 1.22E+03
1024 | 1.65B+02 | 2.87E+02 | 4.42E+02 | 5.36E+02 | 5.94E+02 | 6.96E+02 | .I3E+03 1024 | 1.GOE+02 5.05E102 | 5.49E+02 | 5.75E+02 | 7.28E+02 | 1.26E+03
SP(0)=0.3 SP(0)=0.8
tr\C_load 0 3.75 75 13 26 52 104 tr\C_load 0 3.75 75 13 26 52 104
16 L.55E+01 | 5.22E+01 | 9.48E+01 | 1.48E+02 | 2.86E+02 | 5.77E+02 | LOSE+03 16 T.64E+01 | 5.77E+01 | LOSE}02 | 1.G6E+02 | 3.10E+02 | 6.59E+02 | 1.22E+03
32 T.73E+01 | 5.18E+01 | 9.00E+01 | 1.9E+02 | 2.83E+02 TIIE+03 32 T7AE+01 | 5.67E+01 | 9.94E+01 | L.70E+02 | 3.22E+02 | 6235402 | L37E+03
64 2.62E101 | 5.59E+01 | 9.19E+01 | LAGE+02 | 2.81E+02 L.OSE+03 64 3.GIE+01 | 6.12E+01 | L.OSE+02 | 1.62E+02 | 3.18E+02 | 6.97E+02 | 1L.22E+03
128 TA6E+01 | 7.63E+01 | 1.02E+02 | 1.57E+02 | 2.07E+02 T.10E+03 128 530E+01 | T.46E+01 | 1I3E+02 | 1.715+02 | 3.18E+02 | 6.26E+02 | 1.21E103
256 12E+01 | 1.00E+02 | LAIE+02 | 1.07E+02 | 2.06E+02 T.0SE+03 256 9.64E+01 | 1.30E+02 | 1.52E+02 | 2.185+02 | 3.49E+02 | 6.50E+02 | 1.23E+03
512 TASE+02 | 1.84E102 | 2.23E+02 | 2.50E+02 | 3A7E02 | 5.00E+02 | LOJE+03 512 T75E+02 | 2085402 | 2.36E+02 | 2.74E+02 | 3.79E+02 | 6.50E+02 | LIBE+03
1024 | 1.63E+402 | 3.24E+02 | 4.42E402 | 5456102 | 5.91E+02 | 6.95E+02 | L.IGE+03 1024 | 1.58E+02 | 3.53E+02 | 5.06E+02 | 5.A7E+02 | 5.69E+02 | 7.57E+02 | 1.28E+03
SP(0)=0.4 SP(0)=0.9
tr\Cload 0 3.75 75 13 52 104 tr\Cload 0 i 75 13 26 52
16 T57E+01 | 5.31E+01 | LO2EF02 | 152E+02 5.96E102 | LIIE+03 6 TG60E+0L | 5.92E+01 | LOGE}02 | L.7IE+02 | 3.26E+02 | 6.76E+02
32 T71E+01 | 5.29E+01 | 921401 | 1.54E+02 5.73E+02 | LI9E103 32 T.78E+01 | 5.80E+01 | 1.02E+02 | L73E+02 | 3.32E402 | G.37E+02 | 1.
64 2.59E+01 | 5.70E+01 | 9.37E+01 | 1.50B+02 | 2.01E+02 | 5825402 | LIIE+03 64 2.65E+01 | 6.255+01 | 1.IIE+02 | 1.67B5+02 | 3.25E+02 | 7.035+02 | 1.25E+03
128 TATE01 | 7.63E+01 | 1.03E+02 | 1.60B+02 | 3.05E102 | 5.68E+02 | LI2E+03 128 53IE 101 | 7.45E+01 | 1.14E102 | 1758402 | 3.21E102 | 6.ME 102 | 1.24E+03
256 SA3EL01 | 1236402 | IA5E+02 | 201E+02 | 3.02E+02 | 5.69E+02 | LIIE+03 256 9.92E101 | 1315402 | 1.55E+02 | 2236402 | 3ASE+02 | 6.65E+02 | L27E+03
512 546102 | 1.88E+02 | 2.256102 | 2.62E+02 | 3.52E102 | 6.04E+02 | 1.12E+03 512 826102 | 2.15E+02 | 2.41E102 | 2.77E+02 | 3.86E102 | 6.65E+02 | 1.
1024 | 1.635+02 | 3.42E+02 | 4415402 | 5.48E+02 | 5.80E+02 | 7.01E+02 | 1.19E+03 1024 | 1715402 | 3.57E+02 | 5.06E+02 | 5.44E+02 | 5.61E-+02 | 7.71E+02
SP(0)=0.5 SP(0)=0.99
tr\Cload 0 75 i3 52 tr\Cload 0 75 i3 26 52
16 T59E+01 | 5. 1026102 | 1.50E+02 G.12E102 | 1.14E+03 16 T73E+01 1105102 | 1.80E+02 | 3.42E102 | 7.60E+02
32 T.69E+01 | 5.38E+01 | 9.40E+01 | 1.59E+02 5885402 | 1.24E+03 32 T8IE+01 T.07E+02 | 1.78E+02 | 3.51E+02 | 6.65E+02
64 2.6IE+01 | 5.80E+01 | 0.61E+01 | 1.53B+02 | 2.97E+02 | 6.01E+02 | LI4E+03 64 2.66E+01 | 6.4SE+01 | 1.I4E102 | 1.77E+02 | 3.390E+02 | 7.I5E+02
128 T5IEF0L | 7615401 | LOSE+02 | 162E+02 | 3.00E+02 | 5.82E+02 | LI4E+03 128 5.37E+01 | 7.63E+01 | L.ISE102 | L82E+02 | 3.38E102 | 6.93E+02
256 8.73E+01 | 1.26E+02 | 1A6E+02 | 2.05B+02 | 3.15E+02 | 5835402 | LI3E+03 256 9.9IE+01 | 1.326+02 | L.78E+02 | 2.20B+02 | 3.58E+02 | 6755402 | 1.
512 T50E 102 | 1.01E+02 | 2.27E102 | 2.64E+02 | 3.57E 102 | 6.20E+02 | 1.156+03 512 T.97E 102 | 2.39E+02 | 2.68E102 | 3.05E+02 | 4.17E+02 | 6.92E+02 | 1.356+03

1024 1.62E402 | 3.4TE+02 | 4.40E+02 | 5.49E+402 | 5.85E+02 | 7.06E+02 | 1.21E+403 1024 1.43E402 | 4.27TE+02 | 5.08E+02 | 5.34E+402 | 5.37E+02 | 7.96E+02 | 1.37E403




Appendix C

Matlab Code for Modelling

Dynamic Power

This Chapter give details about the data and code for modelling the the dynamic power

in a multi-core system.

C.1 Data sets

133
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Table C.1: Input data

Benchmark Corner Frequency Vdd IPC_core.0 IPC_core.l IPC_core.2 IPC_core.3

barnes Nominal 2.66 1.2 0.69 0.71 0.7 0.72
blackscholes Nominal 2.66 1.2 0 1.38 1.38 1.38
bodytrack Nominal 2.66 1.2 0.31 1.38 1.38 0
canneal Nominal 2.66 1.2 0 0.54 0.54 0.54
cholesky Nominal 2.66 1.2 2.06 1.95 2 1.92
dedup Nominal 2.66 1.2 0 0.04 0.02 0.24
facesim Nominal 2.66 1.2 0.83 0.83 0.84 0.81
fft Nominal 2.66 1.2 1.43 1.43 1.43 1.43
fluidanimate ~ Nominal 2.66 1.2 0 0.87 0.87 0
fmm Nominal 2.66 1.2 2.43 2.47 2.4 2.4
freqmine Nominal 2.66 1.2 1.17 0 0 0

lu Nominal 2.66 1.2 2.13 2.03 1.94 2.03
ocean Nominal 2.66 1.2 0.69 0.69 0.69 0.69
radiosity Nominal 2.66 1.2 0.65 0.72 0.57 0.66
radix Nominal 2.66 1.2 0.41 0.41 0.41 0.41
raytrace Nominal 2.66 1.2 0 1.74 1.74 1.75
streamcluster Nominal 2.66 1.2 0.03 1.12 1.14 1.12
swaptions Nominal 2.66 1.2 0 1.28 1.28 1.45
vips Nominal 2.66 1.2 0.1 2.57 2.58 0
water Nominal 2.66 1.2 1.25 1.25 1.34 1.27
barnes Max 3.06 0.85 0.69 0.7 0.71 0.72
blackscholes Max 3.06 08 0 1.39 1.39 1.39
bodytrack Max 3.06 0.85 0.31 1.37 1.37 0
canneal Max 3.06 0.8 0 0.51 0.51 0.51
cholesky Max 3.06 0.85 1.96 1.88 1.92 1.8
dedup Max 3.06 0.85 0 0.03 0.02 0.2
facesim Max 3.06 0.85 0.78 0.78 0.79 0.76
fft Max 3.06 0.85 1.34 1.34 1.34 1.34
fluidanimate  Max 3.06 0.8 0 0.87 0.87 0
fmm Max 3.06 0.85 2.4 2.47 2.4 2.43
freqmine Max 3.06 0.85 1.16 0 0 0

lu Max 3.06 0.85 2.11 2.01 2.01 1.92
ocean Max 3.06 0.85 0.64 0.64 0.64 0.65
radiosity Max 3.06 0.85 0.6 0.67 0.62 0.52
radix Max 3.06 0.85 0.41 0.41 0.41 0.41
raytrace Max 3.06 0.85 0.83 0.83 0.82 0.8
streamcluster Max 3.06 0.85 0.03 1.12 1.13 1.13
swaptions Max 3.06 0.85 0 1.28 1.28 1.53
vips Max 3.06 0.85 0.1 2.57 2.58 0
water Max 3.06 0.85 1.25 1.25 1.33 1.26
barnes Min 1.7 1.5 0.69 0.71 0.72 0.7
blackscholes Min 1.7 1.5 0 1.39 1.39 1.39
bodytrack Min 1.7 1.5 0.31 1.38 1.38 0
canneal Min 1.7 1.5 0 0.61 0.61 0.61
cholesky Min 1.7 1.5 2.27 2.18 2.11 2.13
dedup Min 1.7 1.5 0 0.06 0.04 0.38
facesim Min 1.7 1.5 1 0.99 0.97 1
fft Min 1.7 1.5 1.78 1.78 1.78 1.78
fluidanimate  Min 1.7 1.5 0 0.87 0.87 0
fmm Min 1.7 1.5 2.41 2.44 2.41 2.48
freqmine Min 1.7 1.5 1.19 0 0 0

lu Min 1.7 1.5 2.13 2.03 1.94 2.03
ocean Min 1.7 1.5 0.91 0.92 0.92 0.91
radiosity Min 1.7 1.5 0.7 0.83 0.8 0.89
radix Min 1.7 1.5 0.41 0.41 0.41 0.41
raytrace Min 1.7 1.5 0.9 0.89 0.87 0.9
streamcluster Min 1.7 1.5 0.03 1.13 1.12 1.13
swaptions Min 1.7 1.5 0 1.27 1.27 1.52
vips Min 1.7 1.5 0.1 2.58 2.58 0

water Min 1.7 1.5 1.27 1.27 1.35 1.28
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Table C.2: Output power data

Benchmark Corner Power_core_.0 Power_core_.1 Power_core.2 Power_core_3
barnes Nominal 5.83391 6.00652 5.90775 6.09756
blackscholes Nominal 0.609271 9.21822 9.21974 9.22056
bodytrack Nominal 2.4765 8.87871 8.87207 0.608066
canneal Nominal 0.608614 3.69783 3.6974 3.69646
cholesky Nominal 15.0519 14.4279 14.5864 14.2249
dedup Nominal 0.608077 0.802223 0.730435 2.09423
facesim Nominal 6.82507 6.79908 6.8569 6.66062
fft Nominal 8.74034 8.74091 8.73868 8.73987
fluidanimate  Nominal 0.608158 6.01221 6.04471 0.608066
fmm Nominal 14.493 14.6599 14.2872 14.2375
freqmine Nominal 7.80965 0.608066 0.608066 0.608066
Iu Nominal 14.763 14.1046 13.5074 14.1118
ocean Nominal 5.51386 5.52044 5.5484 5.55415
radiosity Nominal 4.9981 5.44468 4.30746 5.10956
radix Nominal 2.98451 2.98571 2.98746 2.99175
raytrace Nominal 6.08335 6.07725 5.88249 6.03322
streamcluster Nominal 0.781616 8.8005 8.87477 8.79467
swaptions Nominal 0.60841 8.87352 8.87339 10.5255
vips Nominal 1.26051 14.1932 14.2343 0.608195
water Nominal 8.73526 8.7359 9.13314 8.79854
barnes Max 6.95043 7.0445 7.16909 7.28514
blackscholes Max 0.306792 12.2438 12.2458 12.2472
bodytrack Max 2.81746 12.0601 12.0418 0.305089
canneal Max 0.305826 4.52742 4.52549 4.52696
cholesky Max 17.9512 17.4513 17.4985 16.8023
dedup Max 0.305103 0.563126 0.464837 2.03517
facesim Max 7.56771 7.52408 7.5886 7.36634
fft Max 10.7774 10.775 10.7743 10.7761
fluidanimate  Max 0.305219 7.77345 7.80799 0.305089
fmm Max 19.1478 19.7281 19.1718 19.4216
freqmine Max 10.6396 0.305089 0.305089 0.305089
Iu Max 20.4227 19.4875 19.4978 18.6372
ocean Max 6.28895 6.29569 6.33168 6.33856
radiosity Max 5.71774 6.28923 5.87377 4.84491
radix Max 3.61756 3.62017 3.62267 3.62641
raytrace Max 7.52126 7.54186 7.46465 7.25612
streamcluster Max 0.547362 11.0434 11.092 11.1204
swaptions Max 0.305573 11.6529 11.653 13.9208
vips Max 1.18506 20.7169 20.7777 0.305273
water Max 11.1322 11.1333 11.7444 11.2336
barnes Min 6.08094 6.25025 6.33976 6.1534
blackscholes Min 0.951294 9.47964 9.48109 9.48197
bodytrack Min 2.79168 9.10322 9.09661 0.950103
canneal Min 0.950715 4.40532 4.40463 4.40584
cholesky Min 16.626 15.9491 15.6977 15.8435
dedup Min 0.950121 1.26094 1.14593 3.32769
facesim Min 8.27336 8.24203 8.08025 8.30909
fft Min 10.9592 10.9595 10.9595 10.9575
fluidanimate  Min 0.950194 6.28703 6.30485 0.950103
fmm Min 14.4325 14.683 14.4805 14.8494
freqmine Min 8.14927 0.950103 0.950103 0.950103
lu Min 14.8699 14.2296 13.635 14.2227
ocean Min 7.34822 7.40197 7.394 7.35654
radiosity Min 5.49373 6.47301 6.27457 6.85276
radix Min 3.30932 3.31344 3.31076 3.31626
raytrace Min 6.63399 6.61448 6.46107 6.65301
streamcluster Min 1.12092 9.02578 9.00644 9.06014
swaptions Min 0.950438 8.99819 8.99808 10.6068
vips Min 1.59225 14.3268 14.3671 0.95023

water Min 9.03519 9.03542 9.43032 9.09786
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C.2 MATLAB Code

clear all;close all;

power_data =

importdata(’C:\Users\hmalgl4\Dropbox\MachineLearning\profile.csv’)

power_data.data(:,1)

[N, p1] = size(power_data.data); % N = No. of rows; pl = No of columns

p = pl-4; % p = no. of inputs
Y = [power_data.data(:,1:p)];
f = power_data.data(:,p1-3:pl);

Xtr = Y
ytr = £
Xts = Y
yts = £
X = Xtr
y = ytr;

% Non-linear Neural Network

net = feedforwardnet(10);

[net tr] = train(net, X’, y’);
figure

hold all

plotperform(tr)

net2 = feedforwardnet(20);

[net2 tr2] = train(net2, X’, y’);

plotperform(tr2)
hold off

f2 = net2(Xts’);
Y%view(net);

perf = perform(net2,f2,yts’);

% linear regression with cross-validation
Nfold = 8;

indices = crossvalind(’Kfold’,f(:,1),Nfold);
MSPE_linear = zeros(Nfold,4);

YL = [Y ones(N,1)];

fl= £
for i = 1:Nfold
test = (indices == i); train = “test;

w = inv(YL(train,:)’*YL(train,:))*YL(train,:) ’*fL(train,:);
fh_linear = YL(test,:)*w;

MSPE_linear(i,:) = mean((fL(test,:)- fh_linear)."2); % to compare

the training output with the test data

end
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%disp([’The accuracy of predition: ’ num2str(LSE)]);
MSPE_linear

%average prediction error

avg = sum(MSPE_linear)/Nfold

Juncertainty on it.

uncertinity= std(MSPE_linear)

figure;

x = [1:Nfoldl;

bar (x,MSPE_linear)

legend(’Core 1’ , ’Core 2’, ’Core 2’, ’Core 4’)
title(’Prediction Uncertainty ’ )

%legend (’X2°,°Y27)

xlabel(’Validaition fold’) % x-axis label
ylabel(’Mean Squared Error (mse)’) % y-axis label

powerLearning.m



Appendix D

Thermal Model Generation

This appendix describes how the temperature and BTI model of the multi-core systems
been modelled. MATLAB has been used to simulate both the temperature and BTI

for each core in the system by simulating the following steps:
1. Input pattern generation (we define the input power and the frequency of each
core in this step)
2. Thermal model generation (build the thermal model from the floorplan)
3. Core temperature simulation ()

4. Core stress simulation ()

Matlab Code

1 % This script allows to simulate a selected thermal model:

2 % Required steps:

3 % 1 - Input Pattern Generation

a b a) Power input

5 b) CPI, Freq Input - Internally converted in Power through a non
6 linear Power model.

7 % 2 - Thermal Model Generationn

8 % 3 - Core temperature Simulation

9 % 4 - Ageing Simulation

11 Y skskokokskok ok skook s ok ok o ok sk sk ok sk ok ok o ok ok sk ok ok ok s ok sk ok ok ok ok ok sk sk ok ok ok sk ok sk ok ok ok kR ok ok ok ok k9

12 % wksckskokskokskokkokkkk GLOBAL PARAMETERS  skokskokskokskok sk sk sk skok kokkokkok sk kkkkk ok %)

13 NC =4 ; % Number Of Cores
15 TS =1 % Discrete Time model - sample time defined in
Time.Step

138
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16 stepsim = true(); % To simulate step by step - required with

non linear

17 %stepsim = false(Q); % To simulate with dlsim

19 LTS = -1; % Continuos Time model - uses lsim
21 Type = ; % 1 Layer 1 cell per core

22 %Type = ’Reduced2L’; % 2 Layer 1 cell per core

23 %Type = ’Full2l’; % 2 Layer 1 cell per core

24 %Type = °NL’;

26 flp = false(); 7% Put one if you want to generate model from the flp
file!

28 Tenvironment = 310; 7 [K] Environmetal temperature

30 if (strcmp(Type, )) 7 Parameters for non linear model
31 TS =1 ;

32 stepsim = true();

33 end

36 PI = false(); % Power Input Vector 77

37 Plots = true(); % Do you want plot 77

39 plotcolor =[ ; ; ; ; ; ; HE

10 markers =[ ; ; ; ; ; ; ; 1;

43 Y skokokokskok ok ook ok skook s ok ok s ok ok ok ok ok ok ok ok ok ok sk sk ok ok ok 3 ok sk sk ok s ok ok ok sk ok ok kR ok ok ok Kok k)

44 Y kkkskokskkkkkkkk (1) INPUT PATTERN GENERATION skskskskokskskskokskskskskkskkk 7

46 Time = struct(); % Contains the input vector Time information
47 Time.Start = 0; % [s]

48 Time.End = 40; % [s]

49 Time.Points = 5000; % Number of points

50 Time.Step = (Time.End - Time.Start)/Time.Points; 7 Step 20/5000
51 Time.array = (Time.Start:Time.Step:Time.End)’; 7, Time vector

52 Time.array2 = (Time.Start:Time.Step:Time.End/2)’;

53 Time.array3 = ((Time.End/2)+1:Time.Step:Time.End)’;

55 Tenv = ones(length(Time.array),1)*Tenvironment;

56 / Input vector with environmental temperature

s8 if (PI) % Plot input power vectors
59 % Example generation of power stress pattern

60 Power = zeros(length(Time.array),NC);
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61 PMax = 25;

62 PMin = 10;

63 for i=1:1:2

64 hPower (:,i) = square(2*pi*(1/(i*NC))*Time.array);
65 Power(:,i) = ones(length(Time.array),1);
66 end

67 Power (Power==1)=PMax;

68 Power (Power==-1)=PMin;

69 Power (Power==0)=PMin;

71 else

72 % Example generation of CPI, Freq stress pattern
73 CPI = zeros(length(Time.array),NC);

74 Freq = zeros(length(Time.array),NC);

75 Idleness = ones(length(Time.array),NC);

76 % Idleness(:,2)= zeros(length(Time.array),1);
77 % let core 2 to be always idle

78 half_period = length(Time.array)/2;

79 for i=1:1:2499

80 Idleness(i,2)= 0;

81 end

83 for i1=2500:1:5001

84 Idleness(i,3)= 0;

85 end

87 Temperature = ones(length(Time.array),NC)*Tenvironment;
88 FMax = [2970 2970 2970 2970];

89 FMin = [1600 1600 1600 1600];

90 %print CPI

91 for i=1:1:NC

93 CPI(:,i) = ones(length(Time.array),1)*0.5;
94 WFreq(:,i) = square(2*pi*(1/(i*NC))*Time.array);
95 %high frequency phase

96 for j=1:1:2500

97 Freq(j,i) = 1;

98 end

99 %low frequency phase

100 for j=2501:1:3500

101 Freq(j,1) = -1;

102 Freq(j,2) = -1;

103 Freq(j,3) = -1;

104 Freq(j,4) = 1;

105 end

106 for j=3501:1:5001

107 Freq(j,i) = -1;
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108

110

111

112

114

115

116

119

120

121

122

123

124

125

126

127

128

129

131

132

133

134

136

137

138

139

140

141

142

145

146

148

149

150

151

152

153

154

end

if

% x
hy

% a

end

Freq(Freq==1)=FMax (i) ;
Freq(Freq==-1)=FMin(i);

end

Vdd = Freq2Vdd(Freq); 7, Convert Freq to corresponding Vdd
Power = CPI2Pow(Freq,CPI,Idleness,Vdd,Temperature); 7 Power Model

(Plots) % if u want to see input pattern plot

figure;

tmp = 5

subplot(3,1,1);

[0.35 0.35];

[0.82 0.77];
nnotation(’textarrow’,x,y,’String’,’Core 2 is idle ’)
hold on

TA = decimate(Time.array,4);

Pow = decimate(Power,4);

Pow = transpose(Pow)
for i=1:1:NC
%’LineWidth’,2, ’MarkerSize’,4,

plot(Time.array,Power(:,i),strcat(plotcolor(i),markers(i,:)),
,1:100:1ength(Time.array)) ;

tmp = strcat(tmp, ,num2str(i), )

end

hold off

eval (strcat( ,tmp(l:end-1), ));

title( )

ylabel( )

xlabel( )

end

%k
YA

if

els

st ok ok o ok sk ok ok ok sk ok ok s ok ok o ok sk sk ok o ok ok ok ok s ok ok ok ok sk ok ook ok ok ok ok ok ok ok ok ok ok sk k ok ok ok ok )

sokkkkskokskokkokkk  (2) THERMAL MODEL GENERATION skskokskokskokskokskskkskokkkk 7

(TS == -1)
[A,B,C,D]=modmatrices(Type,TS,flp);
dimA = size(A);

X0 = ones(dimA(1,1),1)*Tenvironment;
TModel = ss(A,B,C,D);

e if (strcmp(Type, ))

X0=Tenvironment*ones(192,1);
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155

156

157

159

160

161

162

163

165

166

167

169

170

171

172

176

179

180

181

182

183

184

185

186

187

188

190

191

192

193

194

195

198

199

200

201

[A,B,C,D]=modmatricesnl (X0,Time.Step,flp);
dimA = size(A);
X0 = ones(dimA(1,1),1)*Tenvironment;

else
[A,B,C,D]=modmatrices(Type,Time.Step,flp);
dimA = size(A);
X0 = ones(dimA(1,1),1)*Tenvironment;

end

end

if (flp==1)

sz_p = size(Power);
sz_b = size(B);
if ((sz_b(1,2)-sz_p(1,2)-1)>0)
Power = [Power(),zeros(sz_p(1,1),sz_b(1,2)-sz_p(1,2)-1)];
end

end

if (TS == -1)
Temp = 1sim(TModel, [Power,Tenv],Time.array,X0);
else
if (stepsim)
Temp = zeros(length(Time.array) ,NC);

tmp = Cx*XO;
Temp(1,:) = tmp(tmp~=0);
T = X0;

if (strcmp(Type, )
for j=2:1:length(Time.array)
[A,B,C,D]=modmatricesnl(T,Time.Step,flp);
T = A*T + B*[Power(j-1,:),Tenv(j-1,:)]17;
tmp = CxT;
Temp(j,:) = tmp(tmp~=0);
end
else
for j=2:1:length(Time.array)
T = AxT + B*[Power(j-1,:),Tenv(j-1,:)1";
tmp = CxT;
Temp(j,:) = tmp(tmp~=0);
end
end

else
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202 Temp = dlsim(A,B,C,D, [Power,Tenv],X0);
203 Temp = C(:,1:end/2)*Temp’;

204 Temp = Temp’;

205 end

206 end

207 U RRkkkkkokokk ok kokokokok ok sk sk sk sk sk sk sk sk sk sk sk ok kokok ok sk sk sk sk sk sk sk sk skosk sk sk kokokokok ok kokokok Y
208 b Rxrkksokksokkkkkx  (4) AGEING SIMULATION skkskoksksokkskokskskskkkskkk

209 Jidleness means before here: 1 not idle; 0 idle

212 % normilasing Temp

213 for i=1:1:NC

214 norm_Temp(:,i) = (Temp(:,i) - min(Temp(:,:))) / ( max(Temp(:,:)) -
min(Temp(:,:)) );

215 end

217 NBTI_stress = 0.5%(abs(Idleness-1)+(norm_Temp));

218 fileID = fopen( s );

219 fprintf(filelD, s

220 )

221 fprintf(filelD, ,max (NBTI_stress(:,1)));
222 fprintf(filelD, s

223 );

224 fprintf(filelD, ,max (NBTI_stress(:,2)));
225 fprintf(filelD, s

226 );

227 fprintf(filelD, ,max (NBTI_stress(:,3)));
228 fprintf(filelD, s

229 );

230 fprintf(filelD, ,max (NBTI_stress(:,4)));

231 % 3k 5k >k 5k >k 3k 5k 3k 5k >k 5k >k 5k >k 3k 5k 5k 5k >k 5k >k k 5k k 5k >k 5k >k 5k >k k 5k >k 5k >k 5k >k 5k 5k k 5k >k 5k >k 5k >k >k 5k >k 5k >k 5k >k %k >k %k >k >k %k k %

232 if (Plots) 7 Plot output tempeartures

233 hfigure;
234 tmp = 5
235 subplot(3,1,2);
236 hold on
238 for i=1:1:NC
239
plot(Time.array,Temp(:,i),strcat(plotcolor(i) ,markers(i,:)), ,1:100:1eng
240 tmp = strcat(tmp, ,num2str (i), );
241 end
242 hold off
243 eval (strcat( ,tmp(1:end-1), ));
244 title( )
245 ylabel( )

246 xlabel( )
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248

249

251

252

253

254

255

256

257

258

260

subplot(3,1,3);
hold on

for i=1:1:NC

plot(Time.array,NBTI_stress(:,i),strcat(plotcolor(i),markers(i,:)),

tmp = strcat(tmp, ,num2str (i), );
end

hold off

eval (strcat( ,tmp(1:end-1), ));
title( )

ylabel( )

xlabel( )

end

Thermal ANDNBTI_PROACTIVE _sim_4cores_v2.m



Appendix E

Tools Used

E.1 GEMS5

GEMS5 is a system-level computer system architecture simulator. In this work, I have
used GEMS5 to simulate ARM and MIPS processors during the analysis of the running
applications to obtain the register file stress states in chapters 3 and 4. Also, GEMb

has been used for analysing the register file ageing stress state in chapter 5.

E.2 Design Compiler

Design Compiler is used for logic synthesis and static timing analysis at the gate-level.
A soft core processor from OpenRisc and ARM MO has been synthesised to obtain the
critical path at time zero in chapter 4. Design Compiler is also used to obtain the VCD

file for any test-bench program executed on the processor mentioned above.

E.3 TetraMAX ATPG

TetraMAX is an Automatic Test Pattern Generator tool from Synopsys. It is used to

generate anti-ageing patterns as test patterns in chapter 4.

E.4 HSPICE

HSPICE is a comprehensive low-level circuit simulator. It was used in chapters 2, 3
and 4 for modelling the path delay using its ageing simulation tool, MOSRA Level 3.
Also, in chapter 5, MOSRA was used for measuring the setup time for the flip-flop
using the bisection tool available in HSPICE.
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E.5 Sniper Simulator

Sniper is a multi-core simulator support timing simulations for multi-program work-
loads and generate Instruction-Per-Cycle (IPC) profile for the executed program. It is
been used in chapter 6 to extract the IPC and the idleness for Black-Scholes Benchmark

running on Xeon x5550 Gainestown x86 microprocessor.

E.6 McPAT

McPAT is a multi-core simulator support power, area and timing simulation. It is
used in chapter 6 to extract power dataset with the support from Sniper Simulator for

Black-Scholes Benchmark running on Xeon x5550 Gainestown x86 microprocessor.
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This paper presents a time-redundant technique to mitigate Negative and Positive Bias Temperature Instability
(NBTI/PBTI) ageing effects on the functional units of a processor. We have analysed the sources and effects of
ageing from the device level to the Instruction Set Architecture (ISA) level, and have found that an application
may stress the critical paths in such a way that the circuit has half of its nodes always NBTI-stressed. To mitigate
this behaviour, we propose an application-level solution to balance the stress and put the timing-critical gates of
the critical path into a relaxed (balanced) mode. The results show that the lifetime of the system can be doubled

by applying balanced stress patterns at the software level during the idle time of a processor system.

1. Introduction

Ageing or time-dependent variations in CMOS devices represent a
challenge to the design of integrated circuits, along with power con-
sumption and performance. With technology feature sizes scaling down,
critical issues related to system reliability, such as soft errors, hard
errors, and process variations, [1], are emerging. Ageing-degradation
can manifest itself as soft errors that become hard errors, bringing the
system to a state where timing constraints are violated, and finally, the
system fails to function properly. The mechanisms at the device level
responsible for that degradation include: Positive/Negative Bias Tem-
perature Instability (PBTI/NBTI), Hot Carrier Injection (HCI) and Time-
Dependent Dielectric Breakdown (TDDB) and manifest themselves as
changes in the device threshold voltage, the carrier mobility, and the
insulating properties of gate dielectrics, [2].

In this work, we are primarily concerned with the mitigation of Bias
Temperature Instability (BTI) and particularly NBTI. BTI has two dif-
ferent phases:

e Stress: Interface traps are generated at the interface of the substrate
and gate oxide layers due to electrical stress (i.e. negative bias for
PMOS and positive bias for NMOS) that leads to breaking of some of
the Si-H or Si-O bonds. Consequently, the threshold voltage of the
transistor increases over time.

Relaxation/Recovery: some of the generated traps are removed from
the interface. However, the relaxation phase cannot completely
compensate for the effect of the stress phase and therefore the
overall effect of BTI is degradation in the threshold voltage of each
transistor. The amount of degradation depends on the ratio between
the stress period and the total operating period (the duty cycle).

” Corresponding author.

http://dx.doi.org/10.1016/j.microrel.2017.10.009

Techniques for reducing stress and increasing recovery include
controlling the signal probabilities. This can be done from the inputs of
the circuit (Input Vector Control) or during the synthesis process by
hiding those nodes with high probabilities of being zero, or by changing
the pin order of the gates on the critical paths, [3-5]. However, if we try
to relax one node, other nodes in the signal path may be stressed.

The hypothesis of this work is that a processor needs to actively
relax to recover from stress, rather than simply doing nothing during
idle periods. In modern applications, processors tend to have many
short idle periods; thus, simple power gating would not be a good so-
lution for stress optimization, [6]. During normal operational periods,
the input states of the transistors may be constant, leaving the tran-
sistors stressed. NBTI/PBTI could then be mitigated by applying ba-
lanced-stress stimuli to the critical paths at the software-level. Running
a program on the processor for a non-functional purpose has been used
in on-line testing (i.e. Software-Based Self-Test (SBST) methods) as this
does not require modification of the hardware design [7].

The main contributions of this work are:

A high-level ageing prediction model is proposed which takes into
account the actual signal probabilities of the system. To achieve this
we have developed a tool to derive the actual stress-recovery ratio of
each logic gate.

e An application-level technology-independent mitigation technique
is proposed to balance NBTI/PBTI effects. This brings the circuit into
a recovery state by changing the nodes that are BTI-stressed to BTI-
relaxed.

The organisation of this paper is as follows: ageing causes and mi-
tigation techniques are covered in Section 2. In Section 3, NBTI/PBTI

Received 28 November 2016; Received in revised form 28 September 2017; Accepted 11 October 2017

Available online 23 October 2017
0026-2714/ © 2017 Elsevier Ltd. All rights reserved.
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stress analysis is presented. The proposed technique for generating and
applying the balancing patterns is presented in Section 4. The results of
running the balancing program are given in Section 5. Section 6 con-
cludes the paper.

2. Background and related work
2.1. BTI stress-recovery

BTI in a transistor is caused by the generation of traps at the channel
and dielectric interface. BTI in PMOS transistors is referred to as
Negative BTI (NBTI), since the gates of PMOS devices are negatively
biased with respect to the source (i.e. V g = —V 49). BTI for NMOS
transistors is referred to as Positive BTI (PBTI), since the gates of NMOS
transistors are positively biased with respect to the source (i.e. V o=V
4a)- NBTI and PBTI have the same consequences, namely that they in-
crease the threshold voltages and decrease the driving currents of the
devices, but for different physical reasons. It is generally accepted that
NBTI degradation in SiO, and High-x dielectric is due to dielectric in-
terface traps. PBTI was considered to be negligible before the in-
troduction of High-x MOSFET technology [8]. In High-x processes, PBTI
degradation is due to a build-up of negative charges in the High-x layer.
Although High-x technology is impacted by both NBTI and PBTI de-
gradation, NBTI is still much more dominant according to recent results
for Replacement Metal Gate (RMG) Technology, [9,10].

The probability of a signal being zero, SP(0), or the duty cycle, re-
flects the fraction of time spent in the stress state. We simulated the
effect of the duty cycle on the threshold voltage using a commercial
reliability model, namely the HSPICE MOSRA Built-in Model Level
3 [11]. MOSRA can evaluate both NBTI and PBTI for a circuit at the
SPICE level and obtain gate or path degradation, rather than just
threshold voltage degradation or leakage current increase at the tran-
sistor level, as given by the basic Reaction-Diffusion (RD) model [12].
Decreasing the duty cycle can impact positively on the V ,; degradation
of PMOS devices and negatively on the V ,, degradation of NMOS de-
vices. MOSRA simulations use degraded device parameters in HSPICE
to calculate gate or path delay degradation in timing simulations, [13].

Simulation parameters have been tuned to match the degradation
given by statistical data, [14,15]. We applied different SP(0) values to a
circuit consisting of two inverters in series to calculate the maximum
path delay after 10 years for two different technologies (90 nm from
Synopsys and 65 nm from TSMC). We activate only the NBTI effects
because PBTI should barely exist at these technology nodes and if
modelled would exaggerate the ageing effect. As can be seen from
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Figs. 1 and 2, the signal probability has an impact on path delay de-
gradation and, thus, on the lifetime. While one node is highly stressed,
it will tend to have more static NBTI and by balancing the signal
probabilities, the static stress will be reduced as well. As the delay
degradation is less at the end of the device lifetime than at the begin-
ning, decreasing the path delay by a small amount could enhance the
lifetime of a device by several years. Fig. 3 shows the lifetime of the two
inverter chain with a target maximum delay of 0.237 ns for the 90 nm
technology from Synopsys and 0.149 ns for the 65 nm technology from
TSMC.

2.2. NBTI mitigation techniques

One approach to mitigation is to reduce or even to eliminate design
uncertainties. However, in practice, there is more than one contributor
to these uncertainties, including EDA tool limitations and complex
environmental stress conditions, [16]. Another solution is conservative
design under worst-case scenarios, but circuits do not always run at the
worst-case condition, and such an over-designed approach is extremely
costly with respect to power and area.

At gate level, BTI manifests itself as a time-dependent gate delay,
leading eventually to timing violations. In Ref. [17], critical gates are
identified and optimization methodologies, e.g. gate resizing, have been
proposed for these critical gates. However, NBTI has a dependence on
the dynamic operation, such as the supply voltage, spatial or temporal
temperature and signal probability and these parameters vary dyna-
mically from gate to gate. Another solution, [3], uses signal prob-
abilities to restructure the logic gates and arrival times of the input
signals to reorder the pins. However, signal probabilities are assumed to
be 50% for input signals, but in larger systems, the signal probability is
dynamic and application-dependent. A technique to mitigate NBTI has
been proposed, [18,19], in which the signal probability is modified
using Input Vector Control (IVC) or Multiple Input Vector Control (M-
IVC) during the stand-by mode of the circuit. However, saving these
vectors in memory has costly overheads in terms of area and power and
the techniques do not consider the stress probabilities during the op-
erational mode of the circuit.

At circuit and gate levels, different methods have been proposed to
reduce NBTI degradation. Supply voltage scaling over time to reduce
guard-bands and increase the lifetime of the circuit has been ex-
plored, [20]. Scaling the clock frequency has been proposed to detect
and mask late transitions generated due to ageing, [21]. Reordering the
gate pins and restructuring the transistor network to mitigate the NBTI
degradation has also been suggested, [3,22].

Fig. 1. Path delay for a chain of two inverters for different SP(0)
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| Fig. 2. Path delay for a chain of two inverters for different SP(0)
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Program data determines whether the nodes of the processor are
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Fig. 3. Lifetime for a chain of two inverters for different Signal Probabilities SP(0) values
at the input.

There are many different approaches to controlling these effects. A
technique called Dynamic Wear-out/NBTI Management (DNM) has
been proposed, with the aim of reducing design margins [23,24]. The
DNM approach reduces the power consumption by running the circuit
with the least possible supply voltage and changes the supply voltage
periodically based on readings from delay sensors. However, the main
challenge of this approach is the accuracy of the sensors and the area
overheads that could exceed design constraints.

In general, there are three possible approaches to ageing mitigation:
proactive, reactive and ageing-aware (protective). The proactive ap-
proach works as an estimator for ageing behaviour and is based on a
physical model that describes ageing effects (NBTI, HCI and TDDB) at a
low level, [4,12,25]. Usually, this approach needs to take into account
the different contributions of time-dependent variations (e.g. signal
probability, switching activity, temperature and supply voltage). The
reactive approach is to monitor on-line the real behaviour resulting
from ageing by using delay sensors [23,24]. This approach is more
precise and bypasses the complexity of modelling the ageing effects at
the system level. However, the main problem of on-line sensors is area
and power overheads and to moderate this only a limited numbers of
nodes can be monitored. The third, protective, approach tries to alle-
viate the source of ageing either by reducing the operating temperature
or reducing the stress probability in the critical path, [17,26].
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stressed or not. The data includes both opcodes and operands. Firouzi
et al., [26], looked at possible NOP instructions in the MIPS processor to
reduce ageing. As well as the standard NOP instruction (sll r0, r0, 0)
they considered other instructions that had no result (e.g. adding zero)
to minimise stress. They proposed software and hardware techniques to
assign the best input vector for these NOP instructions. This method
would only be helpful, however, if the rate of NOP instructions is high
with respect to the total number of operational instructions. To test this
hypothesis, we ran different benchmarks from the MiBENCH
suite, [27], for two different architectures on the gem5 simulator, [28].
Fig. 4 shows that the number of NOP instructions on the MIPS processor
is significant, while on the ARM architecture it is negligible.

Data from other paths can also stress the critical path. For example,
assume the adder is in the critical path, and that during the execution of
other operations data is routed to the adder, even though the result is
not used. From a BTI perspective the critical path through the adder
will be stressed. It has been claimed, [29], that the core of a processor
can be brought to a failing state by executing a malicious program to
age the circuit; this does not consider the signal probabilities of inter-
mediate nodes, however (see Fig. 5). In practice, it is not possible to put
all critical path nodes into a fully relaxed state (a Signal Probability of
zero, SP(0) = 0%) or a fully stressed state (SP(0) = 100%), Fig. 5. On
the other hand, it is possible to balance the stress by controlling the
signal probabilities during the idle time of the processor.

3. NBTI/PBTI stress analysis
3.1. Ageing-sensitive critical path selection

The selection of paths to reverse the stress needs to consider both
the initial path delays from the post-synthesis analyses and the gate
types in the paths. A non-critical path at time zero could become a
critical path after a number of years because paths degrade according to
different factors, for example, duty cycle, temperature, frequency and
circuit topology. Estimating the path most sensitive to ageing depends
on model parameters that would not be available until the system has
been fabricated and tested in the required environment. So, in this re-
search, we have tried to avoid using an ageing model to define the
criteria for selecting specific paths that are potentially vulnerable to
ageing. Instead, we define a threshold (0) for the ageing-critical path
delay. For example, the maximum critical path degradation has been
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Fig. 4. Percentages of classes of instruction for different
benchmarks on MIPS and ARM processors.
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measured for different benchmark circuits for 10 years and found to be
between 12.3% and 19.5%, [30]. Thus, we can define ageing sensitive
critical paths as those paths that have slack in the range of zero to
(80 X 0), inclusive, or have a path delay between &, and 8o(1 — 6), in-
clusive.

Also we have to consider the effect of process variations on selected
paths by defining the worst case possible path deviation due to the
process variations as Ad,,. Then, an ageing- and process-sensitive cri-
tical path should be selected if its path delay is in the range:

8o > Path Delay > §y(1 — 6 — Adp,). @
These paths have nearly balanced path delays, but they could share
instances with the first critical path (for example in an adder, if the
carry chain path is shared between nearly-critical paths and the first
critical path, then any degradation or reversed degradation on the
shared part will also affect the ageing-sensitive critical paths).
Alternatively, if the critical paths have instances that are independent
from one path to another, then all the ageing sensitive critical paths
need to be individually analysed for ageing and possible reversal.

3.2. SP(0) distribution on the critical paths of the processor

Combinational logic circuits may show different degradations in
each PMOS transistor because different input patterns can lead to dif-
ferent inputs to the CMOS transistors. Some PMOS transistors may
degrade more because they have a SP(0) of 99%, but others may not
degrade if they have a SP(0) of 1% at their gates. To date, however,
there has been no consideration of the SP(0) of the intermediate nodes
of the complex gates. For example, in Ref. [29,31], the analysis was
done only for the input transistors of gates. In the OR gate of Fig. 6, if
IN1 is at “1”, Q would be “1” regardless of IN2, but there is a node, QN,
inside the OR gate that would be stressed.

To measure the delay degradation on each net of the critical path,
we need to consider the SP(0) of each input and of the internal nodes of

AO22X1

AO221X1

100.00%

FloatMisc ®@MemRead B MemWrite

VDD

IN2'<4
IN1 -4

IN1—| l—IN2

GND

GND

Fig. 6. CMOS circuit for OR gate (NOR + INVERTER).

the gate cells. We used the OpenRISC core for this analysis. First,
synthesis was done with the full set of cells available in the 90 nm
Synopsys library, including those cells that have internal nodes. There
are 2888 critical paths in the circuit, but various critical paths pass
though the same gate cells. For example, the first 100 critical paths
share more than 92% of the cells in the most critical path, Table 1.
Thus, if there is any degradation in the shared part, it would affect all
these critical paths. Moreover, the average SP(0) for the first 100 cri-
tical paths is around 80% when executing a “Hello World” program.
This means the program will stress the critical path. In this example, the
nodes are totally NBTI stressed because the probabilities of signals
being zero are close to 100%. However, this does not consider the
hidden nodes of the compound gates and so the average SP(0) is not
correct. These hidden nodes would have complementary values and
therefore have no NBTI stress but could have PBTI stress. In other

99%
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NBUFFX2
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Fig. 5. Zero-signal probabilities distribution on the critical
Critical Path path sub-circuit with Normal and Reversed state.
v
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Table 1

SP(0) distribution on the critical paths of the OpenRISC processor for Hello World program, using compound gates.

Microelectronics Reliability 79 (2017) 79-90

st critical path 2nd critical path 3rd critical path 10th critical path 100th critical path
Cell type SP(0) Cell type SP(0) Cell type SP(0) Cell type SP(0) Cell type SP(0)
1 DFFX1 50% DFFX1 50% DFFX1 50% DFFX1 50% DFFX1 50%
2 DFFX1 98% DFFX1 98% DFFX1 98% DFFX1 98% DFFX1 98%
65 AO22 x1 93% AO022 x1 93% AO022 x1 93% AO22 x1 93% A022 x1 93%
66 OR2 x1 93% OR2 x1 93% OR2 x1 93% OR2 x1 93% XOR3 x 1 94%
67 AO022 x1 93% AO22 x1 93% AO022 x1 93% AO022 x1 93% AOI22 x1 5%
68 XOR3 x 1 94% XOR3 x 1 94% XOR3 x 1 94% XOR3 x 1 94% NAND4 x 0 94%
69 AOI22 x 1 5% AOI22 x 1 5% AOI22 x 1 5% AOI22 x 1 5% A0221 x1 93%
70 NAND4 x 0 94% NAND4 x 0 94% NAND4 x 0 94% NAND4 x 0 94% NBUFFX2 99%
71 A0221 x1 93% A0221 x1 93% A0221 x1 93% A0221 x1 93% A022 x1 14%
72 NBUFFX2 99% NBUFFX2 99% NBUFFX2 99% NBUFFX2 99% DFFX1 14%
73 AO22 x1 99% AO22 x1 77% AO22 x1 99% AO22 x1 0%
74 DFFX1 99% DFFX1 77% DFFX1 99% DFFX1 0%
Average SP(0) 83% 82% 83% 80% 80%
Table 2
SP(0) distribution on the first critical path of the OpenRISC processor for different instructions.
addi rD,rA,l movhi rD,I
Cell type I1=0000_H 5555_H AAAAH FFFF_H 0000_H 5555_H AAAA H FFFF_H
1 DFFX1 50% 50% 50% 50% 50% 50% 50% 50%
2 DFFX1 99% 99% 99% 99% 99% 99% 99% 99%
3 NAND2 x 0 0% 0% 0% 0% 0% 0% 0% 0%
4 NAND2 x 0 0% 0% 0% 0% 99% 99% 99% 99%
5 NAND2 x 0 99% 99% 99% 99% 0% 0% 0% 0%
6 NAND4 x 0 0% 0% 0% 0% 99% 99% 99% 99%
7 NOR2 x 0 99% 99% 99% 99% 0% 0% 0% 0%
8 AOBUFX1 99% 99% 99% 99% 0% 0% 0% 0%
150 NAND3 x0 50% 50% 50% 50% 34% 34% 34% 35%
151 NAND2 x 0 0% 0% 0% 0% 0% 0% 0% 0%
152 INVX0 99% 99% 99% 99% 99% 99% 99% 99%
153 NAND3 x 0 0% 0% 0% 0% 0% 0% 0% 0%
154 NAND2 x 0 99% 99% 99% 99% 99% 99% 99% 99%
155 DFFX1 99% 99% 99% 99% 99% 99% 99% 99%
Average SP(0) 49% 49% 49% 49% 48% 49% 48% 48%

words, a circuit with SP(0) close to 0% would have hidden nodes with
SP(0) close to 100%. To calculate a more accurate figure, we ran dif-
ferent instructions on a processor synthesized using only cells that have
only one-level of transistors, in order to avoid any hidden nodes, as
given in Table 2. The SP(0) at each node is generally the complement of
that in the previous node and the average SP(0) is around 50%. So, the
object should be to reverse these signal probabilities to obtain signal
probabilities that are as balanced as possible (around 50%), rather than
reducing one signal probability to avoid NBTI stress. This example is
only used to show the signal probabilities of the hidden nodes, as this
case is not feasible in real synthesis.

3.3. Impact of instruction /program level workload on the
stress probabilities

To study the effect of different instructions on the stress of the cri-
tical or nearly critical paths, we ran two different instructions with four
different operands each, to determine whether the opcode or the data
have a significant impact. The synthesis was been done using only cells
that have no hidden nodes and the SP(0) at each node is generally the
inverse of that of the previous node in the path. For the 155 nodes in the
critical path, the average SP(0) was around 50%, as can be seen from
the symmetry of the histograms in Fig. 7. The average SP(0) of the paths
does not change significantly with the opcodes or operands. However,
the signal probability distributions on the critical path do depend on the
opcode and operands, as shown in Fig. 7 (“movhi rD,5555_H”), where
the signal probabilities tend to the extremes (10% > SP(0) > 90%)
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even with symmetrical distributions that stress the critical paths with
both NBTI and PBTI. Similarly different MiBench benchmarks show
nearly symmetrical average stress, as can be seen from Fig. 8. There-
fore, it would be desirable to reduce the number of nodes at the ex-
tremes of these histograms (e.g. 25% > SP(0) > 75%).

Hence, we conclude that a single instruction or program will not
relax or stress 100% of the critical paths, but that a program-level so-
lution could relax or stress some specific nodes. In other words, if there
are some nodes in the processor that could face a continual stress while
others are not stressed all, it possible to balance that effect at the ap-
plication level.

3.4. Gate level stress balancing

We considered balancing the signal state of basic logic gates (in-
verter, NAND and NOR) compared with inverting the signal probability.
We examined how inverting the signal probability would affect the
ageing degradation. We have used HSPICE for simulating path delays
and modelled the NBTI using MOSRA Level 3 considering two different
cases:

o CASE A: Unbalanced stressed nodes — the nodes of the critical paths
are either significantly NBTI-stressed (SP(0) greater than 75%) or
significantly unstressed (or PBTI-stressed) (SP(0) less than 25%).

e CASE B: Balanced stressed nodes — the nodes of the critical path
have SP(0) around 50%.
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Fig. 7. SP(0) distribution on the first critical

addi rD,rA,0000_H

80 T

movhi rD,0000_H

path of the OpenRISC processor for different in-
structions.

80 ‘ aqdl r‘D,r‘A,55‘55‘_H

movhi rD,5555_H

For NAND and NOR gates, the same simulation as for the inverter
was done but also considering two further dependencies: the signal
probabilities of the secondary inputs of the gates, and the input pin
order. The results show that swapping input pins can decrease the ad-
vantage obtained from balancing the signal probabilities. Also, the
signal probabilities of the secondary input will not significantly affect
the benefits of balancing the signal probabilities over the critical path,

We also considered how the balanced stress patterns affect the re-
maining paths of the circuit. To answer this fundamental question, we
examined the proposed technique on a two-bit adder. In this example,

9 L |
e
o
. 80 addi rD,rA,AAAA_H movhi rD,AAAA_H
2 —— T — T
=]
(e}
O

80 addi rD,rA,FFFF_H movhi rD,FFFF_H

SP(0) bins
hello_world bit_cnt

60 — I ———
i i
b i
el
2 . Tables 3 and 4.
5 basic_math
= ——
3 50 E
© 4ol J

S

P(0) bins

Fig. 8. SP(0) distribution on the first critical path of the OpenRISC processor for different
programs.

For the inverter, we simulated the degradation of a path of two
inverters over ten years using the cases discussed above. The results
show an advantage of 23.17% in the path delay and more than 50% in
terms of time, Fig. 9.

there is one target critical path and two nearly-critical paths, Fig. 10. In
this example, we extracted the critical paths list after synthesizing the
circuit using Design Compiler. Again we used the MOSRA Level 3 model
in HSPICE simulations to model the degradation of the circuit, using the
two above-mentioned cases. The results show that for all paths, there
will be an advantage up to 50% in the expected lifetime from balancing
the signal probabilities in the critical path (Fig. 11). Fig. 11 also shows
that nearly critical paths share more than half of their nodes with the
target critical path. Thus, any advantage in balancing the signal prob-
abilities of the critical path will lead to an advantage in the remaining
paths. If the nearly-critical paths do not share nodes with the critical
path, then it is possible to control both the critical and the nearly-cri-
tical paths in parallel.
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Fig. 9. Path delay degradation for a chain of two Inverters
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Table 3 Cin
Path delay degradation advantages for a chain of two NAND2 considering balanced and Critical Path 3
unbalanced signal probabilities. ¢
A[0] P
SP(0) Swap CASE A CASE B Advantage Advantage B[0] — _)—— SUM[O]
of the input degradation degradation over path over years
2nd order delay
input —
50% No 9.27% 7.25% 21.75% 6 years
50% Yes 9.49% 7.62% 19.73% 5 years \
99% No 7.35% 5.82% 20.80% 5 years
99% Yes 8.50% 6.88% 19.10% 5 years
1% No 10.38% 8.34% 19.69% 5 years
1% Yes 10.46% 8.18% 21.82% 5 years
Critical Path 1
Table 4 A[1] S ¢
Path delay degradation advantages for a chain of two NOR2 considering balanced and B[] — _,\_72/ d — SUMI1
unbalanced signal probabilities. [ ] [ ]
SP(0) Swap CASE A CASE B Advantage Advantage Critical Path 2
of the input degradation degradation over path over years ﬁr\ ¢
2nd order delay -
input y Cout
50% No 8.55% 6.81% 20.35% 5 years
50% Yes 9.10% 7.57% 16.80% 4 years
99% No 8.55% 6.81% 20.35% 5 years . - .
Fig. 10. Th t th tical path the two-bit adder.
99%  Yes 9.76% 8.77% 10.18% 3 years '8 ¢ most three critical paths on the two-bit acder
1% No 5.83% 4.54% 22.08% 6 years
1% Yes 7.38% 568% 23.08% 8 years The second phase of the technique is to balance the effect of BT by

4. Proposed technique

We propose a two-phase technique to mitigate the BTI ageing ef-
fects. In the first phase anti-ageing patterns (the balance states) are
generated and these patterns are applied in the second phase by ex-
ecuting a stress-relief program instead of running a process idle task.

The flow of the first phase of the proposed techniques is illustrated
in Fig. 12. We find the normal states (the Critical Path Stress States) of
the nodes that need to be balanced by running different benchmarks
and instructions. We obtain the signal probabilities of the nets being
stressed to logic zero (SP(0)) from gate-level simulations of the pro-
cessor executing benchmarks. We calculate the SP(0) of the critical
paths that have slacks less than predefined maximum path delay de-
gradation.

85

reversing the average signal probabilities by applying stress-relaxing
patterns to the timing-critical components in the functional unit of the
processor during idle states.

4.1. Case study: program-level NBTI/PBTI balancing

We synthesized an OpenRISC 1200 processor core using the 90 nm
Synopsys technology.’ The VCD (Value Change Dump) file from each
post-synthesis simulation contains both switching activity, that is used
to estimate the dynamic power at the design phase, and the signal
probability that we used to estimate the BTI effect on performance
degradation. From this we extracted the SP(0) for all the nets of the

1 The technology is not important because the technique depends on reversing the SP
(0) rather than estimating the ageing. Hence, it is also independent of the BTI model.
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Fig. 11. Path delay degradation of the most three critical paths in the two-bit adder
considering unbalanced and balanced signal probabilities over the critical path.
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processor. To balance the effect of signal probability on the critical
path, we need to find input patterns that will invert the signal states.
This is effectively the same as generating test patterns for single stuck
faults. We used an ATPG tool to find test patterns for stuck-at-0 faults
on nets that have high SP(0) so as to set those nets to ‘1’. In the same
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Table 5
OpenRISC balance-stress patterns.

A[31:0] B[31:0]

48 CB 3E 67 D4 40 7A 4C
24 65 9F 2D EA 20 3D 3C
DA F9 F1 D1 21 50 64 F2
25 B7 C6 93 Cc4 E8 48 35
DE 4F 08 A3 F9 CD 6D DE
BF 58 FA 23 6A 33 27 3F
67 5B 2E 9C 58 C3 65 7F
AC 8C 03 18 A4 DC 93 8D

way, we generated patterns for stuck-at-1 faults on the nets that have
low SP(0).

The critical paths of the OpenRISC 1200 processor are in the adder.
38 nodes have an SP(0) greater than 75%; 10 nodes have an SP(0) less
than 25%.

The ATPG tool found 8 test patterns to set these nodes to balanced
stress conditions. Each pattern will apply balanced stress to one or more
nodes; the full set is needed for every node. As the results given in
Section 5 show, the percentages of stressed nodes will be reduced sig-

Fig. 12. BTI balance-stress-patterns generating flow.

nificantly after applying these patterns. Table 5 shows these patterns as
they would be applied to inputs A[31 ... 0] and B[31 ...0] of the adder.
The patterns could be applied either in a test mode or by writing a
program.

The OpenRISC 1200 Instruction Set Architecture has only a 16-bit
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.movhi rl1, K

Stimulate the
dws r2, 0(rl)
Jdws 3, 1(rl)
.add r4, r2, r3
Stimulate the
dws 12, 2(rl)
dws r3, 3(rl)
.add r4, r2, r3

first pattern

second pattern

%
—_— o HE o o 3 e

Stimulate the eighth pattern
dws r2, 14(rl)
dws 3, 15(rl)
.add r4, r2, r3
.rfe # Return From Exception

G
—_— — o

Fig. 13. Balancing program.

immediate mode. These balance-stress patterns have a 32-bit widths
and so are stored in consecutive memory locations starting with address
K. The program, Fig. 13, transfers K (immediate value) to register 1 for
use as an offset address. Then two patterns are loaded from memory to
registers 2 and 3. The two patterns are applied to the adder with an
ADD operation. The same sequence is applied for the remaining pat-
terns. Finally, this program sits in a loop to be run during the idle states
of the system.

Further optimization is possible to the above program to reduce the
memory access and thus to reduce the power consumption of the run-
ning program, Fig. 14.

Another consideration is that this program may not have the pri-
vileges to run while another program is running. So the scheduler
should give the lowest priority to this program and run it when the
system is idle. However, if it is decided that this program should run as
a routine in response to an interrupt, then the context of interrupted
process needs to be saved. In this case the program should push the
registers onto the stack at the start of the routine and pop them off at
the end of the routine to save the context of the interrupted program,
Fig. 15.

Stimulate the first
.movhi r2, 48CB
.ori r2, r2, 3E67
.movhi r3, D440
.ori r3, r3, 7A4C
.add r4, r2, r3
Stimulate the
.movhi r2, 2465
.ori r2, r2, 9F2D
.movhi r3, EA20
.ori r3, r3, 3D3C

.add r4, r2, r3

pattern

second pattern

] ” "
—_ o = o o = —

Stimulate the eighth pattern
.movhi r2, AC8C

.ori r2, r2, 0318

.movhi r3, A4DC

.ori r3, r3, 938D

.add r4, r2, r3

.rfe # Return From Exception

— = 3

Fig. 14. Optimized balancing program.
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i|# Push r2,r3,r4 onto the stack
>l push {r2-r4}
3| # Stimulate
.movhi r2, 48CB

.ori r2, r2, 3E67
.movhi r3, D440

.ori r3, r3, 7A4C
.add r4, r2, r3
Stimulate the
.movhi r2, 2465
.ori r2, r2, 9F2D
.movhi r3, EA20

.ori r3, r3, 3D3C
.add r4, r2, r3

the first pattern

second pattern

—_—

Stimulate the eighth pattern

.movhi r2, AC8C

.ori r2, r2, 0318

.movhi r3, A4DC

.ori r3, r3, 938D

.add r4, r2, r3

Pop r2,r3,r4 and the program counter (
pc) from the stack, then branch to
the new pc.

o7| pop {r2-r4,pc}

60

Fh o o — 3

Fig. 15. Optimized balancing program for saving the context of the interrupted program.

5. Evaluation and discussion

To evaluate the effect of running the balancing program and how
the signal probability will be affected on the critical path, we ran the
balancing program along with different benchmarks and varied the
percentages of the running time of the balancing from 10% to 50%. To
compare results, we calculated the number of stressed nodes as follows:

# stressed nodes

Percentage of stressed nodes = ———————
critical path nodes

where the stressed nodes are those critical path nodes that have an SP
(0) greater than 75% or less than 25%. As would be expected, to obtain
a balanced state for the stressed nodes requires the balancing program
to run for 50% of the time. Needless to say, it is not always possible to
have this idle time or to add redundant time for the purpose of relaxing
BTI. Fig. 16 shows the effect on the stressed nodes of running the BTI
balancing program for different percentages of the overall time.

Fig. 17 shows the effect of running the BTI balancing program for
different times on the percentages of the stressed nodes in critical paths
of the OpenRISC processor. The results show that balancing one critical
path will balance other near-critical paths as they share nodes with the
first path. On the other hand, if the near-critical paths do not share
many nodes with the targeted critical path, it is possible to apply bal-
ancing patterns in the same way for the first critical path independently
of the other paths. Although balancing signal probabilities would work
with embedded systems that run specific applications, it is also possible
to use the technique for a general-purpose processor. Fig. 18 shows how
the percentages of stressed nodes on the first critical path of the
OpenRISC processor reduce when executing the balancing program
along with a different program from the MiBENCH benchmarks.

Next, to verify that the balancing program will reduce the de-
gradation in the path delay of the processor, we simulated the adder
using HSPICE and modelled NBTI using the MOSRA Level 3. We sti-
mulated the circuit with two cases:

e CASE A (Normal Stressed Mode): Stress patterns with the equivalent
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Fig. 16. The effect on the stressed node percentage of running the BTI balancing program
along with a “hello world” program with different run times of the balancing program.

signal probabilities of the Hello World program.

e CASE B (Balanced Mode): Balanced stressed nodes (i.e. the nodes in
the critical path having an SP(0) around 50% by running the anti-
ageing program along with the Normal Stressed Mode program).

The results show that running the balancing program would de-
crease the path delay by 20.24% compared with normal operation and
double the expected lifetime as shown in Fig. 19

5.1. Discussion

In our analysis, we expect, for example, 11% degradation in six
years as can be seen in Fig. 19, so a simple solution could be guard-
banding. Guardbanding is inevitable, not only for ageing but also for
PVT variations. However, adding more guardbanding would negate the
advantage of using a smaller technology size. So we have to find an
active protective approach as well as estimating, or sensing and re-
acting to degradations.

100% ' ' ' '
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The idea of this work is to utilise the short idle periods in a pro-
cessor, [6]. These are used to reverse the BTI stress rather than running
empty loops. In our case study, the OpenRISC processor, the critical
paths are in the adder and we can propagate patterns simply by loading
the patterns into a register and executing an addition operation. This
program should replace the idle task and should be executed whenever
the operating system tries to schedule the idle task. In general, if the
timing critical component is not the adder, then we have to replace the
operation accordingly. If the critical paths are not controllable at the
instruction level (e.g. in a control unit that may have many flip-flops)
then we need an architectural solution rather than a software solution
to propagate the patterns and currently we are working on this issue.

We also need to consider how process variations could affect the
critical path ranking. If we get this wrong, we might heal a non-critical
path and leave the real critical path unaffected. For this reason, we have
to consider not only the critical path but also the nearly critical paths
that could become critical with PVT and time-dependent variations. In
our case study, we have predefined (6 + Adp,,) to be 20% of the max-
imum path delay at time zero (o), as described in Section 3.1, which
covers the first 100 critical paths. However, we found that the first 100
critical paths share more than 92% of the cells with the most critical
path and in this case balancing the most critical path also includes the
92% shared with the nearly critical paths. However, if the nearly cri-
tical paths do not share a big percentage of their cells with the first
path, then we have to consider every single path in our analysis and
generate patterns for them to balance signal probabilities in parallel.
So, even with process variations, this technique would target the nearly-
critical paths. If the nearly-critical paths do not share cells with the
most critical path, it is important to define a threshold that considers
the process and ageing variation contributions and to control these
paths in parallel.

Finally, running a program to balance the BTI stress raises other
design issues. Time overheads and power consumption need to be op-
timized by reducing the memory access or by using a program that has
only immediate mode operands, as memory accesses increase the power
consumption. Another issue that needs to be considered is when and for
how long the program needs to run. The obvious answer is during the
idle time of the processor but also we need to consider the operating
system actions during the idle state.

1 Fig. 17. The effect of running the BTI balancing program along

Percentage of stressed nodes

Critical path rank

Redundant time B 0% SN 10% il 20% E=30% [ 40% EE 50%

88

with a “Hello World” program on the stressed node percentage
on different critical paths of the OpenRISC Processor with var-
ious run times of the balancing (anti-ageing) program.
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Fig. 18. The effect of running BTI balancing program along
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Fig. 19. The advantage of running the anti-ageing program (CASE B) on the path delay of
OpenRISC processor.

6. Conclusion

Application-specific high-level ageing analysis has been done to find a
technique for CMOS ageing mitigation. In this work, the stress probability
has been found at the application level down to the gate level. A cross-
layer mitigation technique is proposed to apply stress-relaxing patterns to
the critical paths of a functional unit of a processor during idle times. This
paper presents a two phase technique to mitigate the BTI ageing effects.
The first phase generates balancing patterns. The second phase applies
these patterns by executing a program to balance the stress on the critical
paths of the embedded systems to alleviate BTI effects instead of running
an empty process idle task. In future work, we will apply this technique as
an architectural solution to control the paths in the non-software-con-
trollable units of the processor. Also, we will apply stress balancing in
multiprocessors or many-processors systems. The operating system sche-
duler of these systems will have a higher opportunity to run anti-ageing
programs by assigning an anti-ageing process to a processor in an idle
state, concurrently with other processors that are running user or system

EA 0% XN 10% il 20% E= 30% [l 40% B 50%
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with a different program from MiBENCH benchmarks on the
stressed node percentage on the first critical path of the
1 OpenRISC Processor with different run times of the balancing
program.
tasks.
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Abstract—There is growing concern about time-dependent
performance variations of CMOS devices due to ageing-induced
delay degradation. One of the main causes of ageing is Negative
Bias Temperature Instability (NBTI). Existing models which
predict the impact of NBTI on overall system performance
assume a generic stress-recovery ratio of input signals of 50%.
Such an assumption can cause misleading predictions about
how a circuit’s performance will degrade over time and more
importantly which parts of the system will be most affected. This
work develops a novel NBTI ageing analysis which is based on
accurate calculations of the stress-recovery ratios for application-
specific systems. The proposed method is employed to predict
the ageing of an ARM processor synthesised to 90nm technology.
Our results show the proposed ageing analysis techniques can
significantly reduce prediction errors (e.g. 39% for one of the
critical paths) compared to the generic models, it can also identify
more accurately the parts of the system which are most vulnerable
to ageing.

Keywords—Negative Bias Temperature Instability (NBTI); Sig-
nal Probability; Application-Specific Systems

I. INTRODUCTION

Ageing or time-dependent variations are caused by wear-
out mechanisms such that Negative Bias Temperature Insta-
bility (NBTI), Hot Carrier Injection (HCI), Electromigration
(EM), and Time-Dependent Dielectric Breakdown (TDDB).
These phenomena result in performance degradation and relia-
bility problems. However, NBTI is the most important ageing
mechanism in Nano-scale technology devices [1], [2].

NBTI can lead to an increase in threshold voltage over
time. The first observations of a threshold voltage instability
were made in the 1960s in MOS transistors, in which it was
found that both bias and temperature affect the threshold volt-
age. From that time and until the year 2000, when introduction
of nitrogen atoms into the oxide was achieved, Bias Tem-
perature Instability (BTI) remained unimportant phenomenon.
Since then, negative BTI has become a more important con-
cern, both in academia and industry [3].

In general, many mitigation techniques for NBTI have been
proposed at different abstraction levels. At high levels of the
abstraction hierarchy, a variety of protection mechanisms may
increase reliability even further when moving to the software
level [4]. Existing models which predict the impact of NBTI on
overall system performance assume a generic signal probability
of input signals of 50%. Such an assumption can cause
misleading predictions about how the circuit’s performance is
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going to degrade in time and, more importantly, which parts
of the system will be most affected.

The aim of this work is to develop a more reliable ageing
prediction model which takes into account the actual signal
probability of the system. To achieve this we developed a tool
to derive the actual stress-recovery ratio of each logic gate from
application data. To the best of our knowledge this is the first
ageing analysis model which is based on accurate calculation
of the duty cycles derived from the application level.

The structure of the remainder of the paper is as follows.
A brief review of the stress and recovery of NBTI, NBTI
mitigation techniques and NBTI modelling are presented in
Section II. Analysis of signal probability in identifying NBTI
critical paths is described in Section III. Experimental setup
and results are given in section I'V. These results are analyzed
in Section V and finally Section VI concludes the paper.

II. BACKGROUND AND RELATED WORK
A. NBTI Stress-Recovery sources

Basically, NBTI is generated due to a change in the phys-
ical characteristics of a transistor by generating interface traps
at the channel and dielectric. The gates of PMOS transistors are
negatively biased with respect to the source (i.e. Vs = —Vyq).
Generally, BTI consists of two different phases:

1) Stress: Some interface traps are generated at the interface
of substrate/gate oxide layers due to applying electrical stress
(i.e. negative bias for PMOS) that leads to breaking of some
of the SiH or SiO bonds as shown in Fig. 1(a). Consequently,
the threshold voltage of the transistor increases over the time.

2) Relaxation/Recovery: some of the generated interface
traps are removed from the interface as shown in Fig. 1(b).
However, the relaxation phase cannot completely compensate
for the effect of the stress phase and therefore the overall
effect of NBTI is a degradation in the threshold voltage of the
transistor. The amount of this degradation depends on the ratio
between the stress period and the total period (duty cycle).

B. NBTI Mitigation Techniques

In this section, the literature of the mitigation techniques
used for ageing is presented. A feasible solution to reliability
problems including ageing is to eliminate or even to reduce the
design uncertainties that exist in current design technologies.
However, in practice, there is more than one contributor to



Vs=0 Vgs = -Vdd Vs=0 Vgs =Vdd

Vd =Vvdd

Stress phase

(a) (b)

Relaxation phase

Fig. 1. Representation view of (a) Stress Phase: Si-H bonds breaking, H and
Ho diffusions towards poly gate (b) Relaxation Phase: H and Ha diffusions
towards the Silicon/Gate-Oxide interface.

these uncertainties including EDA tool limitations and complex
environmental stress conditions [5]. Another solution is con-
servative design under the worst-case scenarios at the design
stage. However, circuits do not always run at the worst-case
condition and such an over-designed approach is extremely
costly in terms of power and area. At gate level, NBTI
manifests itself as time-dependent gate delay and finally leads
to timing violations. Adding some margins to the critical path
is not a solution because the critical path at time zero may
not still be the critical path after some years due to ageing,
as we show in the following section of this paper. Potential
Critical Paths (PCPs) or NBTI Critical Paths take into account
the effect of NBTI in static path analysis. In [6], critical gates
(gates within PCPs) are identified and optimization method-
ologies (i.e. gate resizing or reducing temperature) proposed
for these critical gates. However, NBTI has a dependence on
dynamic operation, such as supply voltage, spatial or temporal
temperature and signal probability and these parameters vary
dynamically from gate to gate. Another solution, proposed in
[7], uses signal probability to restructure the logic gates and
arrival times of the input signal to reorder the pins. However,
signal probabilities are assumed to be 50% for input signals
and for larger systems, signal probability is dynamic and based
on the application. Another technique to control NBTI is to
control the signal probability using the Input Vector Control
(IVC) technique. However, both NBTI and leakage power have
a cross dependency on input patterns [8], [9].

C. Long-Term NBTI Model

At device level, many models have been proposed as
predictive models to simulate the real degradation in transistor
performance. Until now, there is no universally accepted theory
or model, therefore all information is based on accepted
experimental results. Reaction-diffusion (RD) is one of the
most prevalent NBTI models in the literature [6], [8], [10],
[11]. Many developments have been proposed to the model
to increase the accuracy of the model. The following formulae
describe the NBTI-induced degradation threshold voltage using
long-term RD model:
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« is the signal probability and it reflects the fraction of
time spent in the stress state over a period of time, and
Ty, reflects the frequency of stress and recovery phases. The
rest of the parameters are described in detail in [11]. We
simulate the 90nm technology node using MATLAB with the
following parameters: initial V;;, = 0.276V,V,s = 1.2V, T =
350K, t,; = 2.15nm. Fig. 2. shows how duty cycles have a
big impact on V;;, degradation.

Be=1- 3

e For duty cycle (a)=0.1, Vi increases by 130mV
(increases 47% from the initial V;;)

e For duty cycle («)=0.5, V;;, increases by 180mV

(65%)
e For duty cycle (2)=0.9, V;;, increases by 210mV
(76%)
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Fig. 2.V}, degradation for different duty cycles.

III. SIGNAL-PROBABILITY-NBTI AGEING ANALYSIS

Having information about the signal probability from the
application level could help in identifying NBTI critical paths.
Fig. 3. shows the proposed approach to identify NBTI critical
paths which can be summarized in four steps:

1) Consider a specific processor, then run different
benchmarks on the simulated processor and obtain
a VCD (value Change Dump) file that represents the
application activity at gate level.

2)  Obtain the signal probabilities of the nets being
stressed with logic zero (SP(0)) from the VCD file.

3)  Based on the predefined lifetime of the processor and
SP(0), calculate the degradation value of V;j for a
range of signal probabilities using the NBTI model.

4)  Calculate the new delays for paths and identify the
worst degradation values that will represent the NBTI
critical paths.
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A=00000101010..
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> Netlist Calculate the new path delays
NBTI Critical
Paths
Fig. 3. NBTI-critical-path identification steps.

IV. EXPERIMENTAL SETUP AND SIMULATION RESULTS
A. VCD to SP(0) Experimental Setup

To obtain the signal probabilities (duty cycles) of the nets
for a specific application, we started from the VCD file to
obtain SP(0). The VCD file implicitly contains both switching
activity that is used to estimate the dynamic power at the
design phase and the signal probability that we use to estimate
the NBTI effect on performance degradation. So, we built
a compiler using open source software (JFLEX and CUP)
available in [12] to generate a file contains the SP(0) for all
the nets of the processor (see Fig. 4. and Fig. 5.). it can be
seen from Fig. 5. that 29% of the nets are mostly stressed while
38% are mostly unstressed. Furthermore, this is not the average
activity of the system. Embedded systems that run a specific
applications or usually run different applications from the same
domain (e.g. Internet of Things (IoT)) have a limited number of
applications. VCD file for these applications can be extracted
from many EDA tools (e.g. Modelsim and VCS) and then this
VCD file will represent the average application activity that
will contain the average probabilities of the system’s signals.

B. Ageing with real signal probabilites SP(0)

We used a CORTEX MO ARM processor as a case study
to identify critical paths and to compare results. First, we
simulated part of the critical path as shown in Fig. 6. to see
how signal probability can make a difference to ageing effects
in path delay. We considered three cases:

e CASE A - delay of new circuit;

MODULE= UL1085

sP(0) of the net Q=96%

sP(0) of the net IN1=96%
sP(0) of the net IN2=2%
sP(0) of the net IN3=97%
sP(0) of the net IN4=83%
SP(0) of the net g_1_out=96%
sP({0) of the net g_2_out=99%
END_SCOPE

========C(COPE= module======== MODULE= I0e3z4_reg
sP(0) of the net Q=96%

sP{0) of the net QN=3%

sP(0) of the net D=96%

sP{0) of the net CLK=50%

sP(0) of the net SETB=1%

sP{0) of the net notifier=0%

sP(0) of the net buf_g=96%

END_SCOPE

Fig. 4. Part of the signal probabilities file.
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Fig. 5. The SP(0) of CORTEX MO ARM for Hello World program.

e CASE B - NBTI-induced delay under assumption of
50% duty cycles at the primary inputs;

e CASE C - NBTI-induced delay with duty cycles of
the all signals equal to SP(0) from the above analysis.

To propagate the SP(0) values to to transistor level, we used
the long-term RD NBTI model to calculate the degradation
values of V. From this, we calculate the path delay using
HSPICE simulation for 90nm technology node from Synopsys.
The results show 21.33% difference between CASE B and
CASE C, and that CASE C is more optimistic than CASE B
(see TABLE I).

AO22X1
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R ADIZ1X1 0% r :
: _wgrg%& 99% doss 99— |3
v ==
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Fig. 6. Critical path subcircuit.



TABLE L. SUBCIRCUIT PATH DELAY AFTER FIVE YEARS

CASE A CASE B CASE C error
(0=0.5) (o = SP(0))
T.1763E-10 _ 1.6013E-10 1.3503E-10 2133%

(36.13% increased) (14.79% increased)

C. Ageing critical paths

Considering the signal probabilities that come from sim-
ulating an application, rather than the default assumption, to
measure the path delay of a critical path sub circuit, makes a
significant difference to the critical path delay of the system.
In the same way, we simulated the path delay for the two most
critical paths using the three above mentioned cases. For the
first critical path as shown in the TABLE II, the degradation
delay for CASE B has increased 31.66% and 28.9% for CASE
C. The results show that CASE C is more optimistic than
CASE B with the same trend for the first three instances on
the critical path. For the second critical path, the degradation
delay for the CASE B has increased 32.66% and 72.2% for
the CASE C. From these results, the first critical path is no
longer the most critical path after five years and the second or
other path may now be considered to be the most critical path.

TABLE II. CRTICAL PATH DELAY AFTER FIVE YEARS
Critical CASE A CASE B CASE C error
Path (a=0.5) (a = SP(0))
Number
1 1.5687E-09 2.3463E-09 2.0221E-09 -20.66%
(49.56% increased) (28.9% increased)
2 1.5569E-09 2.0655E-09 2.6811E-09 39.54%

(32.66% increased) (72.2% increased)

V. DIsSCUSSION

Estimating path delay for all the possible paths of circuit
is not feasible for complex systems. So, classifying paths with
the potential to be critical paths is possible if the maximum
degradation delay is known for the predefined lifetime of a
system. This may make some paths less critical. After reducing
the number of paths that could potentially be critical, further
estimation can be applied using the proposed work for identi-
fying NBTI-critical path by considering the real activity of the
system. As signal probability is not the only observable param-
eter from the application level to transistor level, temperature
is possibly observed as a function of switching activity of the
transistor. However, the temperature is environment dependent
and spatial deviation of the temperature in a small area is
normally small. So, considering the signal probability derived
at the application level will not estimate the degradation delay
with 100% accuracy but it will increase the accuracy of the
estimation. Further optimisation needs to be considered: for
example during the design phase, by restructuring the gates
with high signal probabilities. Delay sensors might also be
inserted in a limited number of paths to consider other sources
of ageing that are difficult to observe during the design phase
(e.g. Temperature).

VI. CONCLUSION

This work has introduced an analysis of ageing effects
by considering the signal probabilities derived from the ap-
plication level in an automated way. Our work demonstrates

that NBTI-critical paths can be identified using the proposed
approach, which will help to accurately place ageing sensors.
Also this work can help to improve the design offline by pin
reordering or gate restructuring for gates that have high stress.
Future work will automate the process of finding the age-
induced critical paths considering both NBTI and HCIL.
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Abstract—The growing concern about time-dependent perfor-
mance variations of CMOS devices due to aging-induced delay
degradation has increased with shrinking technology dimensions
of the devices . One of the main causes of aging is Negative Bias
Temperature Instability (NBTI). Modeling NBTI-induced delay
at gate level depends on the real stress activity of gate inputs
which are related to the workload applied from the higher level
of abstraction (e.g. Application). Having estimated values about
the degradation delays can make design stage to consider this
issue as a design constrain and even to precisely allocate the
online aging sensors. this paper propose a method to include the
stress probability within technology library as three dimensional
look-up tables for Static Timing Analysis(STA) process of the
design as an approach named Static Aging Analysis(SAA). the
purpose of this approach is instead of estimating only the timing
delay at time zero, estimating NBTI-induced delays for predefined
lifetime of the product.

Keywords—Negative Bias Temperature Instability (NBTI); Sig-
nal Probability; Static Timing Analysis.

I. INTRODUCTION

NBTI can lead to an increase in threshold voltage over
time. The first observations of a threshold voltage instability
were made in the 1960s in MOS transistors, in which it was
found that both bias and temperature affect the threshold volt-
age. From that time and until the year 2000, when introduction
of nitrogen atoms into the oxide was achieved, Bias Tem-
perature Instability (BTI) remained unimportant phenomenon.
Since then, negative BTI has become a more important con-
cern, both in academia and industry [1].

In general, there are two possible approaches of aging
mitigation techniques either proactive or reactive. Proactive
approach works as an estimator for aging behaviour and always
based on a model that describes how aging effects (NBTI,
HCI and TDDB) are modeled by physicists in low level [2]-
[4]. Usually this approach needs to take into account different
contributors of time-dependent variations (e.g. signal prob-
ability, switching activity, temperature and supply voltage).
Another approach is to monitor online the real behaviour of
aging through delay sensors [5], [6]. The last approach is
more precise and short-cutting the complexity of modeling
the aging effects on the system level. However, the main
problem of online sensors is area overheads and to moderate
this drawback, limited numbers of nodes are needed to be
monitored. In order to define the locations and how many
sensors to be inserted, offline analysis of aging is inevitable.

This paper propose a method to inject the accurate calcu-
lation of the duty cycles derived from the application level to
design new library targeting the aging prediction as a method
called Static Aging Analysis(SAA). To achieve this we have
used a tool to derive the actual stress-recovery ratio of each
logic gate from application then build three-dimensional look-
up tables for the NBTI-induced timing delays. To the best of
our knowledge this is the first aging analysis method which is
based on predefined stress-probability library.

The organization of the remainder of the paper is as
follows. A concise review of the stress and recovery of NBTI,
NBTI mitigation techniques and NBTI modeling are conferred
in Section II. Analysis of three-dimensional delay library is
presented in Section III. Experimental setup and results are
given in section IV and finally Section V. concludes the paper.

II. BACKGROUND AND RELATED WORK
A. NBTI Stress-Recovery sources

Basically, NBTI is generated due to a change in the phys-
ical characteristics of a transistor by generating interface traps
at the channel and dielectric. The gates of PMOS transistors are
negatively biased with respect to the source (i.e. Vi, = —Vjq).
Generally, BTI consists of two different phases:

1) Stress: Some interface traps are generated at the interface
of substrate/gate oxide layers due to applying electrical stress
(i.e. negative bias for PMOS) that leads to breaking of some
of the SiH or SiO bonds. Consequently, the threshold voltage
of the transistor increases over the time.

2) Relaxation/Recovery: some of the generated interface
traps are removed from the interface. However, the relaxation
phase cannot completely compensate for the effect of the stress
phase and therefore the overall effect of NBTI is a degradation
in the threshold voltage of the transistor. The amount of this
degradation depends on the ratio between the stress period and
the total period (duty cycle).

B. NBTI Mitigation Techniques

In this section, the literature of the mitigation techniques
used for aging is presented. A feasible solution to reliability
problems including aging is to eliminate or even to reduce the
design uncertainties that exist in current design technologies.
However, in practice, there is more than one contributor to
these uncertainties including EDA tool limitations and complex



environmental stress conditions [7]. Another solution is con-
servative design under the worst-case scenarios at the design
stage. However, circuits do not always run at the worst-case
condition and such an over-designed approach is extremely
costly in terms of power and area. At gate level, NBTI
manifests itself as time-dependent gate delay and finally leads
to timing violations. Adding some margins to the critical path
is not a solution because the critical path at time zero may not
still be the critical path after some years due to aging. Potential
Critical Paths (PCPs) or NBTI Critical Paths take into account
the effect of NBTI in static path analysis. In [8], critical gates
(gates within PCPs) are identified and optimization method-
ologies (i.e. gate resizing or reducing temperature) proposed
for these critical gates. However, NBTI has a dependence on
dynamic operation, such as supply voltage, spatial or temporal
temperature and signal probability and these parameters vary
dynamically from gate to gate. Another solution, proposed in
[9], uses signal probability to restructure the logic gates and
arrival times of the input signal to reorder the pins. However,
signal probabilities are assumed to be 50% for input signals
and for larger systems, signal probability is dynamic and based
on the application. Another technique to control NBTI is to
control the signal probability using the Input Vector Control
(IVC) technique. However, both NBTI and leakage power have
a cross dependency on input patterns [4], [10].

C. Long-Term NBTI Model

At device level, many models have been proposed as
predictive models to simulate the real degradation in transistor
performance. Until now, there is no universally accepted theory
or model, therefore all information is based on accepted
experimental results. Reaction-diffusion (RD) is one of the
most prevalent NBTI models in the literature [8], [4], [11],
[3]. Many developments have been proposed to the model to
increase the accuracy of the model. The following formulas
describe the NBTI-induced degradation threshold voltage using
long-term RD model:
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« is the signal probability and it reflects the fraction of
time spent in the stress state over a period of time, and
Teor reflects the frequency of stress and recovery phases.
The rest of the parameters are described in detail in [3]. We
simulate the 90nm technology node using MATLAB with the
following parameters: initial Vy;, = 0.276V,V,, = 1.2V, T =
350K, t,, = 2.15nm. Fig. 2. shows how duty cycles have a
big impact on Vy;, degradation.
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e For duty cycle (a)=0.1, V};, increases by 130mV
(increases 47% from the initial V)

e For duty cycle (a)=0.5, Vi increases by 180mV
(65%)

e For duty cycle (a)=0.9, Vi increases by 210mV

(76%)
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Fig. 1. V}j degradation for different duty cycles.

III. 3-DIMENSIONAL DELAY LIBRARY

The standard library that used to estimate the timing and
power at the synthesis stage based on pre-calculated look-
up tables considering the input transition delay and output
capacitance load as two-dimensional LUTs for each standard
cell in the library. To generate NBTI induced library for
the purpose of estimating the effect of NBTI for pre-defined
lifetime of the product, three-dimensional LUT delay library
could be built considering the Signal Probability SP(0) as
the third dimension along with input transition and output
load capacitance. Debatably, signal probability is not the only
observable parameter from the application level to transis-
tor level, temperature is possibly observed as a function of
switching activity of the transistor. However, the temperature
is environment dependent and the spatial deviation of the
temperature in a small area is normally small. So, considering
the signal probability derived at the application level will not
estimate the degradation delay with 100% accuracy, but it will
increase the accuracy of the estimation. Further optimization
needs to be considered: for example, during the design phase,
by restructuring the gates with high signal probabilities. Delay
sensors might also be inserted in a limited number of paths to
consider other sources of ageing that are difficult to observe
during the design phase (e.g. Temperature).

IV. EXPERIMENTAL SETUP AND SIMULATION RESULTS
A. Signal Probabilities Extraction

We extract signal probabilities (duty cycles) of the nets
from different workloads using Mibench benchmark as work-
load on OpenRisc 1200 processor (see TABLE I and Fig.
3.).To obtain the duty cycles (signal probabilities SP(0)) of
the nets for a specific application, we started from the VCD
file to obtain SP(0). The VCD file implicitly contains both
switching activity that is used to estimate the dynamic power
at the design phase and the signal probability that we use



to estimate the NBTI effect on performance degradation. So,
we built a compiler using open source software (JFLEX and
CUP) available in [12] to generate a file contains the SP(0)
for all the nets of the processor. Getting VCD file for the
gate level needs to simulate the post-synthesized processor. We
synthesis OpenRisc using 90nm Technology from Synopses
using limited number of netlists that have only one level of
transistors to avoid getting hidden signal probabilities inside
the multilevel cells. The results show that there is likely stress
probability within the nets with different workloads and the
signal probability highly related to the architecture rather than
the workload as shown in the Fig. 3.).

TABLE L. SIGNAL PROBABILITIES PERCENTAGES FOR MIBENCH
WORKLOADS

Automotive Telecomm Network | secuirty
SP(0) Range | qsort | susan | adpcm crc fft dijkstra sha
0-0.09 26% 20% 24% 20% | 24% 20% 20%
0.1- 3% 3% 0% 3% 0% 3% 4%
0.2- 4% 3% 2% 2% 2% 3% 3%
0.3- 2% 2% 2% 2% 2% 1% 1%
0.4- 3% 3% 2% 2% 2% 3% 3%
0.5- 7% 5% 4% 5% 4% 4% 5%
0.6- 4% 2% 3% 3% 3% 2% 2%
0.7- 9% 6% 4% 6% 4% 3% 5%
0.8- 4% 6% 1% 7% 1% 8% 6%
0.9-1 39% 51% 58% 51% | 58% 53% 51%

Qsort

388388

Susan

oB85388

Adpem

cre

dijkstra

Na34
n221

mfspr_dat.

Fig. 2. Horizontal axises: Compressed information about the net names of
OpenRisc Processor, vertical axises: Percentages of Signal Probabilities SP(0)
for MiBench Workload.

B. Three-Dimensional LUT Generation

Basically, the library file contains four look-up tables, two
for rising and falling propagation delays, and two for transition

delays that used as an input parameter to calculate the prop-
agation delay for the next cell. To induce signal probabilities
SP(0) into the library, we used HSpice simulation to generate
the timing delays. the figure Fig. 4. shows the output rising
delays when the SP(0) barely stressed and the figure Fig. 5.
shows the output rising delays when the SP(0) almost totally
stressed. the results show that up to 81% difference between
the the cases mentioned above. Choosing how many steps for
SP(0) would define the complexity of the delay calculation
inside the Static Aging Analyzer. So, some specific steps need
to be calculated and any other intermediate values could be
either taken the worst case or interpolated from two points.
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Fig. 3. Output Rising Delays when SP(0)=0.1.
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Fig. 4. Output Rising Delays when SP(0)=0.9.

V. CONCLUSION AND FUTURE WORK

This work has proposed an approach to include the signal
probabilities driven from the workload to the gate-level timing
library. This work could make estimating NBTI-induced delay
more feasible during the design and could help to abate the
number of aging sensor and location. However, this approach
required a logic synthesizer to read these three-dimensional
LUT and may make optimization during cell mapping to re-
duce highly stressed signal in the critical path. Future work will



consider the use this table by building this logic synthesizer to
identify the most vulnerable part for aging in the processor.
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