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DEVELOPMENT OF IMAGE-BASED INERTIAL IMPACT TESTS FOR CHARACTERISING THE HIGH-STRAIN-RATE INTERLAMINAR PROPERTIES OF COMPOSITES

Jared Van Blitterswyk

Reliable measurement of interlaminar properties at high strain rates (~ $10^3$ s$^{-1}$) is very challenging with existing test methods due to inertia generated by dynamic loading. With the emergence of ultra-high-speed cameras has come the opportunity to use full-field measurements to quantify the high-strain-rate behaviour of materials and directly measure constitutive properties. This project explored the design and experimental validation of two image-based inertial impact (IBII) tests to measure the interlaminar elastic modulus, shear moduli, and tensile failure stress of fibre-reinforced polymer composite materials at high strain rates. A new set of special optimised virtual fields were developed as part of this work for the direct identification of the elastic and shear moduli from full-field maps of strain and acceleration. Synthetic image deformation routines were used to rigorously quantify the error introduced on the identification of stiffness by experimental factors (contrast and noise), and post-processing parameters (temporal and spatial smoothing). The potential of the IBII tension/compression tests was demonstrated by successfully identifying the interlaminar elastic modulus and tensile failure stress at $3.5 \times 10^3$ s$^{-1}$. Back-to-back, surface measurements made with synchronised ultra-high-speed cameras were used to analyse the assumption that the IBII tension/compression test is 2D. It was found that out-of-plane loading has a relatively small effect on stiffness identification (bias of 4% on average), but has a large effect on failure stress estimates (bias of up to 30% on average). Finally, the IBII shear test developed in this work demonstrated that the interlaminar shear modulus can be characterised with remarkable consistency at $1.5 \times 10^3$ s$^{-1}$. Overall, this project clearly demonstrates that the IBII method is an excellent tool for interlaminar material property identification at high strain rates. In the future, camera technology will improve increasing the efficacy of the IBII methods developed in this work.
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Chapter 1

Introduction

Traditionally, polymer-matrix composites have been integrated into applications where they can be modelled as thin plates according to classical lamination theory. In these cases the thickness is much smaller than the in-plane dimensions, and thus it is assumed that the interlaminar stresses are negligible compared to the in-plane stresses. Due to high specific stiffness and strength characteristics, there is an increasing desire to use thicker composite structures as lightweight alternatives to their metallic counterparts. This is particularly true in the aerospace industry for components such as brackets, wing spar box, etc., which must support complex three-dimensional stress states [1–4]. Large structures with relatively simple geometries or those primarily subjected to in-plane loading may also see complex stresses locally due to design features such as ply drops and manufacturing defects like out-of-plane fibre waviness. In these cases, the interlaminar stresses become important to consider due to the relatively low strength and stiffness in these material planes, which leads to increased susceptibility to micro-cracking or delaminations, and premature failure of the material. Moreover, these structures are often subjected to dynamic loading (e.g.: blast, crash, foreign object strike, etc.) where significant interlaminar stresses can develop over a range of strain rates [5–7]. Therefore, the reliability of numerical simulations hinges on the accuracy of models for the strain-rate sensitivity of interlaminar constitutive properties, which must be established experimentally. Since interlaminar properties are matrix-dominated, literature suggests that the stiffness and strength should exhibit a strain rate dependency [8–13]. However, the effects of strain rate above a few 100 s$^{-1}$ are still not well understood, largely due to the lack of specific test methods for the interlaminar planes, and limitations inherent to existing test methods. This is shown by the scarcity and inconsistency in studies attempting to measure high-strain-rate (HSR) properties in the interlaminar directions [13].

Obtaining material properties for composites in the through-thickness direction is a long outstanding problem. At high strain rates there are numerous factors that make testing particularly challenging for the interlaminar planes, some of which include: issues with gripping the sample, sensitivity to manufacturing and machining defects, and volume effects. For instance, introducing a tensile load generally requires gripping of the specimen. Often this causes premature failure due to eccentric loading (bending stresses) or stress concentrations at the grips. This is especially problematic for through-thickness testing due to the small specimen dimensions. Manufacturing and machining quality, and specimen geometry can also have a significant influence on the failure behaviour [14]. For thick specimens formed by bonding several smaller laminates, failure can occur near the bond interface, resulting in failure strengths that are not representative of an original laminate [15]. Composites also show a strong volume effect. Void
content from manufacturing increases with volume causing a degradation of matrix properties and reduced tensile and shear strengths [16, 17]. Pre-defects are especially critical as failure can initiate prematurely from voids or micro cracks caused by the machining process. All of these issues have created a notable sensitivity of material properties to test method [18–20].

The largest issue with testing composites at high strain rates is the management of inertial effects, which becomes important at strain rates above $10^1 \text{ s}^{-1}$ (Fig. 1.1). This is particularly problematic for many existing techniques, which make use of limited information and rely on a number of assumptions to quantify the material’s response. The best example of this is the split-Hopkinson pressure bar (SHPB), which acts as a dynamic load cell under the key assumptions of one-dimensional wave propagation and quasi-static equilibrium conditions. The latter assumption become critical for HSR loading since this condition is not satisfied until the inertia in the sample damps out. This occurs after several reverberations of the pulse within the sample, and the time required for this to occur is dependent on the wave speed of the material being tested [21, 22]. For lower wave speed materials, such as polymer-matrix composites in the interlaminar planes, it is generally accepted that the SHPB apparatus is not able to provide a true measurement of the initial stiffness [9, 22–24]. If the strain rate is high enough then the inertial effects may also persist throughout the entire duration of the test, which may render strength measurements unreliable in composites where failure strains are small. Inertia is thought to be the largest contributor to the high amounts of scatter in reported measurements of stiffness and strength in the literature as discussed in Chapter 2 and the review paper in [13].

A number of recent experimental studies have demonstrated the advantages of using ultra-high-speed imaging (UHS) with full-field measurement techniques for HSR material characterisation [26–36]. In these studies, full-field maps of acceleration were processed using the virtual fields method (VFM) to directly identify the properties of the material. In doing so, the specimen acted as a load cell, and stress was reconstructed without needing to measure force externally. Full-field measurements remove the requirement of quasi-static stress equilibrium, and thus allow for a significant increase in strain rates at which materials can be tested. Prior to the commencement of this project, the idea of using full-field measurements and the VFM for HSR testing was initially explored by Moulart et al. [26] and Pierron & Forquin [27], and later used for characterising the in-plane properties of composites [28, 29] and concrete [27]. Concurrently with this project, the idea was formalised as a new test principle called the image-based inertial impact (IBII) test, and was demonstrated for testing ceramics [32] and measuring transverse in-plane properties of composites [31, 37]. The prospect of an image-based test method for material characterisation in the interlaminar planes is particularly attractive as it removes the need to grip the material, and issues with inertia are avoided by using the acceleration as a
load cell. Therefore, the overall aim of this project was to explore the design space of IBII tests for characterising the HSR constitutive behaviour of a carbon fibre-reinforced epoxy laminate in interlaminar tension/compression and shear. The project was structured according to three main aims as described in the following section.

1.1 Aims and Objectives

The overall intention of this project was to design and assess the feasibility of a new set of IBII tests for HSR characterisation of interlaminar stiffness and failure stress. The first aim was to design a test to measure the HSR interlaminar elastic modulus and failure stress in tension. The second aim was to verify the assumption of through-thickness uniformity for the interlaminar test configuration developed in the first part of the project [38] using back-to-back, UHS imaging. Finally, the third aim was to develop a new HSR test to measure the interlaminar shear modulus, and explore the design space for extending the IBII test method for populating failure envelopes for the interlaminar planes. The objectives for each aim of the project are described in detail in the following sections.

1.1.1 Image-based inertial impact (IBII) test for interlaminar tensile properties

The first objective was to develop and assess the feasibility of an IBII test configuration for tension/compression loading. A design study using explicit dynamics simulations was performed to select optimal projectile length and impact speed. An 18 mm thick laminate (MTM45-1/AS4-145) supplied by Material Sciences Corp. was used to validate the test procedure using direct imaging on the sample. The linear-elastic behaviour also provided a relatively simple case to validate processing and identification procedures. The full orthotropic version of the special optimised virtual fields [28, 29] was not well suited to identifying the interlaminar stiffness \((Q_{33})\) since the remaining in-plane stiffness parameters were weakly activated \((Q_{11}, Q_{13}, \text{ and } G_{13})\) and introduced noise into the identification. Therefore, a new set of special optimised virtual fields was developed in this work to isolate the \(Q_{33}\) term. Simulations were also used to generate a set of kinematic fields based on a known input constitutive behaviour to verify the VFM identification routines. In the case of dynamics there is a need to apply spatial and temporal smoothing to the experimental images. The choice of these parameters is important as they will interact differently with the VFM procedures. Therefore, a key objective was to develop an image deformation framework for the IBII test based on the work in [39, 40]. Finite element displacement fields were imposed on a set of synthetic grid images that include effects from lighting intensity, imaging resolution, frame rate, and camera grey-level noise. These images were processed using a range of spatial and temporal smoothing parameters to identify the optimal amount of smoothing for minimal error on measured stiffness parameters. The final objective was the experimental validation of the proposed test for the 1-3 and 2-3 interlaminar planes.

1.1.2 Experimental verification of test assumptions

Typically IBII tests are performed with a single camera and therefore, to use surface measurements for material property identification it is necessary to assume that: 1) kinematic fields are uniform through the thickness dimension of the sample; and 2) the specimen can be considered
to be in a state of plane stress. These assumptions are difficult to validate experimentally as the effects are embedded within the surface measurements. The main objective was to use UHS imaging to simultaneously measure the response on the front and back faces of a sample tested using the configuration developed in the first part of the project [38] to evaluate the assumption of uniform loading through-thickness. The interlaminar specimens provide the most challenging test case for this assumption as they are more difficult to align, and the samples are generally less slender compared to the in-plane tests in [37]. Since most experiments will be performed with a single camera, an additional objective of this work was to establish diagnostics for single-sided measurements to identify when measurement assumptions are not well satisfied.

1.1.3 IBII test for measuring the interlaminar shear modulus

The final aim of the project was to develop a new HSR test to measure the interlaminar shear modulus, and explore the design space for extending the IBII test method for interlaminar shear strength measurements. Characterisation of the shear modulus with existing test methods is very challenging since inertial effects contaminate the determination of stress, and the necessity to assume that the material is in a state of uniform shear stress. Uniform shear can only be achieved using tubular specimens, which are difficult to machine, and are not representative of most laminates. These assumptions are lifted in this work by using the VFM to identify the interlaminar shear modulus directly from heterogeneous deformation maps. Given the constraints on specimen size for the interlaminar samples, and to minimise the likelihood of introducing machining defects, it was desired to develop a test configuration requiring limited specimen machining. A similar specimen geometry to the short-beam-shear test was adopted to activate the shear behaviour. Full-field measurements and the VFM were used to directly identify the interlaminar shear modulus from maps of strain and acceleration similar to that in quasi-statics by [41–43]. The shear loading with this specimen configuration causes the sample and grid to rotate with respect to the camera sensor. Since the phase (displacement) maps from the grid method are made with respect to the camera coordinates, grid rotation causes a systematic bias in the identified shear modulus. Therefore, a separate image deformation framework was developed to quantify this effect on the identification of the shear modulus, and to select optimal spatial and temporal smoothing parameters for minimal identification bias. The final objective of this phase was to experimentally validate the measurement of the interlaminar shear modulus using the proposed test configuration.

The following section describes the novel contributions resulting from the project for the advancement of the IBII test methodology and HSR characterisation of composite materials.

1.2 Novelty

This work represents the first exploration of an inertia-based test method for interlaminar characterisation of polymer-matrix fibre composites in tension/compression and shear. This project resulted in many key contributions towards establishing the IBII test method for characterisation of composites at strain rates where existing test methods are unreliable (greater than a few hundred s⁻¹). This section will describe the novelty associated with each of the three main objectives of the project.
The first aim of this work resulted in the development of a complete experimental design procedure for interlaminar IBII tests. Simulated kinematic fields were also used to validate a new set of special optimised virtual fields for the direct identification of the interlaminar elastic modulus from full-field maps of strain and acceleration. An image deformation framework specific to the interlaminar IBII tests was created to rigorously analyse the propagation of errors introduced from the imaging setup and post-processing routines. This was the first implementation of this framework for dynamic testing in the interlaminar planes. An experimental validation study showed that the proposed IBII test provided remarkably consistency measurements of the interlaminar modulus (coefficient of variation (COV) of 3.5%) at strain rates on the order of 2\times10^3 \text{ s}^{-1}. This represents a vast improvement over reported values in the literature which are highly scattered at similar strain rates \cite{10, 13, 44, 45}. A set of rigid-body virtual fields were developed concurrently with the in-plane IBII test \cite{37} to reconstruct a linear approximation of the stress field across the height of the sample for more accurate estimation of the tensile failure stress at strain rates on the order of 3-5\times10^3 \text{ s}^{-1}.

The second phase of this project represents the first time that synchronised back-to-back, UHS cameras have been used to evaluate the validity of full-field measurement assumptions for the IBII test. This study developed a set of rigorous experimental diagnostics to determine if the key assumptions of the through-thickness uniformity is valid from single-sided measurements. The use of rigid-body virtual fields was extended in a novel way to address the under-estimation of failure stress from in-plane acceleration in the presence of out-of-plane loading. Key improvements were made to the alignment procedure to significantly mitigate out-of-plane loading effects, which resulted in improved measurement consistency for stiffness and failure stress measurements. The advancement in our understanding of the importance of alignment will benefit all IBII tests, and in particular those on brittle materials where out-of-plane bending can significantly influence measured properties \textit{(i.e.: ceramics, concrete, etc.)}.

The final phase of this project resulted in the design and experimental validation of a new IBII test for measuring the interlaminar shear modulus from heterogeneous deformation fields. A new sets of special optimised virtual fields were developed for the direct identification of the shear modulus from full-field maps of strain and acceleration. A separate image deformation framework was successfully implemented to quantify the uncertainty associated with the identification of the shear modulus from limited camera spatial resolution, smoothing, and grid rotation. Measurements of the interlaminar shear modulus were made with impressive consistency (COV < 3%) at strain rates on the order of 1.5\times10^3 \text{ s}^{-1}, which is beyond the capabilities of existing tests methods.

1.3 Structure of the Thesis

This thesis begins with a summary of the literature on test methods and reported interlaminar properties at intermediate and high strain rates (Chapter 2). Also included in Chapter 2 is a review of full-field measurement techniques, inverse identification procedures and UHS imaging technologies, as these are the essential tools of the IBII method. The relevant theory for implementing the VFM for the interlaminar IBII tests is presented in Chapter 3. The focus of Chapter 4 is the design and experimental implementation of the IBII tension/compression test to measure the HSR interlaminar elastic modulus and the tensile failure stress. Chapter 4 also describes the implementation of an image deformation framework for smoothing parameter selection and uncertainty quantification for stiffness identifications. Chapter 5 describes the experimental studies conducted with back-to-back cameras to address the effect of out-of-plane
loading on stiffness and failure stress identifications made using the IBII test. The development of a new type of IBII test to measure the interlaminar shear modulus is presented in Chapter 6. This includes the derivation and validation of a new set of special optimised virtual fields for identifying the interlaminar shear modulus from strain and acceleration maps. The image deformation framework used to quantify the effects of grid rotation and smoothing is also presented. Finally, Chapter 7 discusses the limitations of the new interlaminar IBII tests developed in this project, possible directions for future work, and key conclusions from this project.
Chapter 2

Literature Review

2.1 Overview

This chapter provides a detailed review of the literature on HSR interlaminar properties of fibre-reinforced polymer composites in tension, compression and shear. First, a review of the SHPB and challenges associated with testing in the interlaminar planes is provided. This is followed by a review of reported strain rate sensitivities of stiffness and strength in tension, compression and shear. Also included is a discussion on the state-of-the-art in ultra-high-speed imaging technology, and an overview of full-field measurement techniques. An overview of inverse identification methods are provided for extracting constitutive properties from experimental measurements. The final section of this chapter discusses the concept of using of inverse techniques, combined with full-field measurements and ultra-high-speed imaging to develop new test methods for HSR material characterisation.

2.2 Split-Hopkinson pressure bar (SHPB) Test

The SHPB has played an invaluable role in obtaining information on the high strain rate response of FRP composites in the through-thickness direction [9–11, 46, 47]. Most efforts have focused on obtaining the dynamic compressive properties of composites in the through-thickness direction due to the relative simplicity of implementing the test [25]. In this configuration, a specimen is subjected to a compressive loading pulse while being sandwiched between two elastic bars, denoted as the incident and transmitter bars (Fig. 2.1a). In this configuration, a striker is used to impact the incident bar and induce a compressive pulse. The specimen may also be loaded by direct impact (Fig. 2.1b); however, this approach is less common due to issues with alignment and pulse transmission. In the two-bar configuration, the pulse from the striker propagates towards the specimen, with the input pulse recorded via the strain gauge on the bar. Once the pulse reaches the specimen, some of the compressive pulse is transmitted through the specimen into the transmitter bar, and some is reflected back through the incident bar at the specimen interface. The amount of the pulse which is reflected or transmitted is dependent on the impedance mismatch between the bars and the specimen. Under specific conditions, the pulses measured on the incident and transmitter bars can be used to deduce the stress state within the specimen using one-dimensional wave theory. In these cases, the portion of the wave transmitted through the specimen describes the stress in the specimen, while the reflected pulse describes the strain rate [10]. The compression SHPB test has been adapted
to permit high rate testing of materials in tension, shear, torsion, bending, and combined load states [10, 24, 46, 48], as described next.

The principles of a tensile SHPB are similar to compression. In the case of tensile loading, the main differences lie in the means of generating the pulse, typical specimen geometries, and gripping/attachment to the input and transmitter bars [23]. Tensile pulses are most commonly applied to the incident bar using a direct impact on a flange attached to the bar, or through the release of a static tensile load [49]. Tensile pulses may also be applied using a top hat specimen and hollow transmitter bars, or using the reflected pulse from the transmitter bar with a collar used to protect the specimen in compression. The reader is referred to reference [49] for further details. U-shaped striker bars have also been considered as a means of generating longer pulses and extending the range of achievable strain rates [50].

For direct tensile loading, the specimen is generally attached to the incident and transmitted bars using threaded inserts or adhesives [21]. The need to grip the sample is disadvantageous as the grips introduce stress concentrations or eccentric loading (heterogeneous stress state). Mechanical inserts also have the disadvantage of creating additional reflections and dispersion of the wave, affecting the accuracy of the measurement using SHPB theory [49, 51]. Specimen geometry must also be considered carefully in tensile testing to ensure failure occurs in the gauge section. A waisted cylindrical specimen is commonly used to ensure failure occurs within the gauge section [23, 52], however, the variable cross-section complicates the calculation of strain using one-dimensional wave theory [52].

An alternative approach for tensile loading is the single bar spalling test [53]. In this case, the specimen is attached on one side to the end of the input bar and the transmitter bar is removed so one edge of the specimen is free. The specimen in loaded in tension after the compressive pulse reflects off of the free edge. The spall test is useful for materials which have a greater strength in compression than in tension, which allows the input pulse to be tailored such that no damage is caused during compressive loading, but the reflected tensile wave causes failure. Strain gauge measurements and point-wise laser Doppler velocimetry may be used to infer the tensile strength of the material. This is accomplished using an analytical solution for the specimen stress state based on the assumption of one-dimensional wave propagation [53]. While this removes the need to grip the material, it requires corrections for dispersion and one must assume one-dimensional wave propagation through the bar and specimen, which is difficult to verify in this configuration using point measurements.

The SHPB has also been used in two different configurations to measure interlaminar shear
properties: 1) using a single or double lap shear joint loaded in compression \([44, 45]\), and 2) using thin-walled tubular specimens in a torsion configuration \([10, 54]\). This arrangement is very similar to the compression SHPB, with the exception that a shear wave is induced by applying a torque pre-load on the incident bar.

As discussed above, the SHPB apparatus offers versatility for testing in compression, tension and shear. However, the usefulness of these configurations for material characterisation hinges on the ability to satisfy a number of underlying assumptions. These assumptions are explained in detail in the following section along with discussions on the relevance and specific challenges to testing in the interlaminar planes of FRP composites.

### 2.2.1 Assumptions and limitations associated with the SHPB

A number of assumptions are required for strain gauge measurements on the bars to be used to infer the stress and strain states in the specimen for a SHPB test. The assumptions are briefly summarised below, and the interested reader is referred to the paper by Gama et al. \([24]\) for a more in-depth review. The assumptions to be satisfied for a valid test include:

1. one-dimensional stress wave propagation in the incident and transmission bars (\(i.e:\) negligible wave dispersion);
2. interfaces between the specimen and bars remain planar at all times;
3. loading satisfies quasi-static stress equilibrium (\(i.e.,\) the forces exerted at both specimen ends are equal in magnitude and opposite in sign), and;
4. friction effects at the specimen-bar interfaces can be neglected.

Tests suffering from high amounts of dispersion (violating assumption 1) exhibit a non-linear initial region of the stress-strain curve, followed by oscillations about the straight line that would exist for a bar free of distortion \([24]\). An example is shown in the work by Gerlach et al. \([47]\), where the stress-strain response at high strain rate exhibits an oscillatory behaviour (Fig. 2.2). A number of corrective approaches have been developed \([24]\) but, the effects of dispersion are never completely removed. Pulse shaping is a common approach to reduce the amount of dispersion by smoothing and limiting high frequency content in the compressive pulse \([24, 55]\). Pulse shaping is generally achieved by modifying the shape of the impactor or placing a thin layer of low impedance material, or plastically deforming metal, between the striker and input bar. This, however, limits the strain rate that the tested specimen will experience.

The second assumption is generally satisfied for FRP composites in the through-thickness direction due to the relatively low acoustic impedance compared to the bars. This condition is more problematic for harder materials that may cause local deformation of the bars \([24]\).

The critical limitation is the necessity for quasi-static equilibrium loading conditions (assumption 3). The importance of this assumption has been studied extensively in the literature \([22, 24, 56]\). The concept is explained here by considering an anvil type specimen of constant thickness \(c\), in a SHPB test as shown in Fig. 2.3. The specimen is subjected to two time varying end loads from the reactions at the incident and transmitter bar interfaces. Assuming the loads are applied normal to the specimen end faces, the local equilibrium for this specimen has the form of Eq. (2.1),

\[
F_1(t) + F_2(t) = \rho c \int_0^L \int_{-H/2}^{H/2} a_s(x, y, t) dxdy
\]  

(2.1)
Figure 2.2: Compression stress-strain curve highlighting the influence of wave dispersion effects on the linear response measured using a SHPB at a strain rate of $6 \times 10^3 \text{ s}^{-1}$ [47]. Cubic specimens, 10 mm thick, carbon/epoxy 3D weave.

Figure 2.3: Schematic of anvil-type specimen subjected to arbitrary end loads

where $F_1(t)$ and $F_2(t)$ denote the forces at the incident and transmitter bar interfaces, $L$, $H$, and $e$ denote the specimen length, height and thickness, respectively, $\rho$ is the density of the material (assumed constant here), and $a_x$ is the local acceleration in the $x$ direction.

Stress equilibrium assumes that the force at the incident bar-specimen interface is equivalent to that at the transmitter bar-specimen interface (*i.e.*: acceleration is neglected and $F_1 = F_2$). When the pulse reaches the specimen the input force generates a stress wave in the specimen (*i.e.*: inertial effects caused by transient acceleration). This stress wave travels through the specimen to the output bar where some is transmitted and some reflects and reverberates in the specimen. When the stress wave initially travels through the specimen, a heterogeneous stress state results, violating the assumption of quasi-static equilibrium (condition 3). Depending on the strain rate, stresses arising from inertial effects can be large and may mask the true mechanical response until the waves eventually damp out [21, 22]. For through-thickness tests, this condition is generally not satisfied until late in the test, as illustrated by the work of Gama *et al.* [57] (Fig. 2.4). A general criterion is that quasi-static stress equilibrium occurs after approximately three or four reverberations of the pulse through the specimen [22, 56]. Rather than counting reverberations, Gillespie *et al.* [46] used an ‘R criterion’, based on the difference between incident and transmitted signals, to assess the validity of a test. Regardless of the technique used to determine when quasi-static stress equilibrium conditions have been
achieved, this assumption is always a source of discussion [24]. However, it is generally accepted that the SHPB is unreliable for measuring stiffness of low wave speed materials [9, 22–24].

The problem with inertia is exacerbated for FRP composites by the low wave speed, and the low signal to noise ratio, and quasi-brittle behaviour [12, 54]. Low strains at failure mean that a state of quasi-static stress equilibrium may not be achieved before the test is complete. Short specimens and pulse shaping may be used to reduce the time to achieve quasi-static equilibrium and improve the uniformity of strain rate [22, 24, 58]; however, quasi-static equilibrium still may not be achieved prior to failure and short specimens may suffer from larger friction effects [21]. For tensile tests there is a minimum specimen length due to the need to grip the material, which prolongs the time required for inertial effects to dampen out. Softer materials also suffer from low signal-to-noise levels in the reflected pulse [21]. Efforts to improve this include reducing the cross-section and stiffness of the input bars, using more sensitive strain gauges, using polymer bars [59], or direct force measurement [21]. Unfortunately, these approaches generally suffer from higher levels of wave dispersion and inertial ringing, making reliable force measurement more challenging using SHPB theory.

The assumptions and limitations described above create issues with obtaining reliable measurements of the interlaminar properties at high strain rate, as described in the next section.

### 2.3 Review of Interlaminar Properties at High Strain Rates

A review of current literature reporting on the sensitivity of through-thickness properties to strain rate will now be discussed. A compilation of references for compression, tension and shear properties is presented in Appendix A in Tables A.1, A.2 and A.3, respectively. It must be noted that the following discussion focusses on relative trends between quasi-static and HSR properties. This is a result of the inconsistency in the literature regarding material composition (fibre and matrix materials, fibre volume fraction, reinforcement architecture, etc.), which makes direct comparison of quoted properties uninformative. Also, failure strain rate is defined inconsistently in the literature with some reporting an average strain rate and others reporting instantaneous strain rates. Defining a failure strain rate using a SHPB is difficult and not necessarily reliable due to the dependency on damage progression in composite materials. Therefore, no attempt is made to convert reported strain rates to an equivalent metric across

![Figure 2.4: Verification of quasi-static stress equilibrium for a through-thickness compression test at an average strain rate of 1.1×10^3 s^{-1} [57]. Cubic specimens, 12.7 mm thick, plain weave S-2 glass/vinyl ester composite](image-url)
all studies.

2.3.1 Strain rate effects on compressive properties

Elastic modulus under compressive loading

As discussed in the previous section, effects from inertia tend to mask the initial behaviour of the material under dynamic loading using a SHPB. Therefore, measurements of the modulus using the SHPB can only be regarded as ‘apparent’. The degree to which inertia influences the measurement of strain is difficult to resolve using strain measurements on the incident and transmitter bars. This may contribute to the lack of general agreement in the literature regarding the sensitivity of the elastic modulus to strain rate.

A summary of relative change in compressive elastic modulus as a function of strain rate is shown in Fig. 2.5. The majority of studies report an increase in apparent modulus with increasing strain rate [9, 58, 60–63]. This behaviour is expected for a matrix-dominated behaviour as reported for thermoset resins tested without reinforcing fibres [12]. The relative increase in modulus is highly variable among studies, with increases ranging between 60% [58, 63] and 150% at strain rates around \(10^3 \text{s}^{-1}\) [9]. According to the tests performed by Yokoyama and Nakai [9], the level of sensitivity appears to be more dependent on the reinforcement architecture (i.e.: cross-ply versus plain weave) compared to reinforcement material (glass versus carbon fibres). Despite having a lower compressive strength, the cross-ply laminates absorbed more energy compared to the plain weave composites. No physical explanation is provided for this behaviour. This may be a result of the increased void content for the plain weave architecture. In the work by Hosur et al. [64], the only other study to consider cross-ply laminates, the elastic modulus was higher compared to quasi-static values, but decreased with increasing strain rate. No physical explanation was offered by the authors for this trend.

The influence of fibre architecture is unclear, as very few studies consider pre-preg laminates, as illustrated in Fig. 2.5. Considering only studies that analyse plain weave architectures [47, 57, 58, 61–63, 65–68], the magnitude of strain rate sensitivity is difficult to discern due to large scatter in reported measurements (see Table A.1). For example, Song et al. [58] and Akil et al. [62] report increases in stiffness ranging from 75% to 115% (for strain rates near \(1\times10^3 \text{s}^{-1}\)), where as Shen et al. [61] report a mean increase of 350% at \(1.2\times10^3 \text{s}^{-1}\). The unrealistically high effect of strain rate on the modulus measured by Shen et al. [61] suggests that specimens are unlikely to be in stress equilibrium. Alternatively, a number of studies on plain weave composites [47, 65–67] show negligible variations of the modulus over a similar range of strain rates.

It is not surprising that many studies using the SHPB report an increase in compressive elastic modulus. In the early stages of a test, the reaction force on the input bar does not equal the force on the transmitter bar due to a significant contribution from acceleration (see Eq. (2.1)). As a result, the strains measured by the input bar are lower, and stress in the specimen, computed using the force on the transmitter bar, is higher. This leads to a perceived stiffening of the material. This effect is likely to increase with increasing strain rate as a greater portion of the impact force is expended in accelerating the material. The degree to which inertia affects a test is dependent on several factors, which is thought to contribute to the scatter in reported values of strain rate sensitivity.

In general, a review of the literature indicates that the compressive elastic modulus is matrix dominated and probably increases with increasing strain rate. The magnitude of this sensitivity
Figure 2.5: Summary of relative strain rate sensitivity for compressive modulus from the literature. ‘PP’ and ‘W’ denote pre-preg and plain weave reinforcement, respectively. Red symbol outline denotes that values are quoted with respect to modulus at lowest strain rate considered $(1.3 \times 10^3 \text{ s}^{-1}$ for [67]). Error bars denote the range of reported sensitivity and not standard deviation. Data taken from [9, 47, 58, 60, 64, 67]

is uncertain due to high scatter in the literature.

**Compressive strength**

A summary of relative change in compressive strength as a function of strain rate is shown in Fig. 2.6. From Fig. 2.6 it is clear that there is high variability associated with the magnitude of change in strength with increasing strain rate. The trend at intermediate strain rates appears much more defined, showing a near linear positive sensitivity. There is a small group of studies that report a moderate and positive increase in strength for strain rates below $1 \times 10^3 \text{ s}^{-1}$ [9, 60–62, 66]. Reported increases vary between 6% and 23% for both CFRP and GFRP. The remaining studies report large relative increases in strength compared to quasi-static values: 33% [57] (reaching a near asymptotic value at $7 \times 10^2 \text{ s}^{-1}$), 46% [67], 56% [63], 80% (between 1-1.9 $\times 10^3 \text{ s}^{-1}$) [68] and 180% [65]. The large increase in strength at high strain rates reported by Woo et al. [68] (80%) was attributed to high energy absorption by the kevlar fibres. However, the maximum strain rate achievable by Woo et al. [68] was limited by low pulse transmission (as low as 10%) through the specimen. In the study by Pankow et al. [65], the stress-strain response was highly non-linear and was heavily contaminated by dispersion. This introduces uncertainty when attempting to determine ultimate properties. In contrast to these results, Gerlach et al. [47] reported that failure strength remains approximately constant with increasing strain rate (quoted up to $6 \times 10^3 \text{ s}^{-1}$).

A small number of studies report mixed trends for strength at high strain rates [9, 58, 64]. Hosur et al. [64] reported a positive sensitivity to strain rate, but peak stresses that are below quasi-static values. The specimens were loaded to failure under quasi-static conditions; however, at $8.2 \times 10^1 \text{ s}^{-1}$ and $1.6 \times 10^2 \text{ s}^{-1}$ the compressive input pulse was not strong enough to damage the specimens. Therefore, comparisons made by the authors between peak stress at these strain rates and quasi-static strength are not equivalent. Only measurements collected at $8.2 \times 10^2 \text{ s}^{-1}$ can be used to assess the effect of strain rate on compressive strength. From this case, strain rate causes a decrease in strength by 37%. The authors attributed this to a progressive change in failure mechanism from splitting and crushing at $1.6 \times 10^2 \text{ s}^{-1}$ to crushing
and shearing at $8.2\times10^2$ s$^{-1}$. The instability of compressive loading tends to cause the specimen to fail in shear according to the strength of the matrix. Therefore, the change in failure mode is unlikely to be an intrinsic property of the material and more a result of the experimental setup (structural behaviour). Song et al. [58] reported lower strengths at strain rates up to $8\times10^2$ s$^{-1}$ compared to quasi-static values. At higher strain rates ($>1\times10^3$ s$^{-1}$), the dynamic strength exceeds the quasi-static one. The authors offer no explanation for this behaviour. Similar to the compression modulus, Yokoyama & Nakai [9] found that compressive strength was sensitive to reinforcement architecture. The woven glass/epoxy laminate exhibited a positive strain rate sensitivity, whereas the carbon/epoxy cross-ply pre-preg and plain weave laminates had a negative sensitivity. This was attributed to the properties of the fibres, however, the carbon/epoxy laminates had 15-20% higher fibre volume fractions. The potential dependency on reinforcement architecture (i.e.: pre-preg., weave, etc.) is difficult to ascertain since the majority of studies focus on one type of reinforcement and have large scatter.

Other factors contributing to scatter include specimen geometry and uncertainty associated with quasi-static values. All studies in the literature use cubic or cylindrical specimens. A study by Tagarielli et al. [69] showed that the compressive strength and strain is highly sensitive to specimen geometry. For the same contact surface area, cylindrical specimens were found to fail at lower stress and strain compared to cubic specimens. As the volume of the cylindrical specimens was larger, this may indicate a volume effect. In any case, there appears to be a sensitivity to geometry and/or volume, which differs between studies in the literature. Another complication with comparing studies is that some work do not report quasi-static values at the same strain rates. Considering relative changes in strength over the high strain rate tests only, the values range between -5% and +30% compared to the range of -40% to +40%, when compared against quasi-static values, as shown in Fig. 2.6. This does not necessarily imply better accuracy, and instead suggests that high strain rate tests are reasonably repeatable under different conditions.

Compressive strength is heavily dominated by structural failure due to the inherent instability of the loading condition. Specimens will tend to fail in shear, which is determined by the strength of the resin. Some authors report a change in failure mode, which is attributed to strain rate sensitivity [60, 61, 65]. This highlights the challenge associated with measuring compressive strength and is likely a strong contributor to scatter in the literature. The intrinsic instability of the test makes the measured strength highly sensitive to variations in manufacturing, fibre volume fraction, defects, void content, specimen geometry, specimen preparation (flat contact surfaces) and alignment.

In summary, the literature suggests that there is likely a positive sensitivity of compression strength to strain rate but the magnitude is uncertain. The sensitivity to fibre material and architecture is also difficult to determine as a consequence of limited studies and high scatter.

**Ultimate compressive strain**

As with strength and stiffness, the influence of strain rate on failure strain is uncertain. Many authors report a slight decrease (less than 14%) or negligible influence of strain rate on failure strains as shown in Fig. 2.7 [9, 60, 62, 63, 65, 66]. Song et al. [58] reported a negative sensitivity, but one that is much stronger than reported by most (-62%). Pankow et al. [65], Shah Khan et al. [60] and Gama et al. [57] reported a negligible sensitivity to strain rate. In the study by Shah Khan et al. [60], only strain rates up to 10 s$^{-1}$ were considered. The results from
Figure 2.6: Summary of relative strain rate sensitivity for compressive strength from the literature. ‘PP’ and ‘W’ denote pre-preg and plain weave reinforcement, respectively. Red symbol outline denotes that values are quoted with respect to strength at lowest strain rate considered ($1.3 \times 10^3$ s$^{-1}$ for [67]). Error bars denote the range of reported sensitivity and not standard deviation. Data taken from [9, 47, 57, 58, 60–68]

Gama et al. [57] and Pankow et al. [65] illustrate the effects of dispersion. Both studies show oscillations in the initial portion of the stress-strain curve. Further, strain measurements with 2D DIC by Pankow et al. [65] showed significant heterogeneity throughout the entire test. This was attributed to the coarse textile architecture and local variations in wave speed within the material. However, the reliability of this conclusion is questionable due to the poor spatial and temporal resolution of the measurements.

The studies mentioned above report an opposite effect of strain rate to the positive sensitivity reported by Gerlach et al. [12] for an RTM-6 resin tested without reinforcement. A positive sensitivity was also established by Naik et al. [67] ($+34\%$ between $1.3 \times 10^3$ s$^{-1}$ and $1.5 \times 10^3$ s$^{-1}$) and Gama et al. [57] (up to $+108\%$ at $1.2 \times 10^3$ s$^{-1}$). The notably higher sensitivity from Gama et al. [57] is likely unreliable due to significant contamination from dispersion. However, the magnitude of this sensitivity is similar to that reported by Kapoor et al. [70] for a Kevlar 29/polypropylene (PP) 2D woven composite ($+134\%$ up to $4.3 \times 10^3$ s$^{-1}$). A larger magnitude of sensitivity is to be expected for the through-thickness behaviour that is dominated by a ductile thermoplastic matrix due to the stronger molecule mobility. Hosur et al. [64] found that failure strains increased with increasing strain rate due to a change in failure mode. Further, the strain rate sensitivity cannot be assessed for intermediate strain rates in that study since the specimens did not fail. Song et al. [58] reported a decrease in ultimate strain between $5 \times 10^2$ s$^{-1}$ and $8 \times 10^2$ s$^{-1}$, followed by an increase at strain rates above $1 \times 10^3$ s$^{-1}$. No explanation was provided by the authors for this behaviour.

In general, the effect of strain rate on ultimate strains has yet to be established. A number of studies reveal that the effects of dispersion may still have significant influence on the measurement of ultimate properties, which may contribute to the high levels of disparity of conclusions reported within the literature.
Figure 2.7: Summary of relative strain rate sensitivity for ultimate compressive strain from the literature. ‘PP’ and ‘W’ denote pre-preg and plain weave reinforcement, respectively. Red symbol outline denotes that values are quoted with respect to strain at lowest strain rate considered (1.3×10³ s⁻¹ for [67] and 1×10⁴ s⁻¹ for [68]). Error bars denote the range of reported sensitivity and not standard deviation. Data taken from [9, 57, 58, 60–68]

2.3.2 Strain rate effects on tensile properties

Comparatively fewer studies are available on the strain rate dependency of tensile interlaminar properties. This is because testing in tension is more complicated than it is in compression. As described in Sec. 2.2, additional challenges are introduced with specimen gripping, alignment and sensitivity to stress concentrations. Studies on resin strength in tension are also very limited and the majority of available studies are of little benefit since tensile specimens loaded with a SHPB commonly fail outside of the gauge region and thus have high scatter [12]. All of these issues tend to impose additional restrictions on the attainable strain rates using a tensile SHPB.

Elastic modulus under tensile loading

Very few studies have reported measurements of high strain rate elastic modulus [11, 12, 48, 66, 71, 72]. A summary of findings from the literature is provided in Fig. 2.8. Lifshitz and Leber [71] used a tensile SHPB to test carbon/epoxy pre-preg and glass/epoxy woven composites. They reported a greater increase in modulus for the pre-preg (+40%) compared to the woven composite (+18%) for strain rates up to 2×10² s⁻¹. Similar trends were reported by Medina and Harding [72] at strain rates up to 9.5×10² s⁻¹ (+31% for carbon/epoxy pre-preg, -13% for glass/epoxy weave). At such high strain rates, it is likely that inertia has significant influence on the apparent modulus. Dispersion may also act to mask the true mechanical response. This is shown in longitudinal and transverse strain measurements within the specimen, which exhibit oscillations throughout the duration of the test (Fig. 3 in [72]). Comparison of carbon and glass epoxy weaves show that the tensile modulus appears to be insensitive to fibre material. Nakai and Yokoyama [11, 48] noted a substantial increase in the ‘apparent’ modulus, which was thought to be a result of the viscoelastic modulus of the resin. This explanation is in agreement with studies on the tensile properties of epoxy resins, which show a marked increase in apparent modulus at high strain rates [12].

Hufenbach et al. [73] used direct tensile loading in a two-bar SHPB configuration to test two
Figure 2.8: Summary of relative strain rate sensitivity for tensile modulus from the literature. ‘PP’ and ‘W’ denote pre-preg and plain weave reinforcement, respectively. Error bars denote the range of reported sensitivity and not standard deviation. Data taken from [71–73].

glass/polypropylene woven composites. A very large sensitivity to strain rate (up to +500%) and considerable scatter was observed. The large scatter led to the conclusion that the SHPB technique was unsuitable for studying coarse reinforcement architectures [73]. Hufenbach et al. [73] also comment on the influence of manufacturing on the measured tensile modulus. Compaction levels were reported to be much higher for L-shaped beam specimens compared to the dog bone specimens used with the SHPB. This resulted in a much higher modulus for the L-shaped beams.

In summary, measurements of the elastic modulus under tensile loading is scarcely reported in the literature. There is some indication of a positive sensitivity to strain rate but high scatter and the lack of studies makes this difficult to say with any certainty.

Tensile strength

The majority of studies which focus on tensile strength utilise some form of a tensile SHPB, with strain rates generally lower than $4 \times 10^2 \text{ s}^{-1}$ [11, 48, 51, 71–75]. A summary of relative strain rate sensitivity reported in the literature is provided in Fig. 2.9. While most studies report an increase in strength at high strain rates, the magnitude is unclear due to high inter and intra study scatter. Some report moderate increases in strength of around 30% compared to quasi-static values [71, 72], while others report much more significant increases of up to several hundred percent [11, 48, 74]. In the case of Naik et al. [74], it appears that the reaction forces on the specimen are not equal for much of the test (not in quasi-static stress equilibrium). This is difficult to confirm due to poor sampling of strain gauge signals from the incident and transmitter bars. In the studies by Nakai and Yokoyama [11, 48], where much lower strain rates are considered, it appears that quasi-static stress equilibrium is obtained. Those studies report large increases in strength, which is expected for a matrix-dominated property based on studies of an unreinforced epoxy resin [12].

Studies by Gerlach et al. [47] and Govender et al. [66] report higher strain rates up to $1.1 \times 10^4 \text{ s}^{-1}$ and $1.8 \times 10^3 \text{ s}^{-1}$, respectively. In the case of Gerlach et al. [47], tensile loading was induced using a customised fixture to load an overlapping joint, or ‘cross’ specimen, using a compressive SHPB. In that study, it is unclear how strain rate was defined, or how the
effects of the custom loading fixture were accounted for. Govender et al. [66] used a spall test configuration to measure the tensile failure strength of a woven glass fibre-vinyl ester composite. Pulse time-shifting was employed to estimate forces in the specimen at failure. This approach removes the requirement for quasi-static stress equilibrium, allowing much higher strain rates to be achieved. However, the approach requires corrections for dispersion and the assumption of one-dimensional wave propagation through the bar and specimen. The failure location was determined post-mortem with the strength estimated using the maximum computed stress seen by that position. Some failed specimens exhibited substantial residual strength after a crack had initiated. Failure surfaces showed signs of fibre bridging, which suggests that the interlaminar failure is not purely brittle [66]. The results from this study could not be used to assess the effect of strain rate as only one strain rate was considered and no quasi-static values were reported for comparison. Quasi-static testing was unsuccessful due to consistent failure within the grips. Instead, the authors compare strength to the manufacturer’s quoted resin strength. While the spall test arrangement appears promising for higher strain rate characterisation, more information must be collected during the test in order to remove the limiting assumptions of the SHPB that remain.

The scatter in reported strengths have been attributed to a number of issues associated with tensile testing. Machining defects prevented Lifshitz and Leber [71] from obtaining reliable strength measurements on their carbon/epoxy specimens. For tensile testing in the through-thickness direction, machining defects are particularly problematic as cracks can easily propagate between plies. Specimen geometry was shown to have a significant influence on the dynamic response. Using full-field measurements, Gilat et al. [52] showed that less than half of the gauge region on a waisted specimen was subjected to uniform stress. This results in overestimation of strain and strain rate using SHPB theory. Lifshitz and Leber [71] also had issues obtaining consistent bonds between specimen halves (machined in two pieces). This is also expected to have an effect on those studies where the specimens are directly bonded to the input bar [66, 71, 74]. Others have chosen to introduce the load by bonding the specimen onto threaded inserts [47, 48, 72, 73]. Slight misalignments between the specimen and loading axis will introduce bending stresses in the specimen, resulting in considerable scatter in measured strength values. Similar issues have been reported for high strain rate tensile testing of epoxy resins [12, 54]. Variability in the technique used to introduce the load contributes to scatter and is a result of the lack of test standards for high strain rates.

In summary, scatter across the literature is too large to conclude that there is any influence of strain rate on tensile strength.

**Ultimate tensile strain**

Similar to tensile strength, it is difficult to obtain reliable strain measurements with existing techniques. In studies performed by Gerlach et al., the gauge region dimensions [51], or customised loading fixtures [47] prevented measurements of strain to be made. Some studies report values of ultimate strain at high strain rates, but do not supply quasi-static values for comparison [71, 74]. In other studies, the focus was on obtaining measurements of strength and stiffness, and ultimate strains were not reported [62, 66, 75]. Strain gauges have been used to measure strain directly from the specimen [71, 72]. Medina and Harding [72] measured a 22% and 65% increase in failure strain at 9.5×10^2 s^{-1} for carbon/epoxy pre-preg and woven composites, respectively. This study highlights two challenges with using strain gauges. In their study, it was difficult to place the strain gauge appropriately so that it was positioned on the failure plane. A similar challenge was reported by Lifshitz and Leber [71]. An additional
issue experienced by Medina and Harding [72] was premature failure of the strain gauges. The ultimate strains measured by Medina and Harding [72] at such high strain rates ($9.5 \times 10^3$ s$^{-1}$) are likely to be contaminated by inertia effects. Therefore, the trends reported by Medina and Harding [72] are unlikely to be reliable representations of the true effect of strain rate on ultimate strain.

There are a few studies that report failure strains based on SHPB theory [11, 48, 73], but the reported trends are inconclusive. A summary of the failure strains presented in the literature is shown in Fig. 2.10. Nakai and Yokoyama performed two studies on carbon/epoxy pre-preg composites [11, 48]. They reported a general increase in failure strain for strain rates up to approximately $10^2$ s$^{-1}$. The reported magnitude is unreliable due to the high scatter in their measurements (strain rate sensitivity ranges from -50% to +90% within scatter). Hufenbach et al. [73] reported that failure strain has little sensitivity to strain rate between quasi-static and strain rates up to $4 \times 10^2$ s$^{-1}$.

In summary, obtaining reliable strain measurements at high strain rates has proven to be a challenge. As a result, very few studies report ultimate strains. From those that attempt to measure ultimate strains, the influence of strain rate cannot be determined with certainty.

The limited available literature suggests there is much outstanding work to be done to develop testing procedures for reliable measurement of interlaminar properties under tensile loading. Tensile tests are highly sensitive to gripping, alignment and stress concentrations. This does not facilitate reliable measurement of material properties using existing techniques, which rely on a number of assumptions about the material response. Further, not only is there significant scatter in the measured high strain rate properties, but there is high scatter in the quasi-static measurements to which they are compared. A potential alternative to strain gauges is optical full-field measurement techniques. Full-field measurements provide far more information about the specimen response, which is required to alleviate assumptions and advance high strain rate tensile characterisation.
Figure 2.10: Summary of relative strain rate sensitivity for ultimate tensile strain from the literature. ‘PP’ and ‘W’ denote pre-preg and plain weave reinforcement, respectively. Error bars denote the range of reported sensitivity and not standard deviation. Data taken from [11, 48, 72, 73]

2.3.3 Strain rate effects on interlaminar shear properties

Shear modulus

The combined stress states induced in many existing shear tests complicates the matter of obtaining a true estimate for the shear modulus. Therefore, far fewer studies attempt to extract the interlaminar shear modulus, compared to the interlaminar shear strength (ILSS). A summary of relative strain rate sensitivity for shear modulus is presented in Fig. 2.11.

Bouette et al. [44] reported no appreciable variation in shear modulus measured using double and single lap joints. The modulus was estimated using failure stress and strain assuming linear elastic behaviour to failure. However, strain gauge measurements by Bouette et al. [44] reveal a non-linear behaviour near failure, and would act to reduce the ‘apparent modulus’. Hallett et al. [45] also used single lap specimens and reported an average decrease in stiffness with increasing strain rate. The magnitude of sensitivity is difficult to determine as their measurements had significant variance. The authors suggested that normal stresses at the notches were responsible for the scatter. Using thin-walled tubular specimens, Naik et al. [10] reported a net increase in apparent shear modulus (+33% for glass/epoxy and +41% for carbon epoxy) up to 1×10³ s⁻¹. Similar to the study by Bouette et al. [44], the shear response was found to be non-linear by Naik et al. [10]. This makes it difficult to obtain an estimate of the true shear modulus. Naik et al. [10] provided an estimate on the lower bound of shear modulus by fitting a line between the origin and a point on the curve near peak stress. Naik et al. [10] also claimed that the values obtained with the tubular specimens are more representative of the true behaviour since notch effects are eliminated. Interestingly, this did not seem to have a significant effect on the level of scatter in their measurements. Scatter in properties measured using tubular specimens may be attributed to micro cracks/damage induced from machining [10], specimen geometry (fillet radius, wall thickness) [10, 14], and layup orientation [14].

In summary, the effect of strain rate on shear modulus is not clearly understood. This is primarily due to mixed stress states in the specimen leading to biased estimates of shear modulus, as well as inherent limitations of the Hopkinson bar analysis as for the tensile modulus.
Shear strength

The through-thickness response of composites is particularly sensitive to combined states of tension and shear. When tensile stresses are present, the interlaminar shear strength has shown to decrease significantly [8, 76]. It is very difficult to achieve the desired state of uniform shear in quasi-static and HSR testing and therefore, most studies are limited to reporting ‘apparent shear strength’ [15, 19, 46]. The influence of strain rate on shear strength, based on studies from the literature, is illustrated in Fig. 2.12.

Single and double lap specimens were initially the most popular choices for high strain rate shear testing since they could be tested using a compressive SHPB. Bouette et al. [44], Harding and Li [77] and Harding and Dong [8] used double lap specimens to extract the ILSS. These studies found that lap joint specimens are unreliable since failure initiates near the ends of the overlap under a state of combined shear and normal stresses. The same was found for single-lap specimens [8, 44, 45]. The work with single lap specimens shows that the amplitude of stress concentration can be reduced if the overlap is kept small [44, 45]. While gauge region geometry can be altered to reduce the combined stress state, it cannot be eliminated. This is a likely contributor to the high levels of experimental scatter on reported shear modulus and failure stresses.

Other approaches to measuring the interlaminar shear properties include the use of the double V-notch shear test (Iosipescu) [78], the out-of-plane off-axis tests [46], the double notched shear test in dynamic compression [79], short beam shear tests [79], and thin-walled tubular specimens loaded using a torsional SHPB [10, 14]. Yokoyama and Nakai [79] found that strengths obtained with the double-notched shear specimens compared well with the short-beam shear tests. Further, measured ILSS values agree well with simulated stress levels in the centre of the specimens. This lead them to conclude that the influences of the stress concentrations from the notches were negligible. Further, the compressive normal stresses at the notches acted to suppress delamination. The result was much lower levels of scatter compared to previous studies using a single or double lap specimen. Hufenbach et al. [78] used a lightweight Iosipescu fixture for testing at intermediate strain rates up to approximately $6\times10^3$ s$^{-1}$ [78]. This appeared to
work reasonably well for testing in the 2-3 plane, but yielded unacceptable levels of scatter in strength measurements for the 1-3 plane and thus, the strain rate sensitivity could not be determined. This was attributed to low stress and strain levels and measurement resolution of the load cell. Naik et al. [10] compared thin-walled tubular specimens, loaded with a torsional SHPB, to single-lap specimens loaded in dynamic compression using a SHPB. Tubular specimens were selected for detailed analysis as they created a purer state of shear stress. The level of scatter from single lap specimens was similar but produced slightly lower strength values. This is likely a result of the combined tension-shear stress state. The opposite was found by Gowtham et al. [14] who reported lower strengths measured using a torsional SHPB compared to a single lap shear joint. This was attributed to stress concentrations from the weave reinforcement in the failure plane of the tubular specimens. The weave reinforcement was shown to create variations in stiffness and stress along the radial and circumferential directions, acting as stress concentrations. This violates one of the primary assumptions that stress is uniform throughout the thickness.

A common characteristic to many of these studies is the high levels of scatter, which prohibits definitive claims from being made about the strain rate sensitivity [45, 47, 78]. Qualitative trends may still be useful, and there appears to be more of a general agreement between studies in these trends. Many studies report that the interlaminar shear strength increases moderately with increasing strain rate [8, 10, 14, 46, 79]. The level of strain rate sensitivity has yet to be determined reliably, with reports of strength increases ranging from 15% [14] to 200% [14]. There is also a collection of studies that report a constant strength over a range of strain rates [44, 73, 79].

In summary, there is some indication of a positive influence of strain rate on interlaminar shear strength. However, the presence of combined tension and shear stresses, and stress concentrations have prevented reliable characterisation of the high strain rate behaviour.
Figure 2.13: Summary of relative strain rate sensitivity for ultimate shear strain from the literature. ‘PP’ and ‘W’ denote pre-preg and plain weave reinforcement, respectively. Red symbol outline denotes that values are quoted with respect to strain at lowest strain rate considered ($5 \times 10^2$ s$^{-1}$ and $6 \times 10^2$ s$^{-1}$ for [10], and $4 \times 10^{-2}$ s$^{-1}$ for [78]). Orange and purple symbols denote testing in the 1-3 and 2-3 directions, respectively. White denotes that direction is not specified. Error bars denote the range of reported sensitivity and not standard deviation. Data taken from [8, 10, 45, 73, 78]

**Ultimate shear strain**

In the majority of cases, it appears that strain was either not reliably measured [78], or the focus of the study was on shear strength and thus, strains at failure were not reported [14, 46, 79]. Some fixtures and specimen geometries make shear strain measurements challenging or impossible [47]. Of the remaining studies, there is very little agreement as to the effect of strain rate on failure strain. The variation in strain rate sensitivity across the literature is presented in Fig. 2.13. Two studies by Bouette et al. [44] and Hufenbach et al. [73] report that shear strain at failure is independent of strain rate, up to $1 \times 10^3$ s$^{-1}$ and $4 \times 10^2$ s$^{-1}$, respectively. The lack of sensitivity to strain rate may be a shortcoming of lap specimens with failure being heavily influenced by normal stresses at the ends of the overlap, similar to Hallett et al. [45]. In contrast, Gillespie et al. [46] reported an increase in peak strain up to a strain rate of 582 s$^{-1}$, followed by a reduction at higher strain rates. These higher strain rates approach the upper limit for equilibrium, set by the ‘R criterion’, and are likely contaminated by inertia effects. Harding and Li [77] found a significant increase (approx. 250%) in failure strains with impact speed. Unfortunately, the strain rates at failure were not reported. Naik et al. [10] measured a 38% increase in failure strain between strain rates of 5.8$ \times 10^2$ - 1$ \times 10^3$ s$^{-1}$, but did not provide quasi-static reference values for comparison.

Much like the cases of shear modulus and shear strength, ultimate shear strains presented in the literature are heavily influenced by mixed stress states and stress concentrations. As a result the current literature cannot be used to determine the influence of strain rate on ultimate shear strain.
2.4 High-Speed Imaging Technologies

To measure dynamic events with small time scales, requires the capability to capture images with very small inter-frame times. To perform meaningful quantitative measurements further requires low noise and high quality images. High-quality, multi-mega-pixel cameras are used ubiquitously for quasi-static full-field measurements. However, the architecture of these cameras is designed such that image data is read during image capture using multiple parallel channels to the internal storage of the camera. Since recording length is determined by the amount of memory available, the record time can be extended with additional memory. Unfortunately, camera readout is limited with this sensor/memory readout structure, which limits the amount of data that can be transferred. Therefore, to increase framing rate, one must reduce the number of pixels being read (reduced field-of-view) [80]. This technology was first implemented by Etoh et al. [81] in a camera which could record at 4,500 fps - the fastest recording speed at the time [82]. This architecture then became the standard for the category of cameras now referred to as ‘high-speed cameras’ (1,000’s to 100,000’s of frames per second [83]).

Another category of cameras have emerged in the last few decades, which can produce framing rates upwards of 1 Mfps. These cameras are referred to as ‘ultra-high-speed’ cameras [83]. A summary of high-speed and UHS technology is shown in Fig. 2.14. In Fig. 2.14, each camera is represented by a rectangle, with the centre of the rectangle indicating the frame rate and record length, and the size of the rectangle representing the field of view. A variety of techniques have been explored in pursuit of faster framing rates, which will be described in the following sections.

Figure 2.14: Summary of cameras available on the market as a function of framing rate, array size, and recording time. Courtesy of Dr. Phillip Reu from Sandia National Laboratories [84]

2.4.1 Rotating mirror cameras

These cameras, such as the Cordin 500 series cameras, use a rotating mirror to project images onto separate CCD sensors as shown in Fig. 2.15. The drum is rotated at high speeds, using an
electric or gas drive, and can achieve framing rates up to 25 Mfps [85]. The number of sensors on the drum can vary from 20 to 78 [85].

![Figure 2.15: Schematic of Cordin 550 rotating mirror camera [86]](image)

The advantage of using separate charged-coupled device (CCD) sensors is that much higher resolution images (up to 8 megapixel) can be acquired. However, these cameras tend to suffer from different geometrical distortions and misalignments between images. This is caused by the spatially different optical paths which the light travels through to reach each CCD sensor [80, 86]. The effects can be minimised using extensive calibration procedures, as outlined in [86], but cannot be completely eliminated. Kirugulige et al. [86] concluded that these misalignments precluded the possibility of performing image correlation between images on different sensors. Therefore, one set of images needs to be collected in a reference configuration, and a second set during the event, with image correlation performed between images collected on the same sensor [26, 86].

### 2.4.2 Beam splitting cameras

These cameras (such as the Imacon 220) rely on a beam splitter to project the images to a series of CCD sensors (see Fig. 2.16). Image acquisition is controlled by electronic shuttering, which offers very high framing rates (2.5 ns inter-frame time [87]). The split light is first directed to micro-channel plate image intensifiers before being projected onto the individual CCD sensors using fibre-optic bundles [87].

These cameras suffer from the same issues as the rotating mirror camera (e.g.: separate optical paths for each image, distortions, different field of view between images, etc.). Therefore, a series of static images, unique to each sensor, must be collected to perform image correlation [88]. Pierron et al. [88] showed that a major drawback to these cameras is photon leaking between neighbouring pixels. This is a result of the highly non-linear fibre-optic bundle and micro-channel plate combinations [87]. The result is spatially correlated blurring/noise patterns, which are very detrimental for image correlation.

The technologies discussed so far rely on splitting the light and recording on separate sensors. This inevitably creates image distortion and misalignments, which are highly undesirable for performing quantitative full-field measurements. Another category of UHS cameras has been
developed, which eliminates these issues through integrated memory on the image sensor. These technologies are described in the following sections.

2.4.3 In-situ image storage sensor charged-coupled device (ISIS-CCD) camera

In 1996 a new type of burst-sensor was developed by Kosonocky et al. [89], with integrated memory on the image sensor. This provided 30 images, with a 360 x 360 pixel array at frame rates up to 833,000 fps. The shortcomings of this sensor was that only burst-mode operation was possible, and the two-dimensional image signal transfer readout halved the framing rate (or halved the array size) [82, 90]. This was the first rendition of the now-called in-situ image storage charged-coupled device (ISIS-CCD) sensor. This design was improved by Etoh et al. [90], to enable continuous capturing, of 103 frames at framing rates of up to 1 Mfps for an array of 312 x 260 pixels. The basic architecture of the sensor is shown in Fig. 2.17. This technology was integrated into the Shimadzu HPV-1 and HPV-2 cameras.

Each pixel element is composed of a photodiode (shaded region in Fig. 2.17), an in-situ CCD storage channel, extending downward from the photodiode, and a memory drain at the end of the storage channel. In continuous capturing mode, frames are sequentially stored in the storage channel until the channel is full, at which point the earliest frames are drained. After image capturing is complete, the signals are stored within the channel and read out into a buffer at the bottom of the vertical CCD storage channels [82].

Since memory is stored on the sensor, the actual photo-sensitive area is quite small, which results in low fill-factors (13% in the horizontal direction for the Shimadzu HPV-1 [88]) compared to standard CMOS or CCD sensors (near 100%). The relatively high heat generation with ISIS-CCD sensors limits the achievable frame rates to about 1 Mfps [80]. Additionally, the exposure time of the ISIS-CCD sensor is dependent on the frame rate and cannot be adjusted. This can result in image blurring at low/intermediate frame rates [80].

This technology has since been advanced into the so-called ‘backside illuminated’ (BSI)-ISIS sensor, which can achieve frame rates up to 16 Mfps [91]. A schematic of the BSI-ISIS-CCD sensor is provided in Fig. 2.18. The BSI structure increases the sensitivity and fill-factor to near 100%. The noise is also independent of frame rate so a reasonable dynamic range is
guaranteed at all frame rates. A drawback to this architecture is that the sensor requires a more complex double-trigger, as described in [91], to reduce the time recording and avoid excessive heat generation. It also suffers from noise generation during the readout phase after overwriting recording [91].

Figure 2.17: Schematic of an ISIS-CCD linear storage sensor [90]

Figure 2.18: (a) Schematic of an ISIS-CCD linear storage sensor, and (b) cross-section ‘A-A’ in (a) [91]
2.4.4 Frame-transfer complimentary metal oxide semiconductor (FTCMOS) sensors

To reduce issues with heat generation at frame rates upwards of 1 Mfps for ISIS-CCD sensors, Shimadzu developed a burst-type image sensor based on the CMOS image sensor technology. This is referred to as an FTCMOS sensor, and is incorporated in the Shimadzu HPV-X camera. A schematic of the FTCMOS sensor structure is shown in Fig. 2.19.

![Schematic of the FTCMOS sensor](image)

Figure 2.19: Schematic of the FTCMOS sensor used in the Shimadzu HPV-X camera [80]

Image signals are connected via metal wires to serial memory above and below the pixel area. This configuration enables concurrent recording at high speeds. Each wire connects 4 pixels to memory. With all pixels recorded, this enables 128 frames to be captured at a rate of 5 Mfps with an array of 400 x 250 pixels. The frame rate can be doubled if only half of the pixels are recorded. In this mode, pixels are recorded in a zig-zag pattern, with interpolation between them to recover the full 400 x 250 pixel array. As a result of the interpolation, this mode is not useful for performing full-field quantitative measurements. Full details about the sensor/memory readout structure can be found in [80]. In addition to reduced power consumption, the exposure time can be set independently of framing rate. Compared to the Shimadzu HPV-1 and HPV-2 (ISIS-CCD), the noise with the Shimadzu HPV-X is much improved, as demonstrated in [27, 29]. The main drawback with these types of cameras is the low spatial resolution, compared to rotating mirror or beam splitting cameras.

2.5 Full-Field Measurement Techniques

To perform quantitative measurements using the images collected with UHS cameras requires image processing algorithms. A number of image processing techniques are currently available, which can generally be categorised as interferometric, or non-interferometric. Interferometric techniques include speckle pattern interferometry (SPI) [92], moiré interferometry [93], and holography [94]. The most common non-interferometric techniques include digital image correlation (DIC) [95] and the grid method [96]. Interferometric techniques offer a much higher
spatial resolution (on the order of 1 pixel, or 10’s of μm) compared to non-interferometric techniques (on the order of 10’s of pixels, a few hundred μm). Interferometric techniques have seen extensive use in quasi-static testing, but have limited use in dynamic applications due to the time delay to perform phase shifting. The use in dynamics has been limited to measuring harmonic phenomena where time-averaging can be used [97, 98]. Additional drawbacks include high sensitivity to vibrations, and the need for lasers, mirrors, or beam splitters, making them less practical for industrial applications. On the contrary, non-interferometric techniques are based on post-processing of images, and so can be applied to measure both harmonic and time-dependent, dynamic events. These techniques have been used in several applications for dynamic full-field measurements [27, 27–30, 33]. Therefore, the non-interferometric techniques of DIC and the grid method will be focus of this section.

2.5.1 Digital image correlation

Digital image correlation (DIC) is a non-contact, white light, optical technique for measuring displacements and strains. Deformation is computed by correlating images of a random pattern before and after deformation. Correlation is performed over small regions, or subsets, such that the pattern within each subset is nominally unique. Displacements are parameterised using shape functions. The shape function coefficients are determined through the minimisation of a correlation matching criterion. Sub-pixel information is then retrieved using an interpolation function.

Digital image correlation (DIC) was first proposed in the 1980’s by Sutton et al. [99], and has since seen widespread use in experimental mechanics. DIC can be performed using a single camera for in-plane measurements, or using stereo cameras to obtain three-dimensional displacements. A schematic of a typical 2D DIC measurement system is shown in Fig. 2.20. Because displacements are determined using subset-based correlation, the measurement resolution of DIC is generally much lower than other optical techniques (e.g. on the order of the subset size compared to 1 pixel resolution for interferometry). This causes problems in cases of small strains or highly heterogeneous deformations.

![Figure 2.20: Schematic of the typical 2D DIC system [100]](image)

Other extrinsic factors influence the measurement resolution, e.g. image contrast; lighting intensity and uniformity; speckle size and quality [101]; camera performance; and out-of-plane movements [102]. These factors affect all optical measurement techniques, and become critical for UHS measurements, where issues with lighting and camera performance become more pronounced. When full-field measurement techniques are used for materials characterisation, the effect of these experimental uncertainties must be understood. A useful tool for evaluating these factors independently is to use an experiment simulator [103, 104]. A representative finite element model is first developed to obtain displacement fields. These fields are then used to
deform a set of synthetically generated images. The effect of experimental uncertainties are introduced into the simulator to quantify the experimental error on identified material properties. This can then be used to optimise processing parameters and test geometry. Further details on the implementation of this procedure for quasi-static testing can be found in [103–105]).

Compared to quasi-static studies, DIC has seen limited application to high strain rate loading [51, 52, 65, 75, 88, 106]. As explained in previous sections, spatial resolution of traditional high-speed and UHS cameras are inadequate to perform meaningful full-field measurements. This is especially problematic when the fields to be measured are highly heterogeneous (e.g. inertial effects under high strain rate loading) [52, 65]. For such cases, a more favourable trade-off between measurement and spatial resolution is required. One possible alternative is the grid method, which will be the focus of the next section.

### 2.5.2 Grid method

The grid method is a technique based on processing images of regular grids to obtain in-plane displacement and strain. The grid method is most notably different from DIC in that image processing algorithms are used to extract phase distributions from the regular grids, rather than tracking individual points [96, 107]. Grid images are assumed to be aligned with the image sensor, and with light intensity, $s(x,y)$, varying in space according to quasi-periodic function (Eq. 2.2)[96, 108]:

$$s(x,y) = \frac{A}{2} \left(2 + \gamma \cdot \text{frng}(2\pi fx + \phi_x(x,y)) + \gamma \cdot \text{frng}(2\pi fy + \phi_y(x,y))\right) + n(x,y) \quad (2.2)$$

where,

- $A$ is the average field illumination;
- $\gamma$ is the pattern contrast amplitude (between 0 and 1);
- $\text{frng}$ is a real $2\pi$ periodic function with an amplitude equal to 1, and average equal to 0;
- $f$ is a spatial frequency of the pattern, or inverse of the grid pitch, $p$;
- $\phi_x(x,y)$ and $\phi_y(x,y)$ are the phase modulations ($2\pi$ periodic) along the $x$- and $y$-axes, respectively;
- $n(x,y)$ is a noise term inherent to any digital imaging device.

When UHS cameras are used to capture grid images, low fill factors amplify the effects of aliasing in the presence of grids/patterns with high spatial frequency contrast. This creates parasitic fringe patterns in the strain fields [88]. The high frequency content of the grid is reduced by intentionally blurring the image, thus significantly mitigating the effects of the fill factor. Therefore, the quasi-periodic grid model is a good representation of experimental grid images captured with the ISIS-CCD or FTCCOS camera sensors. A comparison of a synthetic grid, generated using a sinusoidal function of grey level intensity, is compared to an experimental image in Fig. 2.21.

A slight movement of the grid is interpreted as a change in phase. Therefore, displacements are directly related to phase. Some approaches have been developed to obtain strain fields directly from phase maps [109]. This mitigates the amount of noise introduced into strain fields by skipping the spatial differentiation of displacement maps. However, in this work, the displacement maps are required to compute acceleration maps. To obtain the phase information,
a windowed Fourier transform (WFT) is used [110]. The WFT is a localised version of the Fourier transform (FT), in that the FT is calculated only over a small region surrounding each point. The phase distribution is retrieved by performing the WFT of the image, filtering the corresponding spectrum for the first harmonics, performing the inverse FT, and extracting the phase information. The choice of the windowing function will influence the metrological performance of the grid method, as investigated in [107, 108]. Based on these studies, a bi-triangular window should be used in cases with low noise, as it requires a smaller subset size compared to the Gaussian analysis window. From the phase fields, one can obtain the displacement fields using two approaches. One can estimate the displacement directly from the phase difference according to:

\[
\begin{align*}
    u_x(x, y) &= -\frac{p}{2\pi}(\Delta \phi_x(x, y)) \\
    u_y(x, y) &= -\frac{p}{2\pi}(\Delta \phi_y(x, y))
\end{align*}
\]  

However, since this approach does not take into account the actual displacement at each point, differentiation of these fields to obtain strain becomes problematic when there are grid defects, such as slight irregularity in grid pitch, or missing grid. This assumption also tends to break down when displacements become larger. In these cases, it is more appropriate to use an iterative approach. This displacement for iteration \(n+1\) is defined as:

\[
\begin{align*}
    u_x^{n+1}(x, y) &= -\frac{p}{2\pi}(\phi_x^2(x + u_x^n(x, y), y) - \phi_x(x, y)) \\
    u_y^{n+1}(x, y) &= -\frac{p}{2\pi}(\phi_y^2(x, y + u_y^n(x, y)) - \phi_y(x, y))
\end{align*}
\]

In this approach, the approximate calculation is used as the initial guess, and the calculation is performed iteratively until the change in displacements falls below a defined threshold. This approach is more robust in practice, since it is likely that the real deposited grids will contain some defects.

The grid method is a well-established technique with several studies devoted to reliable measurement of displacement and strain [96, 108, 111]. As mentioned previously, a key advantage of the grid method over subset-based DIC is the better compromise between spatial and measurement resolution [111]. For example, the grid method provides one independent measurement point for every grid pitch (typically 5-7 pixels), compared to 21 pixels as the recommended minimum subset size for DIC [112]. The metrological performance of the grid method is superior to DIC particularly in cases where strain levels are low and high gradients occur (e.g.: wave prop-

Figure 2.21: Magnified views of grid images: (a) 0.3 mm synthetic grid (6 pixels/period), (b) 0.3 mm experimental grid (6 pixels/period)
agation in the through-thickness direction of a composite material) [111]. If the measurement resolution is not sufficient, small deformations cannot be captured, which may introduce bias into the identifications of material properties. This is particularly important when using UHS cameras, such as the Shimadzu HPV-X, having a low spatial resolution. The grid method has been successfully implemented with UHS imaging in a number of studies to capture dynamic displacement fields during impact events [26–29, 32]. Therefore, the grid method is selected in this work to perform UHS, full-field measurements of displacement during impact tests.

2.6 Inverse Techniques for Constitutive Parameter Identification

In solid mechanics, many test methods aimed at measuring constitutive mechanical properties have been designed such that a desired state of stress is known within the specimen. When coupled with direct measurement of strain, these tests give direct access to the constitutive equation linking the two. Examples of these tests include: simple tension tests, compression tests, and three-point bend tests. The necessary assumptions required for this approach are rather restrictive and can be particularly challenging to achieve when testing anisotropic materials, where coupling terms arise in the constitutive equations. In the case of dynamic loading, the problem is complicated further due to inertial effects. Even if these conditions can be reached, full characterisation of such materials may be very costly and time consuming as a limited number of parameters can be obtained from a single test. Therefore, new experimental methods are required that do not rely on the assumption of a known simple stress state. Since the purpose of material characterisation tests is to predict the response under much more complex multi-axial loading conditions, such tests would give access to this information directly. In these cases, an experimental inverse approach is required [43, 113]. The advancement of full-field measurement techniques has created opportunities for experimentalists to develop new test methods suited to inverse identifications.

A number of computational and experimental approaches have been proposed to resolve these inverse problems. The most common strategies are model updating approaches, or the VFM. These techniques will be briefly reviewed in the rest of this section.

2.6.1 Model updating approaches

In model updating approaches, the objective is to construct a finite element model of the test with representative boundary conditions, geometry, and applied loads. The model is used to compute the response of the material to a given set of constitutive parameters. A cost function is then constructed using the difference between simulated and measured responses, with the identified parameters being those which minimise the cost function. A number of cost functions have been considered in the literature including the “displacement gap” [114], “constitutive equation gap” [115, 116], and the “equilibrium gap” [117].

These approaches offer flexibility in the identification procedure since it can be formulated using a range of measured quantities (displacements, strains, forces, etc.), which do not need to be measured as a field, but rather as any set of over-determined data. This approach has been applied in many cases to identify linear-elastic parameters for laminated panels [118, 119], and elastic and visco-elastic parameters for isotropic plates [114], and wood-based panels [120]. Some applications of the finite element model updating (FEMU) approach for high strain rate
loading can be found in [121, 122]. Both studies focused on the identification of elasto-plastic material properties for metals at strain rates of approximately $10^3 \text{ s}^{-1}$ [121] and $10^4$-$10^5 \text{ s}^{-1}$ [122]. In the case of Piers et al. [121], full-field strains obtained with DIC and high-speed imaging are used in the identification procedure, whereas identifications are performed using only force in [122].

In some studies, only a few measurement points are considered for the identification [116, 121–123]. Fewer measurement points reduces the computational time, however, including the whole field increases the redundancy and thus, increases the robustness of the identification procedure [113]. Care must also be taken when comparing experimental fields to simulated fields, as measured quantities are subjected to an ‘experimental’ filter caused by the optical setup (e.g.: noise, lighting, spatial resolution, etc.). The updating approach is also sensitive to the accuracy of modelling assumptions, specifically in modelling the boundary conditions, and may suffer from convergence issues. Interpolation errors can also arise when attempting to compare data between the imaged field of view and the FE mesh. Some studies have proposed alternative methods for obtaining displacements from images based on a finite-element decomposition, where displacements are obtained at the mesh nodal locations [119, 124]. This has shown to improve robustness and reduce computational time, however, the intrinsic properties of the simulations (e.g.: boundary conditions, mesh size, time increment, damping, etc.) will inevitably influence the identifications.

The robustness of model updating approaches is also dependent on the cost function selected. A study by Avril & Pierron [113] showed that when the displacement gap cost function is used, the identifications are similar to that obtained with the virtual fields method, but with non-optimal virtual fields. Therefore, in cases where fewer data points are available, the model updating approaches are better suited for identifications. However, when full-field measurements are available, the virtual fields method is more robust, as will be discussed in the next section.

2.6.2 Virtual fields method (VFM)

The VFM is based on the principle of virtual work and is applicable to cases where experimental strain fields are available. In the absence of body forces, the principle of virtual work has the form of Eq. (2.7).

$$- \int_V \sigma : \epsilon^* \, dV + \int_{SS} T \cdot \mathbf{u}^* \, dS = \int_V \rho \mathbf{a} \cdot \mathbf{u}^* \, dV$$

In Eq. (2.7), where $V$ denotes the volume of the region of interest, $T$ is the Cauchy stress vector, which is applied to the in-plane boundaries denoted by $\delta S$, $\rho$ is the material density, $\mathbf{a}$ the acceleration field, $\sigma$ is the Cauchy stress tensor, $\mathbf{u}^*$ is the virtual displacement field, and $\epsilon^*$ the virtual strain field deriving from the virtual displacement fields through $\epsilon^*_{ij} = 1/2(u^*_{i,j} + u^*_{j,i})$. Note that $: \ $ and $\cdot \ $ denote the dot product in matrix and vector forms, respectively. The first term and second terms on the left-hand side of Eq. (2.7) represent the internal and external virtual work, respectively and the right-hand side represents the virtual work due to inertial forces.

The VFM exploits Eq. (2.7) with strategic selection of virtual fields for a given identification problem. For the case of linear elasticity, the unknown constitutive parameters can be identified by selecting as many independent virtual fields as there are unknown constitutive parameters. These parameters are then obtained by solving the system of linear equations generated by evaluating Eq. (2.7) with each set of virtual fields [125, 126]. The principle of virtual work
is satisfied by any virtual displacement fields that respect the physical force and displacement boundary conditions (known as ‘kinematically admissible’). The virtual fields can be tailored such that the virtual work only involves resultant forces, or completely removes the contributions from external forces. In the absence of virtual work from external forces, only ratios of stiffness parameters can be extracted [125, 126]. For simplicity, virtual fields are commonly defined as polynomial functions [126], but can also be formulated as piece-wise functions to accommodate complex geometries or boundary conditions. If the data are corrupted by noise, as is inevitable with experimental measurements, the choice of virtual fields will have an influence on the results. To address this, automated procedures have been developed for selection of special optimal virtual fields with minimal sensitivity to strain noise [127]. This procedure selects a set of virtual fields, which act like filters for direct identification of each unknown constitutive properties from heterogeneous strain fields.

A number of examples can be found in the literature for identification of linear-elastic and elastoplastic constitutive parameters under quasi-static loading. More recently, a number of studies have shown that the VFM can be applied for dynamic loading thanks to the advancement of UHS imaging technology [26, 28–30, 32, 33, 128].

Detailed comparisons of the approaches mentioned above can be found in [113, 129]. In [113], it was found that the FEMU technique provides similar identifications to the VFM in linear-elasticity, but with non-optimal virtual fields. Further, the VFM is much faster, and avoids issues with finite element modelling such as accurately representing the boundary conditions. Therefore, the VFM is selected to perform identifications of high strain rate constitutive properties in this work.

2.7 Advanced Testing Approaches Using High-Speed, Full-Field Measurements

A review of the literature highlights several key limitations with existing test methods that hinder the advancement of material characterisation for composites in the through-thickness direction. The assumptions required for a SHPB test are particularly restrictive to the maximum strain rate that can be obtained. In compression, strain rates are limited generally to less than $1.5 \times 10^3 \text{ s}^{-1}$, and to an even greater extent in tension (typically less than $10^2 \text{ s}^{-1}$). This is due to the assumption that the specimen is subjected to a state of uniform stress. This is not the case, especially in early stages of a test where inertia effects create heterogeneous deformation [52, 65]. For example, Pankow et al. [65] used high speed imaging in an attempt to resolve full-field strain profiles on a specimen subjected to compression with a SHPB. Despite poor quality measurements and lack of temporal resolution, they found that the strain field was highly non-uniform. This was also found by Gilat et al. [52] and it was noted SHPB theory overestimates strain for waisted specimens due to heterogeneous deformation [48, 52]. Strain gauge measurements also become highly sensitive to gauge position and are generally unreliable for obtaining measurements of ultimate strain [71, 72].

Govender et al. [66] configured a Hopkinson bar into a spall test in an attempt to remove some of the restrictive assumptions of the SHPB and measure tensile strength. The spall test, commonly used for concrete [53], is used sparingly in the literature for through-thickness testing. The spall test approach was also used by Gerlach et al. [12] for high strain rate tensile testing of epoxy resins. The approach of Govender et al. [66] utilised phase shifting of the waves measured on the bar to infer the stress in the material at failure. High speed cameras were required to
record the approximate time and location of the failure. The major shortcoming of the spall test approach used by Govender et al. [66] is that the input stress is inferred from measurements on the incident bar. Tensile strength is also inferred based on measurements of the global response (reflected pulse measured in the input bar), which is affected by dispersion.

In the studies by Govender et al. [66], Pankow et al. [65] and Gilat et al. [52], the temporal resolution is insufficient to properly resolve the initial response of the material. In these cases, common high speed cameras were used, which can achieve frame rates on the order of 1-5×10^3 fps. The advantage of these cameras is that they offer relatively long record times, at the expense of frame rates (see Fig. 2.14[83]). Moreover, as frame rate increases, the spatial resolution decreases due to memory read out limitations. Therefore, to achieve the necessary frame rates for quantitative imaging at high strain rates, UHS cameras are required. These cameras use different strategies to overcome memory read out issues. An example of this is the ISIS-CCD camera, in which the memory for each pixel is located on the sensor [130]. These cameras offer significant opportunity for dynamic material characterisation as they are simple to operate and trigger, can be used for stereo imaging, and offer framing rates up to 5 Mfps.

An issue with testing brittle materials (i.e.: through-thickness tension for a composite) is that they exhibit small strains to failure. This requires high spatial/temporal resolution and low noise. With the development of UHS cameras and full-field measurement techniques, such as DIC [95] or the grid method [96], some of the fundamental assumptions attached to current test methods may be alleviated. This offers great potential to improve current test methods or develop new techniques with kinematic fields that are not necessarily uniform, or are intentionally non-uniform, as also proposed in [52]. With the ability to resolve the temporal evolution in surface displacement, and hence acceleration, the specimen’s acceleration field may be used as an embedded load cell (see Chapter 3). These full-field maps may be processed using an inverse identification technique, such as the VFM [27, 28, 125] to reconstruct stress and extract material properties without need for measurement of the external force. This removes the requirement for stress equilibrium and uniform uniaxial strain states attached to SHPB testing. In fact, the presence of a heterogeneous strain field during impact may be beneficial as multiple constitutive properties could be extracted from a single test using the VFM. This may be used to overcome some of the limitations of current test methods for shear characterisation as the combined stress state could be characterised and potentially used for robust and accurate stiffness and strength identification.

Very encouraging results have been obtained recently, demonstrating the potential of this approach for identifying the in-plane strength and stiffness of composite laminates at very high strain rates (> 2×10^3 s^-1) [26, 29]. Moulart et al. [26] used the SHPB to generate a pulse with full-field maps processed using the VFM to identify Young’s modulus and Poisson’s ratio for a quasi-isotropic laminate. Zhu [29], Pierron et al. [28], and Pierron and Forquin [27] have demonstrated that this approach can be extended to spall test configurations to extract the stiffness and strength of brittle materials. This approach opens up a wide design space for innovative test configurations to accurately determine the mechanical response of materials at strain rates not achievable with any current technique. In particular, it offers a very promising alternative for high-strain-rate testing in the interlaminar planes for polymer matrix fibre composites as it removes the need to grip the material, and issues with inertia are avoided by using the acceleration as a load cell.
2.8 Motivation

From Section 2.3 it is clear that the methods for measuring high-strain-rate material properties in the interlaminar planes of polymer-matrix composites are limited to strain rates on the order of $10^2 \text{ s}^{-1}$. For the most widely used technique, the SHPB, the inertial effects from loading at high strain rates violate a key assumption that the material is in a state of quasi-static equilibrium. Under these conditions, the strain gauges on the input and output bars cannot be used to reliably determine stress and strain in the sample and thus, the stiffness or failure stress. Inertial effects are thought to be the largest contributor to scatter in reported values of stiffness and failure stress.

In this work, a new IBII test method is proposed to address these limitations and in turn improve the accuracy of stiffness and failure stress measurements for the interlaminar material planes at high strain rates (on the order of $10^3 \text{ s}^{-1}$). This method was developed according the the objectives presented in Chapter 1. A general design framework, that can be applied to any IBII test, was presented and experimentally validated with two configurations for the measuring the interlaminar elastic and shear moduli, as described in Chapters 4-6. This work represents an important first step in developing the IBII test method so that it can be extended for more detailed interlaminar characterisation of composites at high strain rates.
Chapter 3

Theory

3.1 Overview

This chapter starts with a description of the material model assumed in this work (Section 3.2, followed by the general formulation of the principle of virtual work in Section 3.3. The following sections then outlines how the principle of virtual work can be used to identify constitutive mechanical properties by exploiting the inertial effects that occur during high strain rate loading. The relevant theory for the interlaminar IBII tension/compression test is first presented in Section 3.4. The IBII tension/compression theory is sub-divided to consider first the case where the test is assumed to be two-dimensional, followed by the extension to three dimensions to account for through-thickness effects using thin plate theory and back-to-back measurements. Section 3.5 then presents relevant theory for the interlaminar IBII shear test.

3.2 Material and constitutive model

The material used in this work is a unidirectional carbon/epoxy pre-preg laminate (MTM45-1/AS4-145). This composite system is modelled using a linear-elastic, transversely orthotropic material with the constitutive model in Eq. (3.1):

\[
\begin{bmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{33} \\
\sigma_{12} \\
\sigma_{23} \\
\sigma_{13}
\end{bmatrix} =
\begin{bmatrix}
Q_{11} & Q_{12} & Q_{13} & 0 & 0 & 0 \\
Q_{12} & Q_{22} & Q_{23} & 0 & 0 & 0 \\
Q_{13} & Q_{23} & Q_{33} & 0 & 0 & 0 \\
0 & 0 & 0 & G_{12} & 0 & 0 \\
0 & 0 & 0 & 0 & G_{23} & 0 \\
0 & 0 & 0 & 0 & 0 & G_{13}
\end{bmatrix}
\begin{bmatrix}
\varepsilon_{11} \\
\varepsilon_{22} \\
\varepsilon_{33} \\
\gamma_{12} \\
\gamma_{23} \\
\gamma_{13}
\end{bmatrix}
\]

(3.1)

Note that the standard convention for material coordinates is adopted with ‘1’ being the fibre direction, ‘2’ the transverse direction and ‘3’ being the through-thickness direction. In the IBII interlaminar tests, the ‘3’ direction is aligned with the x axis, and the fibres are either oriented parallel to the y axis (1-3), or to the z axis (2-3 plane) as shown in Fig. 3.1. Both cases are considered in the following sections.
3.2.1 1-3 interlaminar plane

For the 1-3 interlaminar plane (Fig. 3.1a), Eq. (3.1) can be re-written as:

\[
\begin{bmatrix}
\sigma_{xx} \\
\sigma_{yy} \\
\sigma_{xy}
\end{bmatrix} =
\begin{bmatrix}
Q_{33} & Q_{13} & 0 \\
Q_{13} & Q_{11} & 0 \\
0 & 0 & G_{13}
\end{bmatrix}
\begin{bmatrix}
\epsilon_{xx} \\
\epsilon_{yy} \\
\gamma_{xy}
\end{bmatrix}
\]

(3.2)

Further, it is assumed that shear strains generated in the tension/compression test are comparatively small (< 1%) and non-linear effects have been neglected. Even if shear is introduced by the loading (i.e.: misalignment of the projectile), the shear behaviour is decoupled from the in-plane behaviour. To obtain the interlaminar elastic modulus, \( E_{33} \) the stress component of most interest is \( \sigma_{xx} \), which has the following stress-strain relationship:

\[
\sigma_{xx} = Q_{33}\epsilon_{xx} + Q_{13}\epsilon_{yy}
\]

(3.3)

where \( Q_{33} \) is the plane stress, interlaminar normal stiffness, and \( Q_{13} \) is the plane stress stiffness associated with Poisson’s effect \( (Q_{13} = \nu_{13}Q_{33}) \). Substituting this into Eq. (3.9) results in:

\[
\sigma_{xx} = Q_{33}\epsilon_{xx}(1 + \nu_{13}\epsilon_{yy})
\]

(3.4)

Since the loading is predominantly axial, it is reasonable to neglect \( \sigma_{yy} \) stresses and in this case, Eq. (3.4) is approximated by:

\[
\sigma_{xx} = E_{33}\epsilon_{xx}
\]

(3.5)

For the case of interlaminar shear, where the measurements are made in the material coordinates \((x - y \text{ aligned with } 1 - 3 \text{ plane})\), Eq. (3.2) shows that the shear component is de-coupled from the in-plane stiffness components and shear stress is obtained directly from measurements of shear strain (assuming linear-elasticity) as:

\[
\sigma_{xy} = G_{13}\gamma_{xy}
\]

(3.6)

In reality, following some initial linear-elastic behaviour, there will be some non-linearity in shear, but this is not considered here as attempts are made only to measure the shear modulus where Eq. (3.6) holds. Characterisation of the non-linear behaviour is a topic for future investigation as discussed in Chapter 7.
3.2.2 2-3 interlaminar plane

For the 2-3 interlaminar plane (Fig. 3.1b), Eq. (3.1) can be re-written as:

\[
\begin{bmatrix}
\sigma_{xx} \\
\sigma_{yy} \\
\sigma_{xy}
\end{bmatrix} =
\begin{bmatrix}
Q_{33} & Q_{23} & 0 \\
Q_{23} & Q_{22} & 0 \\
0 & 0 & G_{23}
\end{bmatrix}
\cdot
\begin{bmatrix}
\epsilon_{xx} \\
\epsilon_{yy} \\
\gamma_{xy}
\end{bmatrix}
\quad (3.7)
\]

It is worth noting that in this plane the material is essentially orthotropic and thus, \(Q_{33}\) is approximately equal to \(Q_{22}\). Here, the \(\epsilon_{yy}\) strains cannot be neglected and the stress-strain relationship for \(\sigma_{xx}\) is expressed as:

\[
\sigma_{xx} = Q_{33}\epsilon_{xx} + Q_{23}\epsilon_{yy}
\quad (3.8)
\]

3.3 Principle of Virtual Work

In this work, the VFM [125] is used to relate full-field displacement measurements, to material properties through the principle of virtual work. The following general assumptions are made in the interlaminar IBII tests: 1) constant density and thickness in space; and 2) plane stress loading, and 3) body forces are negligible. With single sided-measurements it is also assumed that the kinematic fields are uniform through-the-thickness; however, with back-to-back measurements this assumption is not necessary. Under these assumptions the three-dimensional form of the principle of virtual work is expressed as:

\[
- \int_V \sigma \cdot \epsilon^* dS + \int_{\partial S} T \cdot u^* dS = \rho \int_V a \cdot u^* dS
\quad (3.9)
\]

where \(V\) denotes the volume of the region of interest, \(T\) is the Cauchy stress vector, which is applied to the boundaries denoted by \(\partial S\), \(\rho\) is the material density, \(a\) is the acceleration field, \(\sigma\) is the Cauchy stress tensor, \(u^*\) is the virtual displacement field, and \(\epsilon^*\) is the virtual strain field deriving from the virtual displacement field through \(\epsilon^*_{ij} = 1/2(\partial u^*_i/\partial x_j + \partial u^*_j/\partial x_i)\). Note that : and \(\cdot\) denote the dot product in matrix and vector forms, respectively. It should also be noted that all mechanical fields are a function of time and space but this is omitted for clarity. For simplicity, the time and space function notation is omitted. The first term and second terms on the left hand side of Eq. (3.9) represent the internal and external virtual work, respectively. The term on the right hand side of the equation represents the virtual work due to inertial forces.

The following sections present a number of different ways in which virtual fields can be used to evaluate Eq. (3.9) for stiffness identification and failure stress estimation. The relevant theory is divided into cases where it is assumed that the test is 2D (i.e.: measurements made on the surface are representative of the through-thickness behaviour), followed by the case where through-thickness effects are considered. Two approaches for 2D stiffness and failure stress estimation are presented: 1) from stress-strain curves reconstructed from full-field maps of acceleration, and 2) direct identification of stiffness parameters from full-field maps of acceleration and strain.
3.4 Interlaminar IBII tension/compression test

3.4.1 Stress reconstruction for stiffness identification and estimating failure stress

Average axial (membrane) stress fields

Consider the schematic of a typical interlaminar IBII specimen, having length $L$, height $H$, and a constant thickness $e$, subjected to a time-varying end load $F(t)$ (shown in Fig. 3.2). When the external virtual work is sufficiently activated by inertia, virtual fields can be strategically selected to remove internal virtual work. This is achieved by having zero virtual strains, and using the external virtual work of the inertia as a load cell.

When the test is assumed to be 2D (i.e.: measurements made on the surface are representative of the through-thickness behaviour) the thickness can be factored out of the integrals in Eq. (3.9) and the principle of virtual work becomes:

$$ - \int_S \sigma \cdot \epsilon^* dS + \int_{\delta l} T \cdot u^* dl = \rho \int_S a \cdot u^* dS $$

where $S$ denotes the surface of the region of interest, and $T$ is applied to the line boundaries denoted by $\delta l$. Consider the simplest case of a rigid-body virtual field in the coordinate system shown in Fig. 3.2:

$$ \begin{cases} u_x^* = 1 \\ u_y^* = 0 \end{cases} \quad \begin{cases} \epsilon_x^* = 0 \\ \epsilon_y^* = 0 \\ \epsilon_{xy}^* = 0 \end{cases} $$

Substituting this into Eq. 3.10 provides a direct relationship between the external virtual work and tractions along any axial section within the specimen:

$$ \int_{\delta l} T \cdot u^* dl = \rho \int_S a \cdot u^* dS $$

The traction vector is related to stress by $T = \sigma \cdot n$. Therefore, $T \cdot u^*$ in Eq. (3.12) is written
as:

\[ \mathbf{T} \cdot \mathbf{u}' = \begin{pmatrix} \sigma_{xx} \\ 0 \\ 0 \end{pmatrix} \]

Substituting Eq. (3.13) and Eq. (3.11) into Eq. (3.12) provides a direct relationship between the axial stress along a vertical slice in the sample at position \( x_o \):

\[ \int_{-H/2}^{H/2} \sigma_{xx} \, dy = \rho \int_{-H/2}^{H/2} \int_{-H/2}^{x_o} a_x u_x' \, dy \, dx \]

(3.14)

If full-field displacements are measured with sufficient spatial resolution, the integral quantities can be estimated using discrete sums. For example, the right hand side of Eq. (3.14) is approximated as,

\[ \rho \int_{0}^{x_o} \int_{-H/2}^{H/2} a_x \, dS \approx \rho x_o \overline{u_x}^S \]

(3.15)

where the superscript \( S \) coupled with an overline denotes the surface average between the free edge and \( x_o \) (Fig. 3.2). The line integral on the left hand side of Eq. (3.14) represents the average stress along the cross-section (denoted by overline with a superscript \( y \)), and Eq. (3.14) becomes:

\[ \overline{\sigma_{xx}}^y = \rho x_o \overline{u_x}^S \]

(3.16)

which is referred to here as the ‘stress-gauge’ equation. The advantage of this approach is that stress averages can be reconstructed at any location along the length of the specimen. When combined with measured average strains, stress-strain curves can be constructed to identify stiffness so long as the material remains linear-elastic. For 1-3 plane specimens, using a linear regression fit to the compression loading response of \( \overline{\sigma_{xx}}^y \) plotted against \( \overline{\varepsilon_{xx}}^y \) provides a spatial identification of \( E_{33} \) (see Eq. (3.5)). For the 2-3 material plane, the slope of \( \overline{\sigma_{xx}}^y \) plotted against \( \overline{\varepsilon_{xx}} + \nu_{23} \overline{\varepsilon_{yy}} \) yields \( Q_{13} \). To compute axial strain, the identified value of \( \nu_{23} \) from the special optimised virtual fields routine is used (presented in Sec. 3.4.2). Very recently, an extension to the stress-strain curve approach for stiffness identification has been proposed in [131] that does not require one to neglect Poisson’s effects. It has not been implemented here as most of the work has concentrated on the 1-3 interlaminar plane where this assumption is reasonable.

Note that spatial smoothing effects influence the measurements within one kernel at the impact and free edges (as shown in Chapter 4). Therefore, the stiffness value for the test is generally taken as the average spatial identification over the middle 50% of the sample. Equation (3.16) can also be used for failure stress estimation if \( \sigma_{xx} \) does not depend on \( y \).

**Linear approximation for axial stress field**

The stress-gauge equation will only provide a good approximation of the failure stress in cases where the stress distribution is relatively uniform through the width. Misalignments at impact can create a linear distribution of stress through the width as well as wave dispersion following reflection off the free edge. In these cases, it is possible to consider additional rigid body virtual fields to resolve a linear distribution of axial stress along the height, which has the form:

\[ \sigma_{xx} = \sigma_{xx}^0 + \frac{y}{H} \sigma_{xx}^1 \]

(3.17)

The same rigid-body virtual field describing a translation in the \( x \) direction (Eq. (3.11)) is used
to derive the constant coefficient in the linear stress-gauge formulation (Eq. (3.17)):

$$\sigma_{xx}^0 = \rho x_o \bar{\alpha}_{xx}^S$$  

(3.18)

Consider a second virtual field, describing a rigid-body rotation about the origin:

$$\begin{align*}
\begin{cases}
\varepsilon_x^* = y \\
\varepsilon_y^* = -x
\end{cases}
\quad \begin{cases}
\varepsilon_{xx}^* = 0 \\
\varepsilon_{yy}^* = 0 \\
\varepsilon_{xy}^* = 0
\end{cases}
\end{align*}$$  

(3.19)

Substituting into Eq. (3.10) results in:

$$\int_{-H/2}^{H/2} (\sigma_{xx}^0 + \frac{y}{H} \sigma_{xy}^1) y dy - \int_{-H/2}^{H/2} (\sigma_{xy}^0) x dx = \rho \int_0^x \int_{-H/2}^{H/2} (a_{xy}^y - a_{yy} x) dy dx$$  

(3.20)

Simplifying Eq. (3.20) by approximating integrals with discrete sums results in:

$$\sigma_{xx}^1 \frac{H}{12} = \sigma_{xy}^0 \frac{y}{x_o} x_o = \rho x_o \bar{\alpha}_{xy}^S$$  

(3.21)

A third rigid-body virtual field, describing a virtual translation in the y direction is used to relate $\sigma_{xy}^0$, in Eq. (3.21) to surface accelerations.

$$\begin{align*}
\begin{cases}
\varepsilon_x^* = 0 \\
\varepsilon_y^* = 1
\end{cases}
\quad \begin{cases}
\varepsilon_{xx}^* = 0 \\
\varepsilon_{yy}^* = 0 \\
\varepsilon_{xy}^* = 0
\end{cases}
\end{align*}$$  

(3.22)

Substituting into Eq. (3.10) and simplifying the integrals, as was done previously, one obtains:

$$\sigma_{xy}^0 = \rho x_o \bar{\alpha}_{xy}^S$$  

(3.23)

This provides an estimate for the average shear stress at any axial position. Substituting Eq. (3.23) into Eq. (3.21) and rearranging results in:

$$\sigma_{xx}^1 = \frac{12\rho x_o}{H} (\bar{\alpha}_{xy}^S - \bar{\alpha}_{yy}^S + x_o \bar{\alpha}_{xy}^S)$$  

(3.24)

By combining Eq. (3.18) and Eq. (3.24), one obtains the final expression for the linear distribution of axial stress at any axial location. This is referred to as the ‘linear stress-gauge’ equation.

$$\sigma_{xx}(LSG) = \rho x_o \bar{\alpha}_{xx}^S + \frac{12\rho x_o y}{H^2} (\bar{\alpha}_{xy}^y \bar{\alpha}_{yy}^S - \bar{\alpha}_{yy}^S + x_o \bar{\alpha}_{xy}^S)$$  

(3.25)

It is important to highlight that the stress-gauge equations are valid regardless of the constitutive behaviour. It can also be combined with local strains to approximate the stress-strain response at any position on the sample. Note that the linear stress-gauge approach provides a linear approximation of axial stress along y, and does not fully resolve $\sigma_{xx}$ across the width of the specimen. Also note that when stress does not depend on $y$, the linear stress-gauge equation reduces to Eq. (3.16). In this work, the linear stress-gauge equation is used for estimating interlaminar tensile failure stress using the maximum reconstructed stress at the crack initiation location.
Strain-based stress fields

An additional, post-hoc way to reconstruct stress is to use the identified stiffness parameters to convert strain maps to stress maps using the constitutive model presented in Sec. 3.2. Comparing the strain-based and acceleration-based reconstructions is useful for identifying cases when the constitutive model or measurement assumptions break down (i.e.: at the onset of plasticity, damage, failure, etc.). This can also be used to validate the constant and linear approximations for the stress field as reconstructed with the stress-gauge equations. In this work, stress calculated from strain is not used to directly estimate the interlaminar tensile failure stress due to uncertainties as to when strains become non-physical during crack formation.

3.4.2 Direct stiffness identification from full-field measurements

The principle of virtual work is satisfied by any virtual displacement fields that are continuous and piecewise differentiable. In the case of the 1-3 interlaminar plane, the orthotropic constitutive model from Sec. 3.2 reduces Eq. (3.10) to:

$$- E_{33} \int_S \epsilon^*_x \epsilon^*_{xx} dS + \int_{dl} T \cdot \mathbf{u}^* dl = \rho \int_S \mathbf{a} \cdot \mathbf{u}^* dS \tag{3.26}$$

The larger value of Poisson’s ratio in the 2-3 material plane ($\nu_{23} \approx 0.25$) suggests to use the full isotropic version of the VFM, without the need to assume predominantly axial stresses and Eq. (3.10) becomes:

$$- Q_{33} \int_S (\epsilon_{xx} \epsilon^*_x + \epsilon_{yy} \epsilon^*_y + \frac{1}{2} \gamma_{xy} \epsilon^*_x \epsilon^*_y) dS - \quad ...
\quad - Q_{23} \int_S (\epsilon_{xx} \epsilon^*_x + \epsilon_{yy} \epsilon^*_y - \frac{1}{2} \gamma_{xy} \epsilon^*_x \epsilon^*_y) dS + \quad ...
\quad \int_{dl} T \cdot \mathbf{u}^* dl = \rho \int_S \mathbf{a} \cdot \mathbf{u}^* dS \tag{3.27}$$

The identification of $E_{33}$ requires one virtual field, whereas the isotropic formulation requires two virtual fields to identify $Q_{33}$ and $Q_{23}$. There are an infinite number of admissible virtual fields that can be selected to evaluate Eq. (3.26) and Eq. (3.27). When fields are corrupted by noise the identification of constitutive parameters becomes dependent on the selected virtual fields. If chosen intuitively, it is not possible to verify that the chosen virtual fields result in the most stable identification [125, 127]. In this work, special optimised virtual fields are adopted, as developed in reference [127]. This procedure automates the selection of virtual fields for direct identification of the stiffness parameters such that the sensitivity to strain noise is minimised.

Special optimised virtual fields

In this procedure, a system of equations is developed from the principle of virtual work using ‘speciality conditions’. The speciality conditions uniquely constrain the virtual displacement fields such that each field results in the direct identification of a constitutive parameter [127]. The resulting virtual fields can be thought of as ‘optimal’ spatial filters for the strain maps with higher weighting given to regions on the sample where the material response is more strongly activated (high signal-to-noise ratio) and lower weighting to regions that are not.

The IBII tension/compression test is designed such that the mechanical response of the material
is heavily dependent on the modulus $E_{33}$. For the 1-3 material plane, a reduced formulation is adopted, which constrains the fields to uni-axial virtual displacement (i.e.: $u_x^* = 0$), which results in the direct identification of $E_{33}$ from Eq. (3.26). Since the material response is activated by a propagating stress wave the ‘optimal’ virtual fields will be unique for each time step. The development of these virtual fields was first implemented by the author as a contribution to the paper in [32] for the direct identification of the transverse in-plane elastic modulus using an IBII test. For the 2-3 plane, lateral strains become more significant and the more general special optimised virtual field formulation, which includes $u_x^*$ and $u_y^*$ degrees of freedom is used to directly identify $Q_{33}$ and $Q_{23}$. An overview of the procedure is provided here, but the reader is referred to [127] and [125] for full details.

**Reduced special optimised virtual fields:** For the 1-3 interlaminar plane the virtual mesh is formulated with only $u_x$ degrees of freedom (virtual uni-axial deformation). If the number of nodes along the $x$ and $y$ axes are denoted by ‘$n$’ and ‘$m$’, respectively, then this gives a total of $mn$ conditions.

$$u_x^*(x = x^i, y^i+1) = u_x^*(x = x^i, y^i)$$ (3.28)

To eliminate the external virtual work from the unknown impact forces (second term on the left-hand side of Eq. (3.26)), a null virtual displacement boundary condition at the impact edge is defined as: $u_x^* = 0$ for $x = L$. This results in an additional $n + 1$ conditions. The resulting virtual fields have the general form shown in Fig. 3.3.

![Figure 3.3: Uniaxial special optimised virtual fields for the identification of $E_{33}$. Un-deformed virtual mesh shown in dashed lines](image)

The speciality condition is given by $\int_S \epsilon_{xx}^* \epsilon_{xx}^* dS = 1$, imposing another constraint on the virtual fields. Since this depends indirectly on the actual strain fields the resulting virtual fields will tend to follow regions of high strain in the measured fields. This maximises the virtual work contribution associated with the parameter to be identified and minimises the others. Note that an identification is performed on each image, and therefore, the optimal virtual fields will vary with each time step. With this condition, Eq. (3.26) becomes:

$$E_{33}^{app} = \int_S \rho a_{x} u_x^* dS$$ (3.29)

$E_{33}^{app}$ is used to account for the fact that the measured fields are contaminated by noise. For exact data $E_{33} = E_{33}^{app}$. If noise is present with a Gaussian distribution $\Pi_x$ of amplitude $\gamma$, 

then Eq. (3.26) becomes:

\[ E_{33} = \gamma \left[ E_{33} \int S \Pi_x \epsilon_x^* dS \right] - \int S \rho a_x u_x^* dS \] (3.30)

The inclusion of noise into the virtual work creates a recursive set of equations since the virtual work contribution depends on the actual constitutive parameters. It is assumed here that the noise amplitude is much smaller than the magnitude of the measured strains, allowing one to substitute the actual stiffness parameters by their approximate counterparts. This is to keep the process analytical. Therefore, Eq. (3.30) can be rewritten as follows:

\[ E_{33} \approx \gamma E_{33}^{app} \int S \Pi_x \epsilon_x^{(1)} dS + E_{33}^{app} \] (3.31)

The noise minimisation is based on the variance of the constitutive parameters under the influence of random strain noise as detailed in the work by Avril et al [127]. Again, it is assumed that integral quantities can be approximated by discrete sums. The variance (V) associated with \( E_{33} \) is therefore approximated as:

\[ V(E_{33}) \approx \left( \frac{S}{N} \right)^2 \left[ \left( E_{33}^{app} \right)^2 - \frac{1}{N} \sum_{i=1}^{N} \left( \epsilon_{xx}^* (M_i) \right)^2 \right] = \left( \frac{S}{N} \right)^2 E_{33}^{app} G E_{33}^{app} \] (3.32)

where \( S \) denotes the area of the field of view in consideration (given by \( L \times H \)), \( M_i \) the \( i \)th measurement point, and \( N \) the total number of measurement points. Since only one parameter is identified, the matrix \( G \) in Eq. (3.32) [127] is a simple scalar here:

\[ G = \sum_{i=1}^{N} \left( \epsilon_{xx}^* (M_i) \right)^2 \] (3.33)

Solving the minimisation problem using the Lagrangian multipliers method [127] produces a single set of optimal virtual field coefficients, which are used to obtain \( E_{33} \).

\[ E_{33} = -\rho \frac{S}{N} \left[ \sum_{i=1}^{N} a_x^i \cdot Y^* \right] \] (3.34)

In Eq. (3.36) the vector denoted \( Y^* = [\tilde{a}_1^{(i)} \ldots \tilde{a}_1^{(N)}] \) contains the unknown virtual degrees of freedom \( \tilde{u}_x^{(i)} \), which are expanded to the measurement locations using linear shape functions.

**Isotropic special optimised virtual fields**: For 2-3 plane specimens, which are modelled using a 2D isotropic linear elastic model, the principle of virtual work can be written as in Eq. (3.27). In this case, two virtual fields \( (u_x^{(i)}, u_y^{(i)}), (u_x^{(2)}, u_y^{(2)}) \) are required to identify the two stiffness parameters. For the isotropic case the nodes of the virtual mesh have both \( u_x \) and \( u_y \) degrees of freedom. Again, the virtual work due to the unknown force distribution at the impact edge is removed by setting all \( u_x^* = 0 \) and \( u_y^* = 0 \) at \( x = L \). The speciality condition for \( Q_{33} \) is written as:

\[
\begin{align*}
\int_S (\epsilon_{xx} \epsilon_{xx}^{(i)} + \epsilon_{yy} \epsilon_{yy}^{(i)} + \frac{1}{2} \gamma_{xy} \epsilon_{xy}^{(i)}) dS &= 1 \\
\int_S (\epsilon_{xx} \epsilon_{yy}^{(i)} + \epsilon_{yy} \epsilon_{xx}^{(i)} - \frac{1}{2} \gamma_{xy} \epsilon_{xy}^{(i)}) dS &= 0.
\end{align*}
\] (3.35)

Similar equations can be readily derived for the direct identification of \( Q_{23} \) as shown in [28]. Using the same noise minimisation procedure described above and in [127], two sets of optimised
virtual fields coefficients are identified, which are used to obtain $Q_{33}$ and $Q_{23}$. Full details of this derivation are provided in [125].

$$Q_{33} = -\rho S \frac{\epsilon}{N} \left[ \sum_{i=1}^{N} \left( a_x^i \bar{u}_x^{(i,1)} + a_y^i \bar{u}_y^{(i,1)} \right) \right]$$

$$Q_{23} = -\rho S \frac{\epsilon}{N} \left[ \sum_{i=1}^{N} \left( a_x^i \bar{u}_x^{(i,2)} + a_y^i \bar{u}_y^{(i,2)} \right) \right]$$

For the case of 2-3 plane specimens, $\nu_{23}$ can be calculated from $Q_{33}$ and $Q_{23}$. This is used to determine axial strain to identify $Q_{33}$ from stress-strain curves as described in Sec. 3.4.1.

### 3.4.3 Through-thickness effects (bending & membrane stress)

The theory presented in the previous sections are valid only if the stresses and strains are uniform through-the-thickness. If this is not the case, it is possible to combine the VFM with thin-plate theory to reconstruct a linear approximation of stress through-the-thickness under the assumption of plane stress loading. Here we denote the $z$ axis as the mid-plane of the sample. The displacement $(u_x, u_y)$, acceleration $(a_x, a_y)$, strain $(\epsilon_{xx}, \epsilon_{yy}, \epsilon_{xy})$ and stress fields $(\sigma_{xx}, \sigma_{yy}, \sigma_{xy})$ are written as a function of their membrane, $x^o$ and flexural $x^f$ components in the following general form:

$$x(x, y, t) = x^o + \frac{2x}{e} x^f$$

and the out-of-plane component for $u_z$, and $a_z$ are written as:

$$\begin{cases} 
  u_z = u_z^o \\
  a_z = a_z^o
\end{cases}$$

The membrane and flexural components of displacement $(u_x, u_y)$ can be derived from front and back face measurements according to:

$$\begin{align*}
  u^o &= \frac{1}{2} (u^F + u^B) \\
  u^f &= u^F - u^o
\end{align*}$$

where superscripts ‘$F$’ and ‘$B$’ denote the front face $(z = +e/2)$ and back face $(z = -e/2)$. These quantities are spatially differentiated to obtain in-plane strain components $(\epsilon: \epsilon_{xx}, \epsilon_{yy}, \epsilon_{xy})$:

$$\epsilon = \epsilon^o + \frac{2z}{e} \epsilon^f$$

and twice differentiated temporally to obtain in-plane acceleration components $(a: a_x, a_y)$:

$$a = a^o + \frac{2z}{e} a^f$$

As a first step, this formulation for the field quantities will be used to recover Eq. (3.16) from the full 3D version of the principle of virtual work. Substituting the same rigid-body virtual field $(u_x^* = 1, u_y^* = u_z^* = 0)$ in Eq. (3.9) results in:

$$\int_{-H/2}^{H/2} \int_{-e/2}^{e/2} \sigma_{xx} dz dy = \rho \int_0^{x_0} \int_{-H/2}^{H/2} \int_{-e/2}^{e/2} a_x dz dy dx$$

(3.43)
Replacing \( a_x \) and \( \sigma_{xz} \) by the linear combination of the membrane and flexural components results in:

\[
\int_{-H/2}^{H/2} \int_{-e/2}^{e/2} \left( \sigma_{xz} + \frac{2z}{e} \sigma_{xx} \right) dz dy = \rho \int_{0}^{x_0} \int_{-H/2}^{H/2} \int_{-e/2}^{e/2} \left( a_x + \frac{2z}{e} a_z \right) dz dy dx
\]  \hspace{1cm} (3.44)

This expression simplifies to Eq. (3.45), which represents an equivalent form of the stress-gauge equation for width-averaged membrane stress as a function of membrane acceleration:

\[
\overline{\sigma_{xx}^{yy}} = \rho x_0 a_x^{S}
\]  \hspace{1cm} (3.45)

Therefore, if \( a_x^F \) and \( a_y^B \) are measured, then \( a_x^w = 1/2(a_x^F + a_y^B) \) and \( \overline{\sigma_{xx}^{yy}} \) can be calculated without bias. Moreover, this can then be plotted against the membrane component of strain \( (e_{xx}^m = 1/2(e_{xx}^F + e_{xx}^B)) \) to obtain the stress-strain response, from which stiffness can be identified without bias. However, even if \( \sigma_{xz} \) does not depend on \( y \), it may depend on \( z \) and therefore, \( \overline{\sigma_{xx}^{yy}} \) will not be a good approximation for failure stress. Therefore, the question becomes: “Is it possible to identify \( \sigma_{xx}^m \) from back-to-back acceleration measurements?” To do this, a rigid-body rotation virtual field about the \( y \) axis is introduced \( (u_x^v = z, \ u_y^v = u_z^v = -x) \). In this case:

\[
T \cdot u^v = \begin{pmatrix} z \sigma_{xx} \\ 0 \\ -x \sigma_{xz} \end{pmatrix}
\]  \hspace{1cm} (3.46)

Substituting Eq. (3.46) into Eq. (3.9), assuming \( \sigma_{xz} \) can be neglected results in:

\[
\int_{-H/2}^{H/2} \int_{-e/2}^{e/2} \left( \sigma_{xz}^{xx} + \frac{2z^2}{e} \sigma_{xx} \right) dz dy = \rho \int_{0}^{x_0} \int_{-H/2}^{H/2} \int_{-e/2}^{e/2} \left( a_x^{yz} + \frac{2z^2}{e} a_x^F - a_y^o \right) dz dy dx
\]  \hspace{1cm} (3.47)

This simplifies to give the width-averaged flexural stress component as a function of acceleration (Eq. (3.48)).

\[
\overline{\sigma_{xx}^{yy}} = \rho x_0 (a_x^{yz} - \frac{6}{e} a_y^o z)
\]  \hspace{1cm} (3.48)

Clearly, the flexural component of stress (Eq. (3.48)) is dependent on out-of-plane acceleration, \( a_{yz} \), which cannot be resolved from in-plane measurements. Therefore, in the presence of out-of-plane bending, the true stress will be underestimated by stress reconstructed from surface measurements of acceleration. In this work, full-field measurements made with synchronised ultra-high-speed cameras will be used to quantify the bias caused by out-of-plane loading on the reconstruction of stress-strain curves, and the identification of stiffness and failure stress for the IBII test. This is the focus of Chapter 5.

### 3.5 Interlaminar IBII shear test

#### 3.5.1 Shear moduli identification

For the case of interlaminar shear, where the measurements are made in the material coordinates \( (x - y \) aligned with \( 1 - 3 \), or with the \( 2 - 3 \) material coordinates), the shear component is decoupled from the in-plane stiffness components, as in Eq. (3.2) giving \( \sigma_{xy} = G_{13} \gamma_{xy} \). The theory presented here is used for characterising the 1-3 interlaminar shear behaviour, but applies in
the same way to the 2-3 interlaminar plane. For the 1-3 plane, the 2D form of the principle of virtual work reduces (Eq. 3.10) to:

\[- G_{13} \int_{S} \epsilon_{xy}^{*} \gamma_{xy} dS + \int_{dl} T \cdot u^{*} dl = \rho \int_{S} a \cdot u^{*} dS \quad (3.49)\]

**Shear stress reconstruction for stiffness identification**

Similar to the case of the interlaminar tension/compression sample, measured surface accelerations can be used to reconstruct average shear stress, and shear stress-strain curves. Consider an interlaminar specimen subjected to shear loading along one edge, with the free body diagram shown in Fig. 3.4. A simple rigid-body virtual field \((u_{x}^{*} = 1, u_{y}^{*} = 0)\) can be used to derive a shear stress-gauge (SG) equation as was done for the average axial stress (Eq. (3.16)). This provides a direct relationship between acceleration and average shear stress along any horizontal cross-section positioned at \(y_{0}\):

\[ \bar{\sigma}_{xy}^{S} = \rho y_{0} \overline{a_{x}^{S}} \quad (3.50) \]

where superscript \( 'S ' \) denotes the surface between the top free edge and the cross-section of interest, and superscript \( 'x ' \) denotes the line average along the horizontal cross-section at \(y_{0}\). The shear stress-gauge equation is used to reconstruct \(\bar{\sigma}_{xy}^{S}\) at every cross-section for every frame, which is combined with average shear strain \((\gamma_{xy}^{S})\) to generate shear stress-strain curves. Fitting the stress-strain curves with a linear regression model provides a measure of the shear modulus. Compiling all stiffness identifications at each cross-section provides a spatial distribution of the shear modulus along the height of the sample.

**Manually selected virtual fields**

Additional virtual fields can also be considered for interlaminar shear modulus identification, such as:

\[
\begin{align*}
\left\{ \begin{array}{l}
 u_{x}^{*} = y - H \\
 u_{y}^{*} = 0
\end{array} \right. \quad \begin{array}{l}
 \epsilon_{xx}^{*} = 0 \\
 \epsilon_{yy}^{*} = 0 \\
 \epsilon_{xy}^{*} = 1
\end{array} \quad (3.51)
\end{align*}
\]
This field was selected so that $u^*_x = u^*_y = 0$ at $y = H$ to remove the contribution of virtual work from the unknown impact load at the bottom of the overhanging region. Substituting this into Eq. (3.49) results in:

$$- \int_0^H \int_0^L G_{13} \cdot \gamma_{xy} dx dy = \rho \int_0^H \int_0^L a_x (y - H) dx dy$$  \hspace{1cm} (3.52)

Approximating integrals with discrete sums provides a direct relationship between the interlaminar modulus and acceleration, as in Eq. (3.53), defined only when the denominator is different from zero:

$$G_{13} = - \frac{\rho a_x (y - H) S_o}{\gamma_{xy} S_o}$$  \hspace{1cm} (3.53)

Here, the overline superscripted with ‘$S_o$’ denotes averaging over the whole field of view. Therefore, the interlaminar shear modulus, $G_{13}$, can be determined from Eq. (3.53) at every frame of the dynamic test. Since these virtual fields were selected manually based on intuition, Eq. (3.53) is henceforth referred to as the ‘manual VFM’ approach.

Special optimised virtual fields

Similar to that presented for the IBII tension/compression test, the selection of virtual fields can also be automated such that the identification of the shear modulus has minimal sensitivity to measurement noise. The virtual fields are expanded using a piecewise virtual mesh that is formulated with only $u^*_x$ degrees of freedom. The $u^*_x$ degree of freedom is constant along $x$ but allowed to vary along $y$ (i.e.: only virtual shear permitted) as:

$$\begin{cases} u^*_x (x^i, y^j) = u^*_x (x^{i+1}, y^j) \\ u^*_x (x^i, y^j) \neq u^*_x (x^i, y^{j+1}) \end{cases}$$  \hspace{1cm} (3.54)

where $i$ and $j$ denote the column and row number of the virtual mesh. In addition, the virtual displacements are set to null at the bottom of the region of interest ($y = H$) to remove the virtual work contribution of the unknown loading as was done with the manual VFM approach. The general form of the resulting virtual displacement fields is shown schematically in Fig. 3.5.

Starting from Eq. (3.52) the noise minimisation procedure was carried out in the same way as presented in Section 3.4.2 assuming that the noise amplitude is much smaller than the magnitude of the measured strains, and integral quantities can be approximated by discrete sums. This generates a single set of optimal virtual field coefficients ($Y^* = \{u_1^{(1)*} \ldots u_1^{(N)*}\}$) at each time step, which are used to find $G_{13}$ using the following expression:

$$G_{13} = -\rho \frac{S}{N} \left[ \sum_{i=1}^{N} a_i Y^* \right]$$  \hspace{1cm} (3.55)

where $S$ denotes the surface area of the region of interest (given by $L \times H$) and $N$ denotes the number of measurement points. Using Eq. (3.55) it is possible to identify the shear modulus directly from full-field maps of $a_x$ acceleration at each time step. Since this virtual field provides the optimal identification, at least optimal in the sense of minimal sensitivity to measurement noise under the scheme of assumptions, Eq. (3.55) is henceforth referred to as the ‘optimised VFM approach’.
Figure 3.5: Virtual mesh for interlaminar shear modulus identification. Un-deformed virtual mesh shown in grey.

The next chapter presents the design and experimental validation of the interlaminar IBII tension/compression test. The theory presented in Section 3.4 is implemented to identify the interlaminar elastic modulus and tensile failure stress.
Chapter 4

IBII Test for Interlaminar Elastic Modulus and Tensile Failure Stress

4.1 Overview

This chapter describes the design and experimental validation for a new interlaminar IBII test for measuring the elastic modulus and failure stress under tension/compression loading. The principle and generic configuration of the test is first described in Section 4.2. Following this, Section 4.3 describes the implementation of the numerical simulations and parametric design sweeps to select the test parameters (e.g.: projectile length and impact velocity). The materials and experimental setup are presented in Section 4.4. The image deformation framework used to rigorously quantify experimental errors introduced by the imaging system and post-processing is the focus of Section 4.5. The image deformation simulations are also used to select smoothing parameters which minimise the error for stiffness identification routines. Experimental results are presented and discussed in Section 4.6. Finally, a summary of key outcomes from the first phase of this project is provided in Section 4.7. Note that All data supporting this chapter are openly available from the University of Southampton repository at: https://doi.org/10.5258/SOTON/D0561.

4.2 Test Principle

In an IBII test the specimen is loaded with a dynamic pulse generated from an impact with a projectile. The general arrangement for an interlaminar IBII tension/compression test is shown in Fig. 4.1. The impact induces a compressive wave, which travels through the specimen towards the free edge. When the wave reaches the free edge, it reflects back towards the impact edge as a tensile pulse. The idea is to tailor the experimental parameters to ensure that the reflected tensile pulse is sufficient to cause specimen failure. Ultra-high-speed imaging is combined with the grid method to capture dynamic full-field displacements. The underlying constitutive properties are encoded in these maps, and are extracted using the VFM. The initial compressive loading is used to identify the elastic modulus, and the ‘linear stress-gauge’ equation [37] is used to estimate the tensile strength of the specimen.
The challenge here is to relate full-field displacement measurements, to material properties. This can be achieved with the virtual fields method. The specific application of the VFM to the interlaminar IBII tension/compression test was outlined in Section 3.3 and is thus omitted here for conciseness.

4.3 Numerical Design and Optimisation

4.3.1 Model configuration and parametric design sweep

In the generic IBII tension/compression test configuration shown in Fig. 4.1 fibres are either parallel to the y-axis (1-3 plane) (as shown in Fig. 4.1), or parallel to the z-axis (2-3 plane) (recall Fig. 3.1b), respectively. It is desirable to tailor the experimental parameters such that the reflected tensile stress is sufficiently high to cause failure. It is also desirable to maximise the ratio of reflected tensile stress to input compressive stress. This reduces the risk of damage during compressive loading. Numerical simulations are used to establish a design envelope such that both requirements are satisfied.

There are some important differences between the test design for interlaminar and in-plane properties. For direct imaging of the specimen, the geometry of an interlaminar test specimen is dependent on the thickness of the laminate. In this work, a thicker laminate (18 mm) is considered for practical reasons. Specifically, this enables plate-like specimen to be machined and accurate grids to be deposited for full-field measurement purposes. To maximise measurement spatial resolution, a smaller grid pitch is required (on the order of 0.3 mm compared to 0.9 mm in [37]). With a smaller length compared to the transverse tension specimens, the wave transit time is also shortened. This requires a higher framing rate to ensure sufficient temporal resolution of the kinematic fields (the Shimadzu HPV-X camera allows for frame rates up to 5 Mfps at full resolution).

Separate design sweeps were performed for each interlaminar plane. The length of specimens from both material planes was fixed at the nominal plate thickness of 18 mm. A height of 12 mm was selected to maximise the spatial resolution of the camera (Shimadzu HPV-X, 400 x 250 pixels), including approximately 2 mm at the free edge of the specimen to account for rigid body motion. The material used in this study is a unidirectional carbon/epoxy composite, AS4-145/MTM45-1. The properties of this material were characterised by the National Center for Advanced Material Performance (NCAMP) as summarised in [132]. Unfortunately, only quasi-

![Figure 4.1: Schematic of the interlaminar IBII tension/compression test](image)
Table 4.1: Summary of simulated values used in parametric sweep for test design

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Min</th>
<th>Max</th>
<th>Increment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Projectile length, (L_P) [mm]</td>
<td>2.5</td>
<td>20</td>
<td>2.5 ((L_P \leq 5))</td>
</tr>
<tr>
<td>Impact speed, (V_P) [m-s(^{-1})]</td>
<td>20</td>
<td>50</td>
<td>5 ((L_P &gt; 5))</td>
</tr>
</tbody>
</table>

static interlaminar tensile strength was measured in that campaign \(\sigma_{\text{ult}} = 50.4\) MPa. Therefore, for test design it was assumed that reported values for the in-plane transverse Young’s modulus, shear modulus, and Poisson’s ratio were representative of that for the interlaminar planes. The quasi-static, in-plane transverse compressive strength \((\sigma_{\text{ult}} = 290\) MPa) was assumed as a conservative limit for allowable compressive stress. To the authors’ knowledge, the HSR properties for this material have not been measured. Therefore, it was also assumed that the material strength will exhibit a similar strain rate sensitivity to that reported in [37] measured using the same IBII test \((+57\%\) increase in strength at strain rates on the order of \(2\times10^3\) s\(^{-1}\)). Even though reference [37] focussed on the in-plane transverse properties, the reported strain rate sensitivity was expected to be reasonably representative of the interlaminar behaviour as a matrix dominated property. Therefore, the interlaminar tensile strength at high strain rates is estimated to be 80 MPa. For the IBII interlaminar test the design space is defined by the tensile and compressive strengths as: -290 MPa < \(\sigma_{\text{xx}}\) < 80 MPa.

The design sweep in [37] showed that the experimental parameters that primarily influence the stress state in the material are projectile length and impact velocity. Therefore, these are the only parameters considered in the design sweep of the IBII test here. In the design sweep the height of the waveguide, \(H_{WG}\), and projectile, \(H_P\), were fixed at 25 mm. Having a larger projectile and waveguide improves contact alignment and stability of the sample on the test stand. This also prevents the sabot from striking the alignment stand. A separate simulation study showed that the impactor height has little influence on the test provided that it does not exceed three times the specimen width. The height of the sabot is also fixed at the barrel diameter of the purpose-built gas gun (50 mm). The projectile length and projectile speed were selected using a parametric design sweep. The range of simulated values for these variables are listed in Table 4.1.

The sabot length was variable such that the total length of projectile-sabot assembly was a constant 50 mm. A maximum projectile length of 20 mm was set to avoid creating an input pulse length that exceeds the specimen length. This would result in a superposition of the input and reflected waves, reducing the maximum tensile stress in the specimen. Since the waveguide and projectile are made of the same material, the waveguide length must be at least twice the length of the projectile to avoid clipping the pulse. Therefore, the waveguide length, \(L_{WG}\), is fixed at 50 mm.

### 4.3.2 Finite element implementation

All simulations were performed in ABAQUSS/Explicit. Plane stress CPS4R elements (2D, 4 node, reduced integration) were used in all simulations. The mesh size, and stiffness-proportional damping coefficient, \(\beta\), were first selected using a separate parametric sweep. Some numerical damping is required to control the artificial high frequency oscillations that occur in the explicit dynamic simulations. The criterion for selection was minimisation of the error between the reconstructed stress averages, using the stress-gauge equation (Eq. (3.16)), and simulated stress averages, over an entire wave reflection. This sweep resulted in a mesh
Table 4.2: Simulation parameters and material properties for the interlaminar IBII tension/compression test

| Specimen (AS4-145/MTM45-1) |  
|-----------------------------|-----------------------------|
| $E_{11}$ [GPa]              | 120**                      |
| $E_{22}$ [GPa]              | 7.9**                      |
| $E_{33}$ [GPa]              | 7.9**                      |
| $G_{12}$ [GPa]              | 3.65**                     |
| $G_{23}$ [GPa]              | 3.65**                     |
| $\nu_{13}$ [-]              | 0.015                      |
| $\nu_{23}$ [-]              | 0.225                      |

<table>
<thead>
<tr>
<th>Specification</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specimen length [mm]</td>
<td>18</td>
</tr>
<tr>
<td>Specimen height [mm]</td>
<td>12</td>
</tr>
<tr>
<td>$\rho$ [kg·m$^{-3}$]</td>
<td>1,605$^b$</td>
</tr>
<tr>
<td>Mesh size [mm]</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Waveguide & Projectile (Aluminium 6061-T6)

<table>
<thead>
<tr>
<th>Specification</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$ [GPa]</td>
<td>70</td>
</tr>
<tr>
<td>$\nu$ [-]</td>
<td>0.3</td>
</tr>
<tr>
<td>$\rho$ [kg·m$^{-3}$]</td>
<td>2,700</td>
</tr>
<tr>
<td>Waveguide length [mm]</td>
<td>50</td>
</tr>
<tr>
<td>Waveguide height [mm]</td>
<td>25</td>
</tr>
<tr>
<td>Projectile height [mm]</td>
<td>25</td>
</tr>
<tr>
<td>Mesh size [mm]</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Sabot (Nylon 6-6)

<table>
<thead>
<tr>
<th>Specification</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$ [GPa]</td>
<td>3.45</td>
</tr>
<tr>
<td>$\nu$ [-]</td>
<td>0.4</td>
</tr>
<tr>
<td>$\rho$ [kg·m$^{-3}$]</td>
<td>1,140</td>
</tr>
<tr>
<td>Sabot length [mm]</td>
<td>50</td>
</tr>
<tr>
<td>Sabot height [mm]</td>
<td>25</td>
</tr>
<tr>
<td>Mesh size [mm]</td>
<td>0.2</td>
</tr>
</tbody>
</table>

$^a$: from [132]  
$^b$: measured using a micro balance and water immersion  
$^*$: average transverse modulus  
$^{**}$: average in-plane shear modulus

size of 0.1 mm and $\beta$ coefficient of $7 \times 10^{-7}$ ms. For the remaining components in the simulation a mesh size of 0.2 mm was used to maintain a similar mesh density. The time step incrementation was not fixed, however, the data output step was set to match that of the camera used for the experiments (0.2 $\mu$s inter-frame time). Isotropic linear elasticity was assumed for the projectile, waveguide, sabot and 2-3 plane interlaminar specimens. For 1-3 plane specimens a transverse isotropic, linear elastic material model was used. The simulated geometries and material properties for the interlaminar IBII test are listed in Table 4.2.

4.3.3 Parametric sweep results

The results from the parametric sweep for 1-3 and 2-3 plane specimens are shown in Fig. 4.2a and Fig. 4.2b, respectively. Based on the design space defined in Section 4.3.1, it is possible to select a range of experimental parameters that satisfy the design requirements. For both specimens, the design envelope that satisfies the requirements is given by: projectile length [10 mm < $L_P$ < 20 mm] and impact velocity [$V_P$ > 40 m·s$^{-1}$]. From this, the test configuration selected for both experiments is as follows: $L_{WG} = 50$ mm, $L_P = 10$ mm, and $V_P = 50$ m·s$^{-1}$. Based on simulated stress fields, the design strength of 80 MPa is expected to be reached at approximately $x = 10$ mm from the free edge.
4.4 Material and Experimental Setup

4.4.1 Specimen manufacturing

Material properties of AS4-145/MTM45-1 are provided in Table 4.2. The density of the plate was measured using a micro balance and water immersion to be $1,605 \pm 20$ kg·m$^{-3}$. The plate had an average measured cured thickness of 17.9 mm (est. 128 layers, 0.14 mm cured ply thickness [132]). Twenty interlaminar specimens were cut (10 x 1-3 material plane and 10 x 2-3 material plane). The specimens were first rough cut from the plate using a large tile saw with a diamond cutting wheel. The specimen faces were then cut using a Streurs E0D15 diamond saw. The automated stage was set to a low feed rate of 0.1 mm·s$^{-1}$ to reduce the likelihood of inducing machining defects. For the 1-3 plane, specimen dimensions ($L \times H \times e$) were measured to be 17.9 mm x 12.1 mm x 2.6 mm (std. dev.: ±0.2 mm, ±0.2 mm, ±0.6 mm). Similarly, 2-3 plane specimen dimensions were measured to be 18.2 mm x 12.0 mm x 2.6 mm (std. dev.: ±0.1 mm, ±0.3 mm, ±0.4 mm). Note that reported thickness measurements include the grid deposited on the surface.

4.4.2 Grid deposition techniques

Grids with a pitch $p$ of 0.3 mm were bonded to ten specimens (5 for each interlaminar plane), using the process outlined in [133]. The epoxy layer had a typical thickness of approximately 225 μm. While this deposition procedure worked quite well in [37] for in-plane specimens, the smaller specimens in this study were more susceptible to grid defects from air bubbles in the underlying resin layer. Since grid defects are detrimental to the inverse identification procedures, a second grid deposition process was explored for the remaining ten specimens (5 for each interlaminar plane). A thin coat of white rubber paint (Rust-Oleum Peel Coat) was first applied to the specimen. The paint layer had a typical thickness of approximately 20 μm. A series of black squares were then printed onto the painted surface with a Canon Océ Arizona 1260 XT flat bed printer. This formed a white grid with an average pitch of 0.337 mm. Trial prints of uniform grids were found to contain periodic defects every 80 mm in the horizontal direction. This was used to define the true print resolution and adjust the grid pitch when printing on specimens. As grids were defined according to a constant ‘points-per-pitch’ ratio (6:7 ($x$:$y$) closely matches that of the true resolution), the actual pitch in the vertical and
Table 4.3: Imaging system and full-field measurement parameters for the IBII tension/compression test

<table>
<thead>
<tr>
<th><strong>Optical Setup</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Camera</td>
<td>Shimadzu HPV-X</td>
</tr>
<tr>
<td>Pixel array size</td>
<td>400 x 250</td>
</tr>
<tr>
<td>Sensor</td>
<td>FTCMOS</td>
</tr>
<tr>
<td>Inter-frame time</td>
<td>0.2 µs</td>
</tr>
<tr>
<td>Integration (shutter) time</td>
<td>110 ns</td>
</tr>
<tr>
<td>Number of images</td>
<td>128</td>
</tr>
<tr>
<td>Lens</td>
<td>Sigma 105 mm</td>
</tr>
<tr>
<td>Flash</td>
<td>Bowens Gemini 1000 Pro</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Grid Method</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Grid pitch (mm)</td>
<td>0.3, 0.337</td>
</tr>
<tr>
<td>Sampling (pixels/period)</td>
<td>6, 7</td>
</tr>
<tr>
<td>Field of view (mm)</td>
<td>20 x 12.5, 19.25 x 12.04</td>
</tr>
<tr>
<td>Displacement computation</td>
<td>Iterative [96]</td>
</tr>
</tbody>
</table>

horizontal directions is 0.338 mm and 0.336 mm, respectively. More information is available online [134, 135]. This required processing of the grid images using the iterative procedure described in [96]. The limited printer resolution reduces the spatial resolution compared to the bonded grids. However, this was a manageable compromise given the simplicity of the deposition process and significant reduction in grid defects.

4.4.3 Specimen naming convention

Specimens will be referred here by specimen number followed by a dash and a letter specifying the grid type; ‘P’ denotes a printed grid ($p = 0.337$ mm), and ‘B’ denotes a bonded grid ($p = 0.3$ mm), respectively. The interlaminar plane is specified in square brackets. For example, specimen #1 from the 1-3 plane with a 0.337 mm printed grid pitch is referred to as: ‘#1-P[1-3]’.

4.4.4 Experimental setup

All tests were performed using the compressed air impact rig described in [136]. The gas gun reservoir pressure was set for a nominal impact velocity between 50 and 55 m·s$^{-1}$. Each specimen was bonded to the back of a 6061-T6 aluminium waveguide (50 mm length, 25 mm diameter) using a thin layer of cyanoacrylate glue. A copper contact trigger on the front of the waveguide was used to trigger the camera. A 10 µs delay was programmed between the trigger event and image capture to account for the traverse time of the wave through the waveguide. All images were captured using the Shimadzu HPV-X camera (frame rate = 5 Mfps) with a Sigma 105 macro lens. The optical setup and a mounted specimen are shown in Figs. 4.3a and 4.3b, respectively. Further details about the optical measurement system are provided in Table 4.3. The low fill factor of the Shimadzu HPV-X required intentional blurring of the images to avoid aliasing of the grid and parasitic fringes in the strain maps [88]. An out-of-plane movement test (2 mm) was performed prior to each test to minimise the strain fringes (below the noise threshold) and thus, ensure that the images were sufficiently blurred. The camera stand-off distance was adjusted according to the grid being imaged. To maximise the spatial resolution of the Shimadzu HPV-X camera, the 0.3 mm grids were sampled at 6 pixels per pitch, whereas the 0.337 mm grids were sampled at 7 pixels per pitch.
Figure 4.3: Experimental setup used for all interlaminar IBII tests: (a) camera and flash arrangement around the test chamber, and (b) a mounted specimen supported on a test stand in the test chamber

4.4.5 Image processing and identification of material properties

The full image processing procedure is described in the following sections to explain how material properties can be extracted from deformed images of a specimen with a grid on its surface. The key steps are summarised in a flow chart shown in Fig. 4.4.

Obtaining displacement fields from deformed grid images

The Shimadzu HPV-X camera is used to collect a set of deformed grid images. These grid images are processed using the grid method to obtain phase maps, using a windowed discrete Fourier transform. For the bonded grids only, the phase maps were corrected for air bubble defects using a three-step procedure. 1) Each $\phi_x$ phase map was fitted with a mesh of linear finite elements (8x5 elements (x,y)) to capture gradients in the phase fields. The phase values at the nodal positions were determined using a least-squares regression fit and linear shape functions were used to interpolate the phase within each element. The regression plane fit was then subtracted from the raw phase field to obtain a map of residuals. Grid defects were first characterised by regions with phases values exceeding a $2\sigma$ threshold on the residual. 2) A second linear regression plane fitting was performed to the phase maps, with the defects identified in 1) removed. The full extent of the defect was characterised by again using a $2\sigma$ threshold. These defect maps were then used to remove defects in the $\phi_y$ maps. 3) A sliding square window of seven pitches in length was used to linearly interpolate the phase information over the defective regions identified in 2). The displacement fields were then computed from the ‘corrected’ phase maps using the iterative approach described in [96]. The iterative approach accounts for initial phase modulations in the grid (e.g.: remaining small grid defects, slight grid spacing irregularities). The phase maps contain discontinuous jumps when the grid displaces more than one pitch. These jumps were corrected using spatial and temporal unwrapping. Spatial unwrapping was performed using the procedure described in [137]. Temporal unwrapping was performed using an in-house MATLAB routine. In this procedure, the spatial mean of the unwrapped phase is plotted against time and the $2\pi$ mean phase jumps in time are corrected to obtain a monotonic increase of the longitudinal displacement representative of the rigid body translation in the impact direction.
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Figure 4.4: Flow chart of processing procedure to identify material stiffness parameters from deformed grid images. Note that the exact same procedure is used for processing the experimental data and the image deformation simulations.
Obtaining strain and acceleration fields

One pitch of information is corrupted on the border of the phase maps due to edge effects from the windowed Fourier transform. Rather than discarding this data, previous studies have shown that identifications using the virtual fields method were drastically improved when this data was recovered using some sort of extrapolation [104, 138]. In this work, the corrupted displacement data was replaced using a linear regression fitting based on the data over one pitch (6 pixels (0.3 mm grids) or 7 pixels (0.337 mm grids)) inwards from the corrupted region. The extrapolation was performed independently for each row of pixels ($u_x$ fields), or column of pixels ($u_y$ fields). This approach was found to be better at rejecting noise compared to the approach in [37], where data was recovered using a linear extrapolation based on two points inward from the corrupted region. The displacement maps were then processed in two ways to obtain acceleration and strain fields (Fig. 4.4). Displacement maps were smoothed temporally using a third order Savitsky-Golay filter, and then differentiated twice in time to obtain acceleration maps. Displacement fields were padded in time by one half of the kernel size (in frames) to minimise edge effects from the filter. Raw displacement maps were also smoothed spatially, using a Gaussian filter, before differentiating to obtain strain maps. Both temporal and spatial differentiations were computed using a central difference. Strain rate maps were computed from the smoothed strain maps using a central difference, except for computing strain rate at fracture, which was performed using a backward difference based on the raw strain maps to avoid temporal leakage from unrealistic strains computed after crack initiation. To reduce edge effects from spatial smoothing, the displacement fields were first padded out by 3 smoothing kernels using a linear extrapolation. The fields were smoothed and then cropped back to the original size.

Identifying material properties from kinematic fields

The special optimised virtual fields methods presented in Sec. 3.4.2 were used to process acceleration and strain fields to identify stiffness parameters. Material properties were identified from acceleration and strain maps using two VFM approaches: 1) using special optimised virtual fields, and 2) using reconstructed stress averages to compute stress-strain curves at each position along the specimen length.

Special optimised virtual fields: The special optimised virtual fields approach provides an identification of each stiffness parameter for each time step. For 1-3 plane specimens, the reduced approach was used to process $a_x$ and $\epsilon_{xx}$ fields to directly identify $E_{33}$. For 2-3 plane specimens, the $a_y$, $\epsilon_{yy}$ and $\epsilon_{xy}$ fields were also included in the general isotropic formulation of the special optimised virtual fields approach. In this case, $Q_{33}$ and $Q_{23}$ were identified, from which $E_{33}$ and $\nu_{33}$ were determined. The value of each identified stiffness parameter for the test was taken as the average over all time steps where the identification is stable. The identification is generally poor during the first few frames of the test due to low strains as the wave enters the specimen. Stability is also challenged as the wave reflects from the free-edge, as the incoming and reflected waves superimpose, resulting in temporary low strain and acceleration signal. When the material cracks in tension, non-physical strains corrupt the identification. Therefore, optimal conditions for identification (high strain and acceleration signal) generally occurs during the first compressive loading after the stress wave has entered the specimen, but before it reflects at the free edge. The optimized virtual fields were expanded using a basis of piecewise functions (finite elements), as proposed initially in [139]. A virtual mesh refinement study was performed on the image deformation data (described in Sec. 4.5) and the results showed that
the identification converged at a virtual mesh of 5x1 elements \((x,y)\) and 5x4 elements \((x,y)\) for the reduced and isotropic special optimised routines, respectively. Data is discarded within one pitch plus one spatial smoothing kernel at the impact edge to reduce smoothing filter edge effects on the identification.

**Reconstructed stress-strain curves:** Here, the stress-gauge equation (Eq. (3.16)) was used to calculate stress averages \((\varepsilon_x^y)\) from \(\sigma_x\) fields for all specimens. Using these stress averages, combined with axial strain \((\varepsilon_{xx}^y)\) for 1-3 plane specimens, and \(\varepsilon_{xx} + \nu_{23}\varepsilon_{yy}^y\) for 2-3 plane specimens, stress-strain curves were generated along the length of the specimen. For the case of 2-3 plane specimens, the identified value of \(\nu_{23}\) from the special optimised virtual fields procedure was used. The interlaminar stiffness \((E_{33}\) for 1-3 plane specimens, and \(Q_{33}\) for 2-3 plane specimens) was identified using a linear regression fit to the stress-strain curve up to the maximum compressive stress. This is henceforth referred to as the ‘stress-strain curve’ approach. \(E_{33}\) was calculated for 2-3 plane specimens using the identified value of \(\nu_{23}\) from the special optimised virtual fields approach. The identification of \(E_{33}\) tends to be poor near the free and impact edges due to extrapolated data at the edges of the specimen, and edge effects from spatial smoothing. Therefore, the value of \(E_{33}\) for the test was taken as the average of identified values over the middle 50% of the specimen. The stress-average reconstructed at the first crack location using linear-stress gauge equation was used to estimate the interlaminar tensile strength.

Clearly, the selection of spatial and temporal smoothing parameters will influence the identification procedures. The smoothing parameters were selected using an image deformation simulation procedure similar to [39, 104, 140], as described in the following section.

### 4.5 Smoothing Parameter Selection and Error Quantification

#### 4.5.1 Generating synthetic images

The purpose of this section is to select optimal smoothing parameters to be used for the experiments and estimate the experimental error using an image deformation procedure. The general concepts are described here, but the reader is referred to [39, 104, 140] for further details. A sequence of ‘static’ synthetic images were generated for both types of grids used in the experiments using an analytical function to describe the light intensity, \(s(x,y)\). For the white-on-black grids, with a 0.3 mm pitch, the intensity at any position was described as:

\[
s(x,y) = A + \gamma \cdot \left[ 1 + \frac{1}{2} \left( 1 + \cos\left(2\pi x / p\right) \right) \cdot \left( 1 + \cos\left(2\pi y / p\right) \right) \right]
\]  

while the intensity at any position for the black-on-white grids, with a 0.337 mm pitch, was defined as:

\[
s(x,y) = A + \gamma \cdot \left[ 1 - \frac{1}{2} \left( 1 + \cos\left(2\pi x / p\right) \right) \cdot \left( 1 + \cos\left(2\pi y / p\right) \right) \right]
\]  

where \(A\) is the average grey level illumination, \(\gamma\) is the pattern contrast amplitude (between 0 and 1), and \(p\) is the grid pitch. Displacement fields from finite element simulations were used to create a set of deformed images using super-sampling interpolation. Up-sampled images were generated, and then sub-sampled by pixel averaging to simulate the resolution of the Shimadzu HPV-X camera (400 x 250 pixels). Specifically, synthetic images were generated for the bonded, 0.3 mm, white-on-black grids, and the printed, 0.337 mm, black-on-white grids, using contrast
Table 4.4: Summary of parameters used to generate synthetic images for processing parameter optimisation

<table>
<thead>
<tr>
<th>Image Parameter</th>
<th>Printed Grids</th>
<th>Bonded Grids</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grid pitch (mm)</td>
<td>0.3</td>
<td>0.337</td>
</tr>
<tr>
<td>Mean grey level (% dyn. range)</td>
<td>50</td>
<td>40</td>
</tr>
<tr>
<td>Grid contrast amp. (% dyn. range)</td>
<td>20</td>
<td>25</td>
</tr>
<tr>
<td>Noise amplitude (% dyn. range)</td>
<td>0.4</td>
<td>0.25</td>
</tr>
<tr>
<td>Pixel sampling (pixels/period)</td>
<td>7</td>
<td>6</td>
</tr>
</tbody>
</table>

Figure 4.5: Magnified views of grid images: (a) 0.3 mm synthetic grid (6 pixels/period), (b) 0.3 mm experimental grid (6 pixels/period), (c) 0.337 mm synthetic grid (7 pixels/period), and (d) 0.337 mm synthetic grid (7 pixels/period)

values measured from experimental static images. The parameters used to generate each set of synthetic images are listed in Table 4.4. Magnified views of the synthetic grid images are compared with experimental grids in Fig. 4.5. The lighting gradient along the specimen length is more pronounced on the black-on-white grids. Therefore, the synthetic image is based on average intensity and contrast of the experimental grids over the length of the specimen. This explains the slight differences in contrast between synthetic and experimental 0.337 mm pitch grids.

The deformed synthetic images were then processed using the same procedure as the experimental images (Sec. 4.4.5). Different combinations of spatial and temporal smoothing were used to quantify the effect of processing parameters on the identification of stiffness parameters.

### 4.5.2 Identification sensitivity to smoothing parameters

Each combination of smoothing kernels was used to process synthetic images with 30 copies of noise. Gaussian white noise with a uniform standard deviation was used to approximate experimental noise. In reality, noise is dependent on grey level intensity, which could be accounted for in the future. The standard deviation was set to that measured from a series of static grid images captured with the Shimadzu HPV-X camera (Table 4.4). The sensitivity to smoothing parameters was assessed using the maximum total error ($e_T$) between the reference stiffness value and the value identified from the processed synthetic images. The total error was defined as the absolute value of the systematic error ($e_S$), plus or minus two times the random error, $e_R$ ($e_T = |e_S \pm 2e_R|$). The systematic error ($e_S$) was considered as the difference between the mean identified stiffness parameter and the reference stiffness, normalised by the reference stiffness as,

$$e_{S,ij} = \frac{1}{Q_{FE,ij}} \left( \frac{1}{N} \sum_{k=1}^{N} Q_{ID,ij}^k - Q_{FE,ij} \right) \quad \text{for} \quad i = 2, 3, j = 3 \quad (4.3)$$

where $Q_{ID,ij}^k$ is the identified stiffness parameter from the image deformation simulations for
noise iteration $k$, $N$ is the number of noise copies ($N = 30$), and $Q_{FE,ij}$ is the reference stiffness value used to generate the simulated displacement fields and deformed images. Random error ($e_R$) was defined as the standard deviation of the identified stiffness over the 30 copies of noise normalised by the reference stiffness as,

$$e_{R,ij} = \frac{1}{Q_{FE,ij}} \sqrt{\frac{\sum_{k=1}^{N}(Q_{ID,ij}^k - Q_{ID,ij})^2}{N}} \quad \text{for} \quad i = 2, 3; j = 3 \quad (4.4)$$

where $Q_{ID,ij}$ is the mean identified stiffness parameter from the image deformation simulations over all copies of noise. The reader is encouraged to recall Section 4.4.5 for a description of the identification procedures.

For each combination of smoothing kernels, the systematic, random and total error were calculated. Examples of systematic and random error maps for the identification of $E_{33}$ [1-3] with 0.3 mm grid, using the reduced special optimised virtual fields approach are shown in Fig. 4.6a and 4.6b, respectively. The error maps were very similar for identifications using the stress-gauge approach and therefore, only maps for the optimised VFM will be presented. The systematic and random errors follow similar trends as shown in previous works for quasi-static tests [39], with minimum systematic error and high random error when no smoothing is applied. The band of low systematic error represents a consistent trade-off between bias from smoothing acceleration fields (temporal smoothing), and strain fields (spatial smoothing), such that the reference stiffness is most accurately identified. The magnitude of random error is low since the identification is derived from the average over several temporal frames. The random error is more strongly influenced by temporal smoothing (noise in acceleration signal) since the optimised virtual field routine are optimised to minimise strain noise, and not acceleration noise, and there is a double differentiation in time compared to a single differentiation in space.

For the 1-3 interlaminar plane specimen, the total error maps are shown in Figs. 4.7a (0.3 mm grid, 6 pixels/period) and 4.7b (0.337 mm, 7 pixels/period). The total error maps for 6 and 7 pixels/period are very similar in shape and magnitude. This implies that grid sampling has only a small influence on the identification in the present case. These maps suggest that optimal levels of smoothing correspond to a spatial kernel of 41 pixels, and a temporal kernel of 11 frames. For these parameters the estimated error on $E_{33}$ is approximately 0.5%.
The total error maps for $Q_{33}$ and $Q_{23}$, for 2-3 plane specimens with 0.3 mm (6 pixels/period) and 0.337 mm (7 pixels/period) grids are shown in Figs. 4.8 and 4.9, respectively. The higher total error at low smoothing indicates a higher sensitivity to random error. This is to be expected as $\epsilon_{yy}$ and $a_y$ have a lower signal-to-noise ratio. The inclusion of these fields into the identification increases the sensitivity to noise of both $Q_{33}$ and $Q_{23}$, which are identified simultaneously. Nevertheless, the minimum total error is not significantly increased compared to the 1-3 plane identification, with the minimum occurring around a 41 pixels spatial smoothing kernel, and 11 frames for the temporal smoothing kernel. These parameters have an associated error on the identification of $Q_{33}$ and $Q_{23}$ of approximately 0.5% and 2-3%, respectively.

The total error maps are extremely useful for selecting the optimal smoothing parameters in a rational way and provide an estimate of the total error associated with the experimental identifications. The optimal smoothing parameters selected for processing experimental images are listed in Table 4.5. Also included are the corresponding error estimates and measurement resolution (standard deviation of field) from static experimental images processed with the selected smoothing parameters. Image deformation simulations indicate that the predicted errors are very low, despite having limited spatial resolution. Simulations also suggest that this
configuration is highly robust to spatial and temporal smoothing, so long as the user does not select extreme smoothing parameters. This is a key advantage of this IBII test configuration. The user can quickly establish reasonable limits on the bounds of smoothing for a given grid pitch assuming a rough knowledge of the material in question. For example, looking at the contour maps, the temporal smoothing is the parameter that mostly influences the error. The total error sharply rises when the temporal smoothing kernel approaches the time for the wave pulse to traverse across the specimen. Therefore, so long as the user can estimate the wave speed in the material with reasonable accuracy, an upper bound on temporal smoothing can be quickly established. Likewise, simulations suggest that spatial smoothing does not significantly effect the identification so long as the total kernel is less than 10 grid pitches.

4.6 Experimental Results and Discussion

4.6.1 Full-field measurement results

In this section typical experimental kinematic fields are presented for two time steps for a 1-3 plane and 2-3 plane interlaminar specimen. Full-field maps of $u_x$ and $u_y$ are shown for specimen \#2-P[1-3] in Fig. 4.10 for two time steps; the first time step corresponds to a state where the
initial compressive pulse is well within the specimen \((t = 7 \mu s)\), and the second corresponds to a time after the pulse has reflected but before tensile failure \((t = 17 \mu s)\). Similar maps for specimen #6-B[2-3] are provided in Fig. 4.11. Note that the mean \(u_x\) displacement has been subtracted to remove the rigid-body displacement and show the deformation. Due to the high lateral stiffness from the fibre reinforcement for specimen #2-P[1-3], the magnitude of \(u_y\) is much smaller and the signal to noise ratio is much poorer compared to \(u_x\). In the case of specimen #6-B[2-3], \(u_y\) is approximately one order of magnitude larger. The corresponding acceleration fields for the two specimens are shown in Figs. 4.12 and 4.13. The edges of the pulse are most clearly identified in \(a_x\) maps, which show that local accelerations are on the order of \(10^7 \text{m}\cdot\text{s}^{-2}\). This corresponds to average axial forces on the order of 4 kN, or axial stress on the order of 100 MPa (Fig. 4.14). Defects are difficult to remove from acceleration fields since no temporal information is considered in the correction procedure. While this provides a reasonable reconstruction in the majority of cases, the defective region is still identifiable in some frames, as shown in Fig. 4.13d. While defects cannot be completely removed, providing some compensation for defects is beneficial as it acts as an outlier removal. This is particularly beneficial for identifications from stress-strain curves, which rely on local strain values.

The \(\epsilon_{xx}\), \(\epsilon_{yy}\) and \(\epsilon_{xy}\) strain maps for the two specimens, at the same two time steps, are shown in Figs. 4.15 and 4.16. The experimental strain maps for the 1-3 interlaminar specimen confirm that the \(\epsilon_{yy}\) strains are much lower than for the \(\epsilon_{xx}\) strains. Significant \(\epsilon_{yy}\) strains are measured in the case of the 2-3 plane interlaminar specimen, however, the signal-to-noise ratio remains less favourable than the \(\epsilon_{xx}\) strains. As a result, the edge data extrapolation procedure does not perform as well, creating some localised regions of high artificial strain. As mentioned
Figure 4.11: Experimental displacement fields; (a),(b) $u_x$ (µm), and (c),(d) $u_y$ (µm), for specimen #6-B[2-3] at 8 µs and 18 µs. Note that the mean $u_x$ displacement has been subtracted to remove the rigid-body displacement.

Figure 4.12: Experimental acceleration fields; (a),(b) $a_x$ (m·s$^{-2}$), and (c),(d) $a_y$ (m·s$^{-2}$), for specimen #2-P[1-3] at 7 µs and 17 µs.
Figure 4.13: Experimental acceleration fields; (a),(b) $a_x (\text{m/s}^{-2})$, and (c),(d) $a_y (\text{m/s}^{-2})$, for specimen #6-B[2-3] at 8 $\mu$s and 18 $\mu$s.

Figure 4.14: Average axial force and average axial stress profiles for specimens #2-P[1-3] and #6-B[2-3].
Figure 4.15: Experimental strain fields; (a),(b) $\epsilon_{xx}$ (mm/m$^{-1}$); (c),(d) $\epsilon_{yy}$ (mm/m$^{-1}$), and (e),(f) $\epsilon_{xy}$ (mm/m$^{-1}$) for specimen #2-P[1-3] at 7 $\mu$s and 17 $\mu$s
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Figure 4.16: Experimental strain fields; (a),(b) $\epsilon_{xx} (\text{mm/m})$ at 8 $\mu$s #6-B[2-3]; (c),(d) $\epsilon_{yy} (\text{mm/m})$, and (e),(f) $\epsilon_{xy} (\text{mm/m})$ for specimen #6-B[2-3] at 8 $\mu$s and 18 $\mu$s

Figure 4.17: Experimental strain rate fields; (a),(b) $\dot{\epsilon}_{xx} (\text{s}^{-1})$ for specimen #2-P[1-3] at 7 $\mu$s and 17 $\mu$s
previously, despite having high signal in the $\epsilon_{xx}$ fields, the lower signal in the $\epsilon_{xy}$ and $\epsilon_{yy}$ fields will act to reduce the identification stability since these strains are used to simultaneously identify $Q_{33}$ and $Q_{23}$. Strain rate maps ($\dot{\epsilon}_{xx}$) are shown in Fig. 4.17 and Fig. 4.18 for specimen #2-P[1-3] and specimen #6-B[2-3], respectively. Local $\dot{\epsilon}_{xx}$ strain rates are on the order of 4.7×10^4 s^{-1}. For specimen #6-B[2-3], $\dot{\epsilon}_{yy}$ were measured on the order of 3×10^3 s^{-1}. Strain rates in the experiments are slightly lower than that predicted from processed synthetic images based on simulated fields (peak compressive strain rates on the order of 1.4×10^4 s^{-1} and peak tensile strain rates on the order of 10^4 s^{-1}). As previously explained, this is expected since the simulation assumes perfect, hard contact at waveguide interfaces between the projectile and specimen. Some ‘pulse-shaping’ is expected in the experiments from the thin layer of tape on the front face of the waveguide for the camera trigger, and the thin layer of glue between the waveguide and specimen.

Interlaminar properties were identified from the acceleration and strain fields using the methods presented in Sec. 3.4 and Sec. 4.4.5. The identification of interlaminar stiffness parameters are presented in Sec. 4.6.2 and the identification of interlaminar tensile failure stress are presented in Sec. 4.6.3.

### 4.6.2 Stiffness identification

Experimental measurements of interlaminar stiffness parameters are presented separately for each of the identification techniques. The identifications using the special optimised virtual fields methods are presented first followed by the stiffness identifications with the stress-strain curve approach.

#### Special optimised virtual fields approach

Identifications of $E_{13}$ with the reduced optimised virtual fields method for all specimens are shown in Fig. 4.19. Similarly, identifications of $Q_{33}$ and $Q_{23}$ are shown in Figs. 4.20 and 4.21, respectively. From identifications of $Q_{33}$ and $Q_{23}$, $\nu_{23}$ and $E_{33}$ can be determined (not shown). The identified value for all parameters was taken as the average over the time frames that $Q_{33}$ was stable. Note that identifications are stopped just prior to the wave reflection from the free edge (approx. $t = 10 \mu s$). The identifications do not recover beyond this due to data reconstruction errors at the free edge, low strains as the wave reflects, and the formation of macro cracks shortly after. A summary of identified interlaminar stiffness parameters for 1-3
Figure 4.19: Interlaminar Young’s modulus, $E_{33}$, identified for all 1-3 plane specimens using the reduced special optimised virtual field. Identification from image deformation simulation processed with the same smoothing parameters is provided for comparison.

Figure 4.20: Interlaminar $Q_{33}$ stiffness identified for all 2-3 plane specimens using the isotropic, special optimised virtual fields. Identification from image deformation simulation processed with the same smoothing parameters is provided for comparison.

plane specimens and 2-3 plane specimens is provided in Tables 4.6 and 4.7, respectively. In the case of specimens #6-B[1-3], #7-B[1-3], #3-P[2-3], #5-P[2-3] and #10-B[2-3], the trigger delay was too long and a true static reference was not captured, as the wave had partially propagated into the specimen in the first image. To determine how far the pulse had propagated into the specimen when image capture began, a reference image taken before the test was correlated with the first image captured during the test. The region where $\varepsilon_{xx}$ exceeded the noise floor was used to locate the pulse front. Images were then reprocessed with this region excluded (these specimens marked with a superscript ‘r’ in Table 4.6 and Table 4.7). Note that this does not affect interlaminar strength measurements as the test was designed so that failure occurs in the middle of the specimen, where a reference grid was maintained.

The random error associated with identifications for 2-3 plane specimens is higher compared to the 1-3 plane. A possible explanation for this is the inclusion of $\alpha_y$, $\epsilon_{yy}$ and $\epsilon_{xy}$ fields in the identification procedure, which have a lower-to-noise ratio. The optimised virtual fields method is formulated such that each set of virtual fields results in the direct identification of each stiffness parameter. Since these parameters are identified simultaneously, the identification of a weakly activated material parameter will influence the identification of the other parameters.

The minimisation based on strain noise also makes the identifications sensitive to defects, which have a high signal-to-noise ratio, particularly in the case where the activated strain fields have low signal-to-noise ratio. This is particularly problematic when defects occur around the edges of the specimen and interact with the edge extrapolation procedures. This will inevitably
influence the identification routines and may account for the higher inter-specimen scatter in identified values for 2-3 plane specimens. To some extent, grid defects and their interaction with low signal to noise $\varepsilon_{yy}$ strains will also influence the identification of $Q_{23}$ using stress-strain curves (presented in the next Section). However, this is thought to be minimal since strains generated from the Poisson effect are small compared to the axial strains. The interaction of the virtual fields with defects may also explain the low-frequency oscillations in the identification of $E_{33}$ from some 1-3 plane specimens (e.g.: #1-P[1-3]), however further investigation is required to confirm this.

The average value for $E_{33}[1-3]$ was 10.9 GPa with a coefficient of variation (COV) of 3.5%. This level of scatter is quite low and comparable to that for quasi-static testing of this material (COV = 3.6%) [132]. $E_{33}$ [2-3] is identified from $Q_{23}$ and $\nu_{23}$ with an average value of 10.4 GPa, and a COV of 6.1%. The slightly higher scatter in $E_{33}$ [2-3] is likely caused by the inclusion of fields with low signal-to-noise ratios into the identification routine as described previously. Therefore, the stiffness measured on the 1-3 plane specimens is thought to be more reliable. The measured interlaminar modulus of 10.9 GPa represents an increase of 38% compared to quasi-static values [132].
### Table 4.7: Measured high-strain-rate interlaminar stiffness for AS4-154/MTM45-1 (2-3 plane specimens)

<table>
<thead>
<tr>
<th>Specimen</th>
<th>$Q_{33}$ (SS) [GPa]</th>
<th>$Q_{33}$ (VFM) [GPa]</th>
<th>$\nu_{23}$ (VFM)</th>
<th>$E_{33}$ (SS) [GPa]</th>
<th>$E_{33}$ (VFM) [GPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-P</td>
<td>12.6</td>
<td>12.5</td>
<td>0.41</td>
<td>10.4</td>
<td>10.5</td>
</tr>
<tr>
<td>2-P'</td>
<td>14.1</td>
<td>14.1</td>
<td>0.45</td>
<td>11.3</td>
<td>11.3</td>
</tr>
<tr>
<td>3-P'</td>
<td>13.1</td>
<td>13.9</td>
<td>0.50</td>
<td>9.9</td>
<td>10.4</td>
</tr>
<tr>
<td>4-P</td>
<td>13.1</td>
<td>13.1</td>
<td>0.43</td>
<td>10.7</td>
<td>10.7</td>
</tr>
<tr>
<td>5-5'</td>
<td>13.7</td>
<td>13.7</td>
<td>0.49</td>
<td>10.4</td>
<td>10.4</td>
</tr>
<tr>
<td>6-B</td>
<td>12.1</td>
<td>13.9</td>
<td>0.44</td>
<td>9.8</td>
<td>11.2</td>
</tr>
<tr>
<td>7-B</td>
<td>13.0</td>
<td>13.1</td>
<td>0.43</td>
<td>10.7</td>
<td>10.7</td>
</tr>
<tr>
<td>8-B</td>
<td>11.7</td>
<td>12.2</td>
<td>0.44</td>
<td>9.4</td>
<td>9.9</td>
</tr>
<tr>
<td>9-B</td>
<td>13.3</td>
<td>11.9</td>
<td>0.46</td>
<td>10.5</td>
<td>9.4</td>
</tr>
<tr>
<td>10-B'</td>
<td>11.8</td>
<td>12.15</td>
<td>0.44</td>
<td>9.4</td>
<td>9.5</td>
</tr>
<tr>
<td>Mean</td>
<td>12.8</td>
<td>13.0</td>
<td>0.45</td>
<td>10.2</td>
<td>10.4</td>
</tr>
<tr>
<td>SD</td>
<td>0.83</td>
<td>0.87</td>
<td>0.03</td>
<td>0.61</td>
<td>0.64</td>
</tr>
<tr>
<td>COV (%)</td>
<td>6.5</td>
<td>6.7</td>
<td>6.4</td>
<td>6.0</td>
<td>6.1</td>
</tr>
<tr>
<td>Diff. to Q-S (%)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>+30</td>
<td>+32</td>
</tr>
</tbody>
</table>

VFM: Special optimised virtual fields approach  
SS: Stress-strain curve approach  
'): Identification performed over reduced field of view

### Table 4.8: Peak compressive width-average strain rate ($\epsilon_{xx}'$)

<table>
<thead>
<tr>
<th>Specimen</th>
<th>1-3 Plane $\epsilon_{xx}'$ [s^{-1}] $(\times 10^3)$</th>
<th>2-3 Plane $\epsilon_{xx}'$ [s^{-1}] $(\times 10^3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-P</td>
<td>-3.0</td>
<td>-2.2</td>
</tr>
<tr>
<td>2-P</td>
<td>-3.1</td>
<td>-4.4</td>
</tr>
<tr>
<td>3-P</td>
<td>-3.7</td>
<td>-3.8</td>
</tr>
<tr>
<td>4-P</td>
<td>-3.2</td>
<td>-2.8</td>
</tr>
<tr>
<td>5-P</td>
<td>-3.7</td>
<td>-1.7</td>
</tr>
<tr>
<td>6-B</td>
<td>-4.8</td>
<td>-4.5</td>
</tr>
<tr>
<td>7-B</td>
<td>-3.9</td>
<td>-5.1</td>
</tr>
<tr>
<td>8-B</td>
<td>-3.3</td>
<td>-2.9</td>
</tr>
<tr>
<td>9-B</td>
<td>-3.3</td>
<td>-5.4</td>
</tr>
<tr>
<td>10-B</td>
<td>-2.0</td>
<td>-3.0</td>
</tr>
</tbody>
</table>
Figure 4.22: Stress-strain curves generated near the middle of the sample using the stress-gauge equation for: a) specimens #2-P[1-3] and #7-B[1-3] and (b) specimens #2-P[2-3] and #6-B[2-3]. Note that all stress-strain curves begin near the origin but have been offset by 3 mm·m⁻¹ for clarity.

Overall, the measurements are quite promising considering this is the first implementation of the IBII test to obtain interlaminar properties at such high strain rates. Regarding strain rate, it is difficult to assign a single strain rate value to the measurements due to the heterogeneity of the fields. However, when axial strain is high, so too is strain rate (see Figs. 4.15, 4.16, 4.17 and 4.18). Therefore, the peak, width-average strain rate ($\bar{\dot{\varepsilon}}_{xx}$) achieved during the compressive loading sequence can be considered as the limiting case for an ‘effective’ strain rate for these measurements (Table 4.8). It is part of future work to derive an effective strain rate using the virtual fields and the virtual strain rate fields to be able to quote a well-defined value. However, the strain rate sensitivity of this material is low enough so that this is not a critical issue and a mean or peak value is a good estimate. For most specimens, the peak compressive strain rate is on the order of 3.5×10³ s⁻¹. Obtaining stiffness measurements at such strain rates with the SHPB test is challenging and generally unreliable. Identifications using reconstructed stress-strain curves are presented next.

**Stress-strain curve approach**

The stress-gauge equation is used to reconstruct $\bar{\sigma}_{xx}^{yy}$ at each cross-section. This can be drawn as a function of $\bar{\varepsilon}_{xx}^{yy}$ (1-3 plane) or $\varepsilon_{xx} + \nu_{23} \varepsilon_{yy}^{yy}$ (2-3 plane) to generate stress-strain curves at each cross-section. Examples of stress-strain curves generated at a cross-section near the middle of the sample are shown for specimens #2-P[1-3], #7-B[1-3], #2-P[2-3], and #6-B[2-3] in Fig. 4.22. The linearity of the stress-strain responses is quite remarkable considering the high strain rates at which these measurements are made. A linear regression fitting to the compressive loading region of the curve was used to identify the interlaminar stiffness at each cross-section.

The spatial identification of $E_{33}$ is presented for all 1-3 plane specimens in Fig. 4.23, and for all 2-3 plane specimens in Fig. 4.24. Note that in the case of 2-3 plane specimens, the identified value of $\nu_{23}$ from the special optimised virtual fields procedure is used for determining $Q_{33}$. Note that one pitch, plus one smoothing kernel is excluded from the free edge and impact edge. The identification is unreliable in these regions due to smoothing edge effects and low spatial averaging near the free edge.

In general, the identifications from reconstructed stress-strain curves are quite consistent and stable over the middle portion of the specimen. A slightly lower stiffness is measured near the
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Figure 4.23: Interlaminar Young’s modulus, $E_{33}$, for all 1-3 plane specimens identified from stress-strain curves reconstructed with the stress-gauge equation and average axial strain up to maximum compressive load. Identification from image deformation simulation processed with the same smoothing parameters is provided for comparison. Note that the extrapolated data at the edges of the specimen has been removed.

Figure 4.24: Interlaminar stiffness, $Q_{13}$, for all 2-3 plane specimens identified from stress-strain curves reconstructed with the stress-gauge equation and average axial strain up to maximum compressive load. Identification from image deformation simulation processed with the same smoothing parameters is provided for comparison. Note that the extrapolated data at the edges of the specimen has been removed.
free edge on some samples with bonded 0.3 mm grids, particularly specimens #6-B[1-3], #8-B[1-3], and #9-B[1-3]. Since this is not observed on specimens with printed, 0.337 mm grids, this is thought to be a result of a slight rotation of the grid with respect to the specimen. This could also be a result of some missing data at the edge from trimming the overflow epoxy during the grid de-bonding process. Both have the effect of increasing the amount of missing data at the free edge, and thus the error on reconstructed stress. This highlights another key advantage of using printed grids, as alignment is easily and consistently controlled, and no additional steps are required to clean up the edges of the specimen following grid application. The identification of $E_{33}$ [1-3] and $E_{33}$ [2-3] was measured to have an average value of 10.4 GPa, and 10.2 GPa, respectively. The coefficient of variation for both types of specimens is low ranging between 3% and 6%. Between 1-3 and 2-3 plane specimens, this represents a 30% increase in stiffness compared to quasi-static transverse stiffness measurements ($E_{33} = 7.9$ GPa) [132].

Figure 4.23 and Fig. 4.24 show that the identifications of $E_{33}$ and $Q_{33}$ fluctuate periodically along the length of the specimen by approximately 0.5 GPa from the mean. This pattern was also observed in the identifications from synthetic images, although with a lower magnitude (0.2 GPa). Image deformation simulations suggest that this oscillation is primarily attributed to fluctuating error on reconstructed acceleration and strain as the pulse moves through the extrapolation region at the free edge (one pitch). Extrapolation errors are highest as the high signal information within the pulse travels through the extrapolated region. It is thought that the experimental images are more sensitive to this since the pulse is smoother compared to the simulated pulse (i.e.: extrapolation errors affect high signal information for a longer period of time). The effect is more pronounced on the 0.337 mm grids due to lower measurement resolution and a larger extrapolation region at the free edge.

To the authors’ knowledge, no interlaminar HSR data are available for AS4-145/ MTM45-1. Furthermore, existing studies are limited to reporting an ‘apparent’ modulus, and scatter is so large that strain rate effects cannot be reliably extracted [13]. Therefore, it is difficult to make direct comparisons with other studies. This preliminary study shows that a consistent measurement of $E_{33}$ can be obtained by processing measured strain and acceleration fields in two different ways. Both approaches are suitable for identifying a global stiffness value in this study since material properties do not vary in space or time. Therefore, a comparison of the two methods provides a kind of validation of the measured values. The use of image deformation also shows that both routines can identify the reference $E_{33}$ within 1% when smoothing parameters are chosen appropriately. However, when material properties vary in space and time preference might be given to a single identification method depending on the information desired. For example, the stress-strain curve method might be preferred in cases where a spatial variation in stiffness is of interest, since it provides a stiffness measurement for each transverse slice along the length of the specimen. Alternatively, the special optimised virtual fields might be more useful if one was interested in resolving time-dependent behaviours, as it gives a single stiffness value for each point in time. This level of information and versatility is not available with existing test methods and highlights the potential of image-based test methods for HSR testing.

### 4.6.3 Failure stress identification

The linear stress-gauge equation (Eq. (3.25)) is used to estimate the tensile failure stress of the material, as described in Sec. 3.4.1. A comparison of the stress fields reconstructed using the identified constitutive model and the linear stress-gauge equation are shown at a frame before fracture ($t = 15.0$ $\mu$s) in Fig. 4.25a and 4.25b, respectively. The agreement is excellent apart
Table 4.9: Measured high-strain-rate interlaminar tensile strength for AS4-145/MTM45-1 and peak tensile strain rate \( \left( \epsilon_{xx}^{VG} \right) \) within virtual gauge at fracture location

<table>
<thead>
<tr>
<th>Specimen</th>
<th>1-3 Plane</th>
<th>2-3 Plane</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \sigma_{xx}^{VG} ) (SG) [MPa]</td>
<td>( \sigma_{xx}^{VG} ) (LSG) [MPa]</td>
</tr>
<tr>
<td>1-P</td>
<td>94.3</td>
<td>95.0</td>
</tr>
<tr>
<td>2-P</td>
<td>83.2</td>
<td>95.7</td>
</tr>
<tr>
<td>3-P</td>
<td>90.3</td>
<td>94.9</td>
</tr>
<tr>
<td>4-P</td>
<td>86.1</td>
<td>121.3</td>
</tr>
<tr>
<td>5-P</td>
<td>107.7</td>
<td>115.6</td>
</tr>
<tr>
<td>6-B</td>
<td>130.5</td>
<td>157.6</td>
</tr>
<tr>
<td>7-B</td>
<td>91.1</td>
<td>106.5</td>
</tr>
<tr>
<td>8-B</td>
<td>92.1( \times ) 10(^3)</td>
<td>98.8( \times ) 10(^3)</td>
</tr>
<tr>
<td>9-B</td>
<td>82.4( \times ) 10(^3)</td>
<td>83.7( \times ) 10(^3)</td>
</tr>
<tr>
<td>10-B</td>
<td>44.6( \times ) 10(^3)</td>
<td>50.7( \times ) 10(^3)</td>
</tr>
</tbody>
</table>

SG: stress-gauge approach
LSG: linear stress-gauge approach
\( \times \) 10\(^3\): Not included in average strength calculation
\( \times \) 10\(^3\): Peak value over test

from the region close to the impact, demonstrating that for such a test, the linear representation in Eq. 6 provides a reasonable actual approximation of the stress field. Fracture initiation is identified using the raw, un-smoothed maps of \( \epsilon_{xx} \). A crack becomes clearly visible in the \( \epsilon_{xx} \) field as a concentrated region of high (artificial) strain, as shown in Fig. 4.25c. The temporal variations of local stress, computed with the linear stress-gauge equation, was extracted from a 2 pitch x 4 pitch (2p x 4p) virtual gauge region centred on the identified crack initiation site (as shown in Fig. 4.25c). The corresponding stress maps, and stress-strain curve over the virtual gauge region are shown in sub figures (d), (e) and (f). While not clearly shown in the strain map in Fig. 4.25c a second crack had started to form at x = 9.5 mm, but did not crack the paint. The crack clearly appears three frames later. At the fracture frame shown, the acceleration fields are strongly influenced by these two cracks, explaining the discrepancy between the stress field in Fig. 4.25d and the reconstructed field using the linear stress-gauge shown in Fig. 4.25c.

The interlaminar tensile failure stress is taken as the maximum stress over time within the gauge region. A summary of measured tensile strength using the stress-gauge and linear stress-gauge is provided in Table 4.9. The tensile average strain rates from within the virtual gauge region \( \left( \epsilon_{xx}^{VG} \right) \) just prior to failure are also provided in Table 4.9. Some specimens fractured but the initiation of a crack was not clearly identifiable within the kinematic maps. This suggests that either a crack initiated on the back face, or the specimen fractured from impact with the back of the test chamber. For these cases, the peak stress average is reported in Table 4.9 for comparison, but is excluded from the calculation of strength statistics (identified by a superscript ‘\( \times \)’ in Table 4.9). Note that strain rate maps were computed using a backward differentiation scheme to avoid temporal leakage from non-physical forward strains caused by the crack. Strain rate at fracture was estimated by extrapolating from a regression fitting to \( \epsilon_{xx}^{VG} \) over five frames prior to fracture. For specimens where a macro crack was not visible, the peak value of \( \epsilon_{xx}^{VG} \) is listed (identified by a superscript ‘+’ in Table 4.9).

The results in Table 4.9 suggest that strain rate has a significant influence on the interlaminar tensile failure stress. The interlaminar failure stress with the linear stress-gauge equation was
Figure 4.25: Failure stress identification diagnostics for specimen #2-P[1-3]. Diagnostic figures before fracture (t = 15.0 µs): (a) stress field (MPa) constructed from $\epsilon_{xx}$ using identified $E_{33}$ ($\sigma_{xx}(\epsilon_{xx})$), and (b) stress field (MPa) constructed using the linear stress-gauge equation ($\sigma_{xx}(\text{LSG})$). Diagnostic figures for a time just after the identified fracture time (t = 19.0 µs): (c) raw, un-smoothed $\epsilon_{xx}$ strain field (mm·m$^{-1}$), (d) $\sigma_{xx}(\epsilon_{xx})$ (MPa), (e) $\sigma_{xx}(\text{LSG})$ (MPa), and (f) stress-strain curve generated using average $\sigma_{xx}(\text{LSG})$ and $\epsilon_{xx}$ within the virtual gauge region. In (c), (d) and (e) the virtual gauge is shown as the black rectangle. In (f) the dashed circle indicates the point of fracture and extracted failure stress estimate using the linear stress-gauge equation.
measured to be 115 MPa (COV = 21%) for the [1-3] specimens and 112 MPa (COV = 21%) for the [2-3] specimens. Combining the two interlaminar planes results in an average strength of 114 MPa, with a COV = 20%. This represents an increase in failure stress of 125% compared to the quasi-static value of 50.4 MPa (COV = 13%) in [132]. Since the strain rate is generally high when the strain is high, the peak width-averaged strain rate at the plane of fracture offers an ‘effective’ strain rate for the measurements. This is generally on the order of 5×10³ s⁻¹. It is worth noting that comparisons to quasi-static values need to be interpreted with some caution because quasi-static interlaminar tensile tests are quite sensitive to experimental factors such as misalignment, gripping and volume effect. Typical scatter in the literature for quasi-static strength measurements ranges from 10% to 50% [11, 48, 51, 75]. Therefore, the reported coefficient of variation for quasi-static interlaminar strength of this material is comparatively low. The level of scatter in the current measurements at high strain rates is promising, with scatter comparable to well controlled quasi-static tests.

The time histories of stress averages at the fracture location are shown in Fig. 4.26 for four specimens (2 from each interlaminar plane). Also shown for comparison is the average stress in the gauge region as reconstructed using the stress-gauge equation (Eq. (3.16)) and the constitutive model. In the latter, the interlaminar stiffness is taken as the average values identified from stress-strain curves and the special optimised virtual fields routine. However, this strain-based stress is not used as a measure of failure stress due to the uncertainty in determining when strains become non-physical and contamination from grid defects as explained later. Figure 4.26 shows the initial compressive loading, where all three stress measures agree well. Two of the presented specimens (Fig. 4.26a and 4.26b) show good agreement during the unloading, until a marked drop in average stress (stress-gauge and linear stress-gauge equations) is observed between t = 15.5 - 19 μs. Specimen #2-P[1-3] shows a small offset and low-amplitude oscillation in stress averages at the start of the unloading phase. It is suspected that some through-thickness wave dispersion may have occurred as the wave reflects due to a non-square free edge cut. This effect is observed over a very short duration, and is unlikely to influence strength measurements.

In some cases an offset in stress arises between the stress reconstructed from acceleration and stress computed using the constitutive model (#3-P[1-3]; 2-P[2-3], 3-P[2-3], #6-B[2-3], 7-B[2-3], 8-B[2-3] and 9-B[2-3]), as exemplified in Fig. 4.26c and 4.26d. This is a result of fracture occurring near a grid defect (within one smoothing kernel). Artificial strains caused by the defect biases the strain at the fracture location. The offset increases during the unloading phase when the wave reflects from the free edge. This suggests that the quality of grid defect corrections diminish as the test progresses and the kinematic fields become more complex. This is more problematic for specimens with bonded grids, which suffer from high numbers of defects caused by missing grid or bubbles in the resin layer as discussed in Section 4.4.2. The number of defects are significantly reduced when grids are printed, making it the preferred grid deposition technique. This also supports the use of the stress-gauge equations for estimating tensile failure stress. The stress-gauge equations provide a much more robust estimate of failure stress since acceleration fields are not smoothed spatially, and because of the spatial averaging procedure used to reconstruct stress.

As previously mentioned, no HSR studies have been reported on AS4-145/ MTM45-1, thus, no direct comparisons can be made. However, indirect comparisons can be made with studies on the HSR through-thickness properties of other composite systems. Comparison of the current measurements to those in other studies shows the robustness of the IBII test for measuring interlaminar strength. For example, a similar strain rate sensitivity was measured by Nakai &
Figure 4.26: Comparison of the temporal variations in average stress within the virtual gauge area at the location of fracture as reconstructed using the stress-gauge equation \( \sigma_{xx}^{VG}(SG) \), linear stress-gauge \( \sigma_{xx}^{VG}(LSG) \) and strain \( \sigma_{xx}^{VG}(\epsilon) \) for (a) specimen #2-P[1-3], (b) specimen #7-B[1-3], (c) specimen #2-P[2-3], and (d) specimen #6-B[2-3]. Note that the location of failure is included in the header of each sub figure and the red dashed line indicates the time at which a macro-crack is clearly visible in the un-smoothed strain maps.
Yokoyama (+77%) [11, 48]. However, the scatter on measured failure stress was significantly higher (39% COV), and measurements were made at much lower strain rates (50 s⁻¹). This amount of scatter is typical of most studies reporting HSR tensile failure stress measurements using a SHPB [47, 73, 74]. Govender et al. [66] used pulse time-shifting to avoid the assumption of quasi-static equilibrium, and produced strength measurements of similar consistency to the current study. However, their approach relied on predicted stresses based on 1-D wave theory and no quasi-static values were provided to quantify the strain rate sensitivity. By using UHS imaging and full-field measurements, many of the assumptions tied to existing techniques are removed. The measurements reported here exemplify the potential for such techniques to be applied to obtain remarkably consistent failure stress measurements.

### 4.7 Summary

This chapter presented the design and experimental validation of the IBII test to measure interlaminar tensile properties at high strain rates. By combining ultra-high-speed imaging with the grid method, full-field maps of displacement, strain and acceleration were obtained. The virtual fields method was used to identify interlaminar stiffness and tensile failure stress from the measured kinematic fields. The key results from this chapter are summarised as follows:

- Despite limited spatial resolution, the results presented here demonstrate that measurement quality of current UHS cameras is sufficient to identify interlaminar stiffness and tensile failure stress from the same test.

- Stiffness and failure stress were found to exhibit a substantial sensitivity to strain rate. An average interlaminar elastic modulus of 10.3 GPa was identified across all 1-3 plane specimens using reconstructed stress-strain curves. For the same specimens, the reduced special optimised virtual fields approach identified an average modulus of 10.7 GPa. Stiffness measurements were made at peak average strain rates on the order 3.5×10⁸ s⁻¹. This represents an increase between 30-35% compared to quasi-static values.

- Tensile failure stress was found to have a higher strain rate sensitivity than stiffness. The average tensile failure stress over all specimens was measured to be 114 MPa at peak average strain rates on the order 4.5×10⁸ s⁻¹. This corresponds to an increase of approximately 125%, compared to quasi-static values.

- Image deformation simulations are a powerful diagnostic tool for characterising the errors arising from measurement resolution and noise. This enables one to robustly select optimal smoothing parameters. It is also a useful diagnostic tool for studying the effect of post-processing operations (e.g.: effect of data extrapolation at the edges) and experimental factors (e.g.: grid size, specimen geometry, grid contrast) on the identification of stiffness parameters.

- The use of printed grids was proven to be effective for significantly reducing the number of grid defects. Therefore, this approach is recommended for interlaminar testing where higher magnification is required. However, the current technology is limited to grid periods on the order of 0.3 mm, which will not be enough either for higher spatial resolution cameras or for higher magnification (smaller specimens). Other deposition routes like the one recently proposed by Brodnik et al. [141] could be pursued.

As part of continued development of the IBII test methodology, it is important to understand
how well the underlying assumptions are satisfied, and identify scenarios where they may break
down. A key assumption is that the test is two-dimensional so that surface measurements can
be used to identify stiffness and failure stress. The relevance of this assumption is explored in
the next chapter using synchronised back-to-back cameras.
Chapter 5

Effect of Out-Of-Plane Loading on Stiffness and Failure Stress Identification

5.1 Overview

This chapter describes the experimental studies conducted to evaluate the importance of the assumption that the test is two-dimensional and the bias introduced on stiffness and failure stress identifications when this assumption does not hold. Section 5.2 describes the experimental implementation of the back-to-back ultra-high-speed camera setup used to measure the dynamic kinematic fields on the front and back face of samples in the tension/compression IBII test. Section 5.3 presents the results from the back-to-back camera experiments including full-field maps, reconstructed stress-strain curves, stiffness identifications and failure stress estimates from each side of the sample, and using back-to-back averaging. The same results from a follow-up set of experiments with improved alignment are presented in Section 5.4. Finally, a summary of key findings from these experimental studies are presented in Section 5.5. Note that all data supporting this study are openly available from the University of Southampton repository at: https://doi.org/10.5258/SOTON/D1093.

5.2 Materials and Experimental Setup

The material used in this study was the same unidirectional carbon/epoxy composite (AS4-145/MTM45-1) as was used in Chapter 4 and [38]. Seven samples were cut from the 1-3 interlaminar plane with dimensions (length x height x thickness) of 18.3 mm x 11.58 mm x 2.56 mm (standard deviations: ±0.03 mm, ±0.17 mm, ±0.4 mm). Specimens were painted white and black grids, with an average pitch of 0.337 mm, were printed onto both sides of the sample according to [136]. Specimens were mounted onto the waveguides with cyanoacrylate glue using a set square for alignment during bonding. The waveguide, projectile and sabot were the same as in Chapter 4 [38].
5.2.1 Impact rig and waveguide alignment

All impact experiments were performed using the compressed air impact rig described in [37, 136]. Since the study presented in Chapter 4, a new 5-axis platform was commissioned that enables more control over the waveguide alignment. The stand consists of several mechanical stages (Fig. 5.1) to adjust the yaw, pitch and 3D translations of the platform on which the foam stand and waveguide sit.

A machined alignment rod was first used to set the approximate position of the stand. The diameter of one end of the rod was machined to fit in the bore of the barrel, and the other end was machined to the same diameter as the waveguide. The stand was adjusted such that the impact face of the waveguide was flush (within visual inspection and touch) to the end of the alignment rod once inserted in the barrel. To correct for the movement of the projectile in free flight, test shots were then performed with the Shimadzu HPV-X camera to visualise the impact between the projectile and the waveguide from the side-on perspective (x-y plane as defined in Fig. 3.2). Images just prior to impact were processed to extract the coordinates of the top and bottom of the waveguide and projectile faces. From these coordinates, it was possible to quantify the vertical and angular misalignment of the impact faces. The stage was adjusted accordingly, and test shots repeated, until the translation and angular misalignments were below 1-pixel (uncertainty of coordinate selection), which corresponds to 0.1 mm and 0.2° for position and pitch angle, respectively.

5.2.2 Synchronised ultra-high-speed imaging

Two Shimadzu ultra-high speed cameras were used to image the front face (HPV-X model) and back face (HPV-X2 model) of the sample through transparent windows in the side walls of the capture chamber. A schematic of the camera arrangement is shown in Fig. 5.2. Both cameras used a Sigma 105mm lens and illumination was provided by a pair of Bowens Gemini 1000pro flashes. To synchronise the flash lights and cameras, the trigger from the light gates was split and sent to each flash, and the copper contact trigger on the waveguide was sent directly to the Shimadzu HPV-X camera. The cameras were run in a master-slave configuration to
synchronise the internal clocks, with the HPV-X camera used to trigger the HPV-X2. The stand-off distance of each camera was adjusted iteratively using a series of static images so that the grids were sampled by exactly 7 pixels/pitch (pitch size = 0.337 mm). This resulted in a stand-off distance of approximately 310 mm. For consistent depth-of-field, both camera apertures were set to f/11 with illumination adjusted accordingly for each camera. Less light was required for the Shimadzu HPV-X2 camera, which had a higher sensor sensitivity. To minimise fill factor effects, the images were intentionally blurred as in [32, 37, 38]. The amount of blurring was checked using a 2 mm out-of-plane movement test to ensure that no parasitic fringe patterns from the fill-factor effect were visible in the static strain images.

This back-to-back camera and flash arrangement (Fig. 5.2) has the drawback that the flash from one side of the capture chamber is pointed towards the camera on the other side, leading to saturation. To control the grid lighting on each side, a disposable light shield was installed around the sample, as shown in Fig. 5.3. A slot just larger than the specimen size was cut from the edge of a thin piece of board. The screen was then slotted over the specimen and fixed to the bottom of the capture chamber.

### 5.2.3 Image processing

Images from both cameras were processed using the same procedure as described in the flow chart in Fig. 4.4. Spatial and temporal smoothing parameters for each camera were selected using an image deformation sweep, as performed in [38]. The reader is also referred to [39, 140] for additional details on the image deformation procedure. In this process, synthetic images were generated that were representative of those collected with each camera (see Table B.1 in the appendix for a summary of parameters used to generate the images). These images were deformed using displacement fields from a finite element model [38] and processed with a range of spatial and temporal kernel sizes to assess the effect of smoothing on the identification of stiffness. Optimal parameters were selected as those which minimised the total error between the identified stiffness from the synthetic images and the reference value in the finite element model. The Shimadzu HPV-X2 sensor had approximately twice as much grey-level noise as the
Figure 5.3: Light screen installed in the test chamber to allow for independent control of light intensity and uniformity on each side of the sample

HPV-X and therefore, optimal parameters were different for each camera. Selected smoothing parameters for processing experimental images, along with typical measurement performance for each camera are listed in Table B.2.

5.2.4 Coordinate transformation to common reference coordinates

A coordinate system transformation, outlined in the flow chart shown in Fig. 5.4, was developed to enable fields measured on the front and back faces to be directly compared. The approach was to transform the fields measured in the back face coordinate system \((X^B, Y^B)\) to the front face coordinate system \((X^F, Y^F)\). In each field of view the coordinates of the top corner on the free edge \((x^F_{FE}, y^F_{FE} \text{ and } x^B_{FE}, y^B_{FE})\) was used as a common reference point. The difference between these coordinates defined the translation required \((\Delta x^B, \Delta y^B)\) from the original back face coordinates to the equivalent position in the front face coordinates \((X^B', Y^B')\). The displacement fields in the transformed coordinates were then interpolated to the same measurement locations on the front face over the common field of view. Acceleration and strain fields were then computed in the same way for both sides of the sample using the parameters defined in Table B.2. Note that no rotational mapping was performed as variations in grid orientation between the front and back of the sample were small \((<1°)\).

5.3 Results

5.3.1 Full-Field Measurements

Comparing full-field maps of strain and acceleration provides a quick way to assess the uniformity of loading through-the-thickness. Tests on different samples showed varying levels of differences in the kinematic fields. Specimen #1 is presented here as a case where the response was substantially different on each face to provide a clearer understanding of the evolution of through-thickness heterogeneity. In the case of the 1-3 interlaminar plane, only the x-fields are strongly activated due to high lateral stiffness of the fibres [38]. Therefore, only the axial strain and acceleration maps are presented here. Full-field maps of \(a_x\) and \(\epsilon_{xx}\) are shown at three time steps for both cameras in Fig. 5.5 and 5.6, respectively. The differences between the two
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Figure 5.4: Procedure for transforming back face displacement fields to front face coordinates

Sides are also included for each time step. Note that the fields have been transformed to the same coordinate system using the procedure described in Section 5.2.4.

The fields at 8 μs represent the time just before the front of input pulse reached the free edge. Up until this point, only regions near the impact edge showed measurable differences (up to 2 mm·m⁻¹ in width-averaged strain). As the test progressed (t = 13 μs) differences between the front and back response increased up to 10 mm·m⁻¹ near the impact edge. At this point, subtle differences in the fields were also measured further into the sample (up to x = 5 mm). The through-thickness effects continue to propagate into the sample, and at 17 μs a clear ‘wave-like’ pattern was revealed in the difference maps for acceleration and strain (Fig. 5.5-5.6).

For specimen #1 it is clear that the assumption of through-thickness uniformity is not well satisfied near the impact edge but may hold near the free edge. The effect of this varying non-uniformity along the length of the sample on the reconstruction of stress-strain curves, and identifications of stiffness and failure stress is investigated in the following sections for all tested samples.

### 5.3.2 Stress-strain curves and stiffness identification

Stress-strain curves were reconstructed along the length of each sample by combining the stress-gauge equation (Eq. (3.16)) with the average axial strain (ε₀ₓₓ), neglecting Poisson’s effects. This was performed separately for each face, and using back-to-back averaged fields as a linear approximation to the through-the-thickness distribution. Stress-strain curves from three specimens are presented at four locations in Fig. 5.7. These three samples were chosen to demonstrate the variability measured across the seven tests. Specimen #3 represents a case where comparatively minimal differences were observed between the front and back face measurements (Fig. 5.7a-5.7d). The remaining samples showed more significant differences between the front and back faces similar to specimen #1 (Fig. 5.7e-5.7h) and specimen #5 (Fig. 5.7i-5.7l).

Generally, the stress-strain curves reconstructed on each face show a reasonable agreement during the initial compressive loading, but a dramatically different unloading response. As indicated by the full-field maps (Fig. 5.5-5.6), the largest differences in loading and unloading response were measured over half of the sample closest to the impact edge (x/L > 0.50). In the case of specimens #1 and #5 differences are observed later in the unloading up to x/L
Figure 5.5: Acceleration fields ($a_x$, m s$^{-2}$) for specimen #1 measured on the front and back faces of the sample at three time steps and the difference between the two fields at each time step.
Figure 5.6: Strain fields ($\epsilon_{xx}$, mm·m$^{-1}$) for specimen #1 measured on the front and back faces of the sample at three time steps and the difference between the two fields at each time step.
Figure 5.7: Stress-strain curves for specimen #3 ((a)-(d)), #1 ((e)-(h)) and #5 ((i)-(l)) as reconstructed with the stress-gauge equation using fields measured on the front and back faces independently, as well as assuming a linear through-thickness distribution between the two surface measurements (back-to-back averaging).
= 0.33. The variability in non-uniform through-thickness loading along the length, and in the load-unload response, will influence stiffness and failure stress identifications differently. The rest of this section focuses on the effect on stiffness, and the failure failure stress identification will be discussed in the following section.

Figure 5.8 shows the spatial variation in the interlaminar stiffness for the three representative samples. Smoothing edge effects corrupt the measurements within one spatial smoothing kernel at the impact and free edges, which are omitted in Fig. 5.8. Identified stiffness values are reported in Table 1, obtained as the average over the middle 50% of each sample. It is worth noting that the three-dimensional effects caused a parasitic, non-linear stress-strain response towards peak compressive load and therefore, stiffness was calculated using a strain threshold of 8 mm m\(^{-1}\), for which such effects are negligible.

The stiffness identifications from fields measured on both sides of specimen #3 closely agree (within 2%) up until \(x/L = 0.5\). The identifications begin to diverge closer to the impact edge where three-dimensional effects are more significant. Specimen #1 and #5, show stronger three-dimensional effects which create an offset between the identifications from the front and back faces at all locations. The stiffness from each face differs between 10% \((x/L = 0.33)\) and 20% \((x/L = 0.67)\). Conversely, identifications using back-to-back averaged fields remains stable over the entire sample with an average value of 10.5 GPa.

When the accelerations and strains are averaged through-the-thickness the stress-strain response becomes linear, as reported by others in [41, 142]. Moreover, the spatial variation and intra-test scatter were reduced on the identifications from back-to-back averaged fields (coefficient of variation (COV) = 2% over all samples). Back-to-back averaging for specimen #1 and #5, where 3D effects are greater, gives a very similar identification to specimen #3, with measured values of 10.6 GPa and 10.5 GPa, respectively. This shows that the linear through-thickness approximation from back-to-back averaging is a good representation of the actual distribution. This is because averaging through-the-thickness is the same as resolving the membrane component of stress and strain, which are unbiased by the three-dimensional loading as discussed in Sec. 3.4.3. For applications where three-dimensional loading is of concern, back-to-back cameras are recommended to reduce scatter and bias of stiffness measurements, and can be used to determine the limits of stiffness variability in single-sided measurements.

In the case that only single-sided measurements are available, the consequences of three-dimensional loading on stiffness measurements are not severe when averaged over several tests. While stiffness identifications can vary significantly for an individual test, the process of averaging over the middle 50% of the sample regularises the scatter significantly. In the case of specimens #1 and #5, the averaging process reduces the local variations (of up to 20%) down to 5-9% compared to the value identified with back-to-back averages. Further regularisation occurs with averaging over multiple samples. The difference between the average for all samples on each face, and the average identified from back-to-back averages, reduces to 3% over all seven samples. However, the user must be cognisant of the fact that the measurements may have a systematic error, as these tests show a systematically higher stiffness identification from the back face (11.0 GPa) than from the front face (10.5 GPa). The scatter on the single-sided measurements was less than 5% (COV) at strain rates on the order of \(3 \times 10^4 \text{ s}^{-1}\), which is still exceptional given the measurement inconsistencies reported with existing test methods at similar strain rates (see summary figures in [13]).

These tests also suggest that the bias from 3D effects on single-sided measurements may be reduced further by more strategic selection of the region over the sample used for averaging. The normalised root-mean-square (RMS) variation \(\nu_{RMS} = \text{RMS}(E_{33}(x) - \overline{E_{33}})/\overline{E_{33}}\) in Table 5.1 of
the spatial identification, relative to the average over the middle 50% of the sample, is proposed here as an indicator of when this may be required. This is included in Table 5.1 for all samples. The RMS variation of the identifications from the front and back faces where three-dimensional effects were substantial ranged between 3-7%. In comparison, the majority of identifications made from back-to-back averages had a lower RMS variation in the range of 0.7-1.5%. In cases with high RMS variation ($\geq 3\%$) the identifications were generally stable between $x/L = 0.25-0.5$, where three-dimensional effects were smaller. The average identification could be weighted towards this region to reduce measurement bias. As an example, for specimen #1 this procedure reduces the back-to-back difference in stiffness from 1.6 GPa, to 1.2 GPa. Therefore, in tests where three-dimensional effects are of concern, it is recommended that the spatial average of the identified stiffness be weighted towards the free edge, (e.g.: 25-50% from the free edge).

### 5.3.3 Failure stress identification

The failure stress diagnostics from [38] are presented for specimen #1, which showed substantial differences in the stress-strain curves as the material unloaded (Fig. 5.7a-5.7d). Stress was reconstructed with the linear stress-gauge, $\sigma_{xx}(LSG)$ (Eq. (3.25), and from strains (Eq. (3.5)) ($\sigma_{xx}(\epsilon_{xx})$) separately on each face. The failure stress reported in Table 5.1 represents the peak tensile stress within a virtual gauge at the fracture location, as reconstructed from fields on both sides of the sample and back-to-back averaged fields using the linear stress-gauge equation. The strain-based and acceleration-based stress fields were also reconstructed using back-to-back averaged fields. Each of these stress reconstructions, as well as the difference between the two are shown in Fig. 5.9 at the time when a crack is first observed (occurs on the back face first). Fig. 5.10a shows the temporal evolution of average stress reconstructed within the virtual gauge located on the crack initiation site for each face, and using back-to-back averages. Fig. 5.10b shows the corresponding stress-strain curves using the linear stress-gauge equation and local strains. From these fields, three estimates of tensile failure stress ($\sigma_{xx}(LSG)$) were obtained (front, back and back-to-back average), as summarised for all tests in Table 5.1.

Fig. 5.9a and 5.9d show clear differences between the stress calculated from strain $\sigma_{xx}(\epsilon_{xx})$ on each face and large differences compared to the acceleration-based stress fields $\sigma_{xx}(\epsilon_{xx})$ (Fig. 5.9c and 5.9f). When stress is calculated from back-to-back averaged fields the two reconstructions are in much better agreement (Fig. 5.9g - 5.9i). If we consider the evolution of

---

**Figure 5.8:** Interlaminar Young’s modulus, $E_{33}$, identified from stress-strain curves reconstructed with the stress-gauge equation and average axial strain up to 8 mm-m$^{-1}$ for specimens #1, 3 and 5. Note that ‘F’, ‘B’ ‘A’ denote the front and back faces, and back-to-back averaging, respectively.
stress within the virtual gauge area where the sample fractures, it can be seen that the differences between the faces develops progressively starting near peak compressive load (approx. $t = 11 \mu s$) as shown in Fig. 5.10a. At this point the stress-strain response between the two faces also diverged (Fig. 5.10b). We can associate the divergence of $\sigma_{xx}(LSG)$ and $\sigma_{xx}(\epsilon_{xx})$ with a break down of the measurement assumptions, and not the constitutive model, since the stress-measures on each face agreed throughout much of the compressive loading sequence with the back-to-back averaged response. The observation that the strain on one surface of the sample is compressive while the other face is tensile suggests there is an out-of-plane bending load superimposed on the main axial loading. Interestingly, differences between the front face, back face, and back-to-back averages does not appear to be as significant when considering the stress field calculated using the linear stress-gauge equation, see Fig. 5.9e, 5.9e and 5.9h. This suggests that the of $a_{ij}$ component of acceleration and through-thickness shear stress introduced by the out-of-plane loading affect single-sided measurements in a similar way. As discussed in Sec. 3.4.3, since these components cannot be resolved from measurements made by a single camera on each face, the stress reconstructed from in-plane acceleration will underestimate the true stress. The effect of these unresolved components on fracture stress estimates is investigated in later sections with additional tests where three-dimensional effects are reduced.

Despite the agreement between the two stress reconstructions at the frame where fracture first occurs (Fig. 5.10b), the failure stress identified from each face in Table 5.1 was not the same when measurements were processed individually. This is because tensile load continues to build up during the time required for the crack to propagate through-the-thickness and be detected on the other face. However, at the instant a crack forms on one face, the stress reconstruction on the opposite face becomes biased since the assumption of two-dimensional loading and uniform

### Table 5.1: High-strain-rate interlaminar elastic modulus and tensile failure stress for AS4-145/MTM45-1 (1-3 plane) from front and back face measurements individually, and using back-to-back averaging

<table>
<thead>
<tr>
<th>Specimen</th>
<th>$E_{xx}$ [GPa]$^a$ (v$_{RMS}$ (%))</th>
<th>$\sigma_{xx}$ [MPa]$^c$</th>
<th>$\sigma_{yy}$ [MPa]$^c$</th>
<th>$\sigma_{zz}$ [MPa]$^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Front</td>
<td>Back</td>
<td>Avg.$^d$</td>
<td>Front</td>
</tr>
<tr>
<td>1</td>
<td>9.9</td>
<td>11.5</td>
<td>10.6</td>
<td>-2.3</td>
</tr>
<tr>
<td></td>
<td>(3.1)</td>
<td>(3.3)</td>
<td>(0.9)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>10.2</td>
<td>10.8</td>
<td>10.5</td>
<td>-1.8</td>
</tr>
<tr>
<td></td>
<td>(5.4)</td>
<td>(3.0)</td>
<td>(1.8)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>10.5</td>
<td>10.6</td>
<td>10.5</td>
<td>-2.5</td>
</tr>
<tr>
<td></td>
<td>(3.6)</td>
<td>(3.6)</td>
<td>(1.5)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>10.9</td>
<td>10.3</td>
<td>10.6</td>
<td>-3.8</td>
</tr>
<tr>
<td></td>
<td>(7.5)</td>
<td>(3.6)</td>
<td>(2.3)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>9.9</td>
<td>11.5</td>
<td>10.5</td>
<td>-1.7</td>
</tr>
<tr>
<td></td>
<td>(4.0)</td>
<td>(4.4)</td>
<td>(1.1)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>11.0</td>
<td>10.9</td>
<td>10.0</td>
<td>-2.9</td>
</tr>
<tr>
<td></td>
<td>(4.4)</td>
<td>(4.0)</td>
<td>(0.7)</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>11.0</td>
<td>10.9</td>
<td>10.0</td>
<td>-4.1</td>
</tr>
<tr>
<td></td>
<td>(2.7)</td>
<td>(3.3)</td>
<td>(0.8)</td>
<td></td>
</tr>
</tbody>
</table>

Mean     | 10.5  | 10.9 | 10.7    | -2.7 | -2.6 | -2.5    | 77.1  | 72.7 | 71.2    | 4.4   | 6.2  | 5.2    |
| SD      | 0.50  | 0.38 | 0.21    | 1.0  | 1.1  | 1.0     | 16.1  | 18.4 | 19.2    | 2.8   | 2.2  | 1.9    |
| COV (%) | 4.7   | 3.5  | 2.0     | 63.3 | 44.8 | 44.3    | 20.9  | 25.3 | 27.0    | 25.6  | 29.9 | 43.8   |

Diff. to Q-| +33   | +37  | +35     | -    | -    | -       | +53   | +44  | +41     | -    | -    | -      |
| S (%)    |      |      |        |      |      |        |       |      |         |      |      |        |

|       |       |       |        |      |      |        |       |      |         |      |      |        |

---

**a:** Stiffness identified from stress-strain curves
**b:** Strain rates reported as maximum width-averaged strain rate in compressive loading
**c:** Failure stress identified using linear-stress gauge equation, as detailed in Sec. 3.4.1
**d:** Strain rates reported as maximum averaged strain rate in virtual gauge up to frame before fracture
$^\dagger$: Back-to-back average of fields measured on the front and back faces (Sec. 3.4.3)
$^*$: Crack appears first on other side of sample
$^{**}$: Crack appears at different location to where crack appears first on other side of the sample
x: At crack location on back face
Figure 5.9: Failure stress identification diagnostics for specimen #1 at $t = 18.8 \mu s$ corresponding to the frame of maximum tensile stress on the back face when the crack first appears: (a) strain-based stress field (MPa) constructed from $\varepsilon_{xx}$, using identified $E_{33}$ from the front face ($\sigma^F_{xx}(\varepsilon_{xx})$), (b) acceleration-based stress field (MPa) reconstructed using the linear stress-gauge equation on the front face ($\sigma^{LSG}_{xx}$), (c) difference between strain-based and acceleration-based stress fields on the front face, (d) strain-based stress field (MPa) from the back face ($\sigma^B_{xx}(\varepsilon_{xx})$), (e) acceleration-based stress field (MPa) on the back face ($\sigma^{B(LSG)}_{xx}$), (f) difference between strain-based and acceleration-based stress fields on the back face, (g) strain-based stress field (MPa) from back-to-back averaged fields ($\sigma^A_{xx}(\varepsilon_{xx})$), (h) acceleration-based stress field (MPa) from back-to-back averaged fields ($\sigma^{A(LSG)}_{xx}$), (i) difference between strain-based and acceleration-based stress fields using back-to-back averages. Note that the virtual gauge is shown as a black rectangle.

thickness no longer hold. There may be some indication of this in the stress-strain response from the front face by the change in loading rate towards peak tensile stress (front face in Fig. 5.10b), but this would not be immediately obvious if only single-sided measurements were available. Interestingly, every test except specimen #4 failed on the back side of the sample first, and tensile failure stress from the front surface measurements were systematically higher in those cases.

The tensile failure stress measurements made from each face individually (Table 5.1) had relatively high scatter (COV = 20-25%) compared to stiffness. While this may be expected for failure stress measurements, the scatter is likely amplified by the varying level of three-dimensional loading in each test, which will be explored further in later sections. On average, the failure stress identified from back-to-back averaged fields of the acceleration was similar to
Figure 5.10: Failure stress diagnostics for specimen #1 showing: (a) comparisons of stress over time within the virtual gauge, (b) comparisons of stress-strain curves reconstructed using average stress (linear stress-gauge) and strain within the virtual gauge. Note that 'F', 'B' 'A' in (a) denote the front and back faces, and back-to-back averaging, respectively.

each face individually and with comparable scatter. Therefore, back-to-back measurements do not offer any improvement for tensile failure stress, and the diagnostics have highlighted the importance of two-dimensional loading for unbiased estimates of failure stress.

5.3.4 Back-to-back measurement summary

The back-to-back imaging experiments have resulted in the following key conclusions:

1. There was a back-to-back difference between the kinematic fields that builds over time, which propagated from the impact edge into the sample.

2. The unloading response observed on the stress-strain curves produced with the stress-gauge equation was substantially different on each side of the sample. The differences were generally largest over the half of the sample closest to the impact edge.

3. Three-dimensional effects can have a significant influence on the identification of stiffness from a single side of a sample (up to 20% difference). However, the scatter is regularised by taking the average stiffness over the middle 50% of the sample. Over all tests, the modulus identified from single-sided measurements only differed by 3% compared to identifications made with the back-to-back averaged fields (see results in Table 5.1).

4. Three-dimensional effects were smallest near the free edge and therefore, scatter in stiffness measurements may be improved by refining the region on the sample used for spatial averaging. A large RMS variation (≥3%) of the spatial identification relative to the average over the middle 50% of the sample provides an indicator of when this refinement may be required.

5. Average failure stress measured from each side of the sample were similar (see Table 5.1), but with relatively high scatter (COV = 20-27%). It is suspected that this was a result varying levels of three-dimensional loading in each test.

6. Failure stress diagnostics provide evidence that most samples failed under combined in-plane tension and out-of-plane bending. While large differences in strain are measured between the two faces, the difference between in-plane accelerations are lower, and thus, the linear stress-gauge reconstructions are similar on each face. This suggests that the out-of-plane component of acceleration and through-thickness shear stress generated under this out-of-plane loading affect single-sided measurements in a similar way. Moreover,
since these components are required to fully resolve axial stress (Sec. 3.4.3), stress reconstructions based on in-plane acceleration will underestimate the true failure stress. This is confirmed in later sections, when compared to tests where the effects of out-of-plane bending are reduced.

Overall, in the presence of three-dimensional loading, back-to-back measurements provide more stable and consistent stiffness identification, but do not offer any improvement for failure stress. The remainder of this chapter will focus on three things: 1) identifying the source of this three-dimensional loading, 2) developing a method to correct it, and 3) performing a final series of experiments with significantly reduced through-thickness heterogeneity to quantify the effects on stiffness and failure stress measurements.

5.3.5 Identifying the physical mechanisms behind the out-of-plane loading

The consistency of three-dimensional loading across all samples indicates that it was introduced systematically through the experimental setup. The most likely cause was a misalignment in the impact chain. This was investigated with experiments where a mirror system was installed in the test chamber to visualise the out-of-plane impact alignment (Fig. 5.11).

Several test shots revealed that the waveguide was systematically misaligned to the projectile by 0.8°-1.2°. It is hypothesised that this misalignment arises from slight deviations in the barrel bore, which affects the flight of the short sabot (45 mm), but not the machined rod that sits deeper in the barrel when the alignment is performed. Images taken with the mirror system revealed that angular misalignment induces a bending wave in the waveguide leading to appreciable lateral displacement and rotation of the free end. This is apparent when comparing images taken before and after impact; two of which are overlaid in Fig. 4.12. When a sample was bonded to the back of the waveguide it was observed that the lateral motion introduces out-of-plane bending in the sample near the waveguide. Videos of these tests are included in the data repository listed in Section 5.1.

This indicates that the pulse was applied non-uniformly through-the-thickness. As observed in the back-to-back imaging experiments (Sec. 5.3.2 & 5.3.3), the effect on the compressive loading decreases with increasing distance from the impact edge. This is believed to be a result of the Saint-Venant effect in dynamics, as reported by others [143, 144], which acts to even out the wave as it propagates away from the impact edge. The reason the three-dimensional effects amplify as the material unloads is a result of structural dynamics of the sample. Before the wave reaches the free edge, the specimen behaves like it is infinite in length. As the wave reflects from the free edge, the loading excites a bending mode in the sample, which propagates from the impact edge. The pulse length is also slightly longer than the length of the sample, and therefore, a type of 'forced' vibration is introduced until the specimen de-bonds from the waveguide. The effect of this bending wave is superimposed on the in-plane loading.

Plotting the membrane components of stress and strain reveal the underlying linear-elastic response of the material (shown at four location in Fig. 5.13), which can be used to identify the unbiased estimate of the interlaminar elastic modulus (Sec. 3.4.3). However, back-to-back measurements are unable to fully resolve stress for the purposes of estimating failure stress in the presence of out-of-plane loading (see Eq. (3.48)). The large flexural strains (up to 7 mm·m⁻¹) suggest the out-of-plane effects are significant for this specimen, and flexural stress is clearly not well captured when the second term on the right hand side of Eq. (3.48) are neglected (see Fig. 5.13e-5.13f). Moreover, it can be said that the first term in Eq. (3.48) contributes little to
Figure 5.11: Mirror system installed in the capture chamber to enable visualisation of the impact in the ‘top-down’ perspective. a) mirror installed in the chamber, b) camera setup to visualise mirror through side windows of the test chamber

Figure 5.12: Overlaid images before and after a misaligned impact showing the effect on the out-of-plane waveguide dynamics
Figure 5.13: Stress-strain curves for specimen #1 reconstructed from decoupled membrane ((a)-(d)) and flexural ((e)-(h)) components of in-plane strain and acceleration

the calculation of $\sigma_{xx}$, since the stress-strain response diverges significantly from the back-to-back average response as otherwise, the responses would be linear for each face. This confirms that the true failure stress is underestimated using the linear stress-gauge reconstructions from each face when three-dimensional effects are present.

These experimental studies provide compelling evidence for a need to improve the alignment procedure for further testing. The mirror system used for diagnostics (Fig. 5.11a) was used to implement a new alignment procedure which reduced the misalignment error to $\approx 0.2^\circ$. The impact tests were then repeated with improved alignment to quantify the bias introduced by the three-dimensional loading on stiffness and failure stress measurements, as described in the following section.

**5.4 Follow-up experiments with improved alignment**

The alignment procedure in Sec 5.2.1 was extended to include additional test shots in the out-of-plane perspective to correct for yaw misalignment from the projectile trajectory. Using an image-based alignment process results in an angular and positional accuracy of 0.2$^\circ$ and 0.2 mm, respectively. Full details on the procedure can be found in [136]. To quantify the effect of the improved alignment, eight impact tests with a single Shimadzu HPV-X camera were performed at impact speeds ranging from 25 m·s$^{-1}$ to 54 m·s$^{-1}$. The objective was to characterise: 1) the relative effect of improving the alignment on stiffness and failure stress measurements, and 2) the response of the material under varied impact speeds where the specimen fails and does not fail. When combined with the back-to-back imaging experiments, the intention was also to establish a set of diagnostics for detecting three-dimensional effects from single-sided measurements. This has considerable practical benefit as most users will only have access to one camera.
Chapter 5: Effect of out-of-plane loading on stiffness and failure stress identifications

5.4.1 Reconstructed stress-strain response and stiffness identification

The stress-strain curves at four locations for a sample impacted at 25 m·s⁻¹ (R7), 35 m·s⁻¹ (R6) and 50 m·s⁻¹ (R4) are shown in Fig. 5.14. The stiffness and failure stress measured for each sample are included in Table 5.2. The spatial identifications of $E_{33}$ for all samples are shown in Fig. 5.15. Note that the identification of $E_{33}$ in Table 5.2 was determined by fitting the compressive stress-strain response up to 8 mm·m⁻¹, for consistency with the previous tests. Specimens tested with the revised alignment procedure are denoted by ‘R’ preceding the specimen number.

An impact speed of 25 m·s⁻¹ (specimen R7) was selected to quantify the effect of improving the alignment on the stress-strain response under conditions where material damage can be ruled out. The stress-strain curves for this sample are shown in sub figures (a)-(d) in Fig. 5.14. These measurements verify the expected linear-elastic behaviour of the material, with negligible spatial variation in the unloading behaviour, unlike that measured in the first set of tests (recall Fig. 5.7). As the impact speed is increased to 35 m·s⁻¹, the unloading portion of the stress-strain curves at $x/L = 0.67$ (Fig. 5.14g) and 0.83 (Fig. 5.14h) differ from the loading behaviour and some parasitic non-linearity is measured near peak compressive load. This unloading divergence becomes more pronounced as impact speed increases (Fig. 5.14k-5.14l). It is speculated that this is a result of weakly activated bending modes caused by residual misalignment of the waveguide, or of the sample. The non-linearity observed in the curves is not a material behaviour, since

Figure 5.14: Stress-strain curves for specimens tested with improved alignment as reconstructed with the stress-gauge equation: (a)-(d) R7 (25 m·s⁻¹), (e)-(h) R6 (35 m·s⁻¹), and (i)-(l) R4 (50 m·s⁻¹)
Figure 5.15: Spatial identifications for all specimens tested with the new alignment procedure. Note that \( E_{33} \) is determined with a linear fitting to the initial compressive loading behaviour up to 8 mm m\(^{-1}\).

Table 5.2: High-strain-rate interlaminar elastic modulus and tensile failure stress for AS4-145/MTM45-1 (1-3 plane) with the revised alignment procedure

<table>
<thead>
<tr>
<th>Specimen</th>
<th>( V_{impact} ) [m s(^{-1})]</th>
<th>( E_{33} ) [GPa] (( \varepsilon_{RMS} )%)</th>
<th>( \bar{\varepsilon}_{xx} ) [s(^{-1})] (×10(^3))</th>
<th>( \bar{\sigma}_{xx}V_G ) [MPa]</th>
<th>( \bar{\varepsilon}_{xx}V_G ) [s(^{-1})] (×10(^3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>54</td>
<td>10.5 (1.6)</td>
<td>-6.0</td>
<td>108.1</td>
<td>10.8</td>
</tr>
<tr>
<td>R2</td>
<td>51</td>
<td>10.3 (1.9)</td>
<td>-6.5</td>
<td>111.8</td>
<td>9.8</td>
</tr>
<tr>
<td>R3</td>
<td>51</td>
<td>10.5 (1.9)</td>
<td>-5.4</td>
<td>103.4</td>
<td>9.7</td>
</tr>
<tr>
<td>R4</td>
<td>50</td>
<td>10.9 (3.0)</td>
<td>-5.4</td>
<td>95.3</td>
<td>9.2</td>
</tr>
<tr>
<td>R5</td>
<td>37</td>
<td>10.3 (3.0)</td>
<td>-4.0</td>
<td>91.5</td>
<td>7.3</td>
</tr>
<tr>
<td>R6</td>
<td>35</td>
<td>10.7 (2.2)</td>
<td>-3.9</td>
<td>128.1</td>
<td>5.7</td>
</tr>
<tr>
<td>R7(^a)</td>
<td>25</td>
<td>10.5 (1.4)</td>
<td>-1.7</td>
<td>-(^*)</td>
<td>3.3</td>
</tr>
<tr>
<td>R8</td>
<td>50</td>
<td>10.7 (2.5)</td>
<td>-5.8</td>
<td>99.3</td>
<td>9.2</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td>10.4</td>
<td>-5.3</td>
<td>103.6</td>
<td>8.8</td>
</tr>
<tr>
<td>SD</td>
<td></td>
<td>0.23</td>
<td>1.0</td>
<td>6.6</td>
<td>1.7</td>
</tr>
<tr>
<td>COV (%)</td>
<td></td>
<td>2.0</td>
<td>18.3</td>
<td>6.4</td>
<td>19.6</td>
</tr>
</tbody>
</table>

\(^a\): Intentional low impact speed, excl. from statistics
\(^*\): No fracture
its onset is dependent on spatial location and not stress. For example, non-linear behaviour is
observed below 150 MPa near the impact edge at 35 m·s⁻¹ (Fig. 5.14h), but is not observed
near the free edge at 50 m·s⁻¹ where stresses exceed 150 MPa (Fig. 5.14j).

The effect of improved alignment is apparent in the stiffness measurements, where spatial
identifications were much more stable (Fig. 5.15) over all tests (Table 5.2). Despite some
lingering three-dimensional effects in the stress-strain curves, the RMS variation of all spatial
identifications was reduced (all tests lower than 3%, and most lower than 2%). This provides
additional confidence that the identifications were unbiased by 3D effects over most of the
sample up to 8 mm·m⁻¹ of strain.

The stiffness measurements from improved alignment tests can now be compared to the back-
to-back imaging results to evaluate bias induced by the three dimensional loading. Individual
stiffness identifications from each face may be biased by as much as 9%, but on average only by
as much as 4%. The average stiffness measured using back-to-back averaging was within one
standard deviation of that identified under improved alignment conditions. This shows that
back-to-back surface measurements can provide an unbiased estimate for interlaminar stiffness
even under the effects of three-dimensional loading.

5.4.2 Failure stress identification

Here we will consider specimen R7 (25 m·s⁻¹) and specimen R4 (50 m·s⁻¹), to investigate how
impact speed and residual misalignment influence stress reconstructions. It is worth noting
that sample R7 did not fracture so $\sigma_{xx}(LSG)$ and $\sigma_{xx}(\epsilon_{xx})$ should agree throughout the whole
test. The failure stress diagnostics from Section 5.3.3 are presented for specimen R7 and R4
in Fig. 5.16 and Fig. 5.17, respectively. In Fig. 5.17, two virtual gauge regions are considered
to compare the response at the location of fracture, and at $x/L = 0.67$ where the average
stress-strain curve shows a dissimilar unloading behaviour.

The failure stress diagnostics for specimen R7 (Fig. 5.16) show a good agreement between the
stress reconstructed from strain, and from the linear stress-gauge equation. Average stresses
within a virtual gauge in the centre of the sample agree well over the entire test (Fig. 5.16c)
and the material response is linear elastic during loading and unloading (Fig. 5.16d). This
validates the assumed constitutive model and implies that the loading remains two-dimensional
throughout the entire test in this region of the sample.

For sample R4 impacted at 50 m·s⁻¹, the two stress maps, and temporal evolution of stress
within the virtual gauge at the point of fracture are also in good qualitative agreement until
the crack forms. At this point, the strains become non-physical and the strain-based stress
diverges (Fig. 5.17c). Similar to sample R7, tested at 25 m·s⁻¹, the stress-strain curve at the
crack location (Fig. 5.17d) is linear up to fracture, with no sign of three-dimensional effects on
the unloading response.

The effects of misalignment are detected in sample R4 closer to the impact edge, as demon-
strated using the stress and strain reconstructed with a virtual gauge at $x/L = 0.67$. In
the centre of the sample the linear stress-gauge reduces to the average stress-gauge equation
(Eq. 2.2), but is used here to show how the stress-strain response in Fig. 5.14k directly compares
to stress reconstructed from strain. In a similar manner to the back-to-back imaging tests, the
two stress reconstructions start to diverge near peak compressive load (Fig. 5.17e). At this
time in the test it is believed that structural bending has propagated to this location. As
discussed previously, it is most likely that the offset occurs because of a bending wave, which
Figure 5.16: Failure stress identification diagnostics for sample #R7 at $t = 23.6 \mu s$ corresponding to the frame of maximum tensile stress in the centre of the sample: (a) stress field (MPa) constructed from $\varepsilon_{xx}$, using identified $E_{33}$ ($\sigma_{xx}(\varepsilon_{xx})$), (b) stress field (MPa) reconstructed using the linear stress-gauge equation ($\sigma_{xx}(LSG)$), (c) comparison of stress over time within the virtual gauge, (d) stress-strain curves reconstructed using average stress (linear stress-gauge) and strain within the virtual gauge. The virtual gauge is shown as the black rectangle in (a)-(b).

primarily influences the in-plane strain measurements, but out-of-plane bending contributes little to the in-plane accelerations used to reconstruct stress. However, in this case, the offset is much smaller than in previous tests (see Fig. 5.10), and the region over which three-dimensional effects are witnessed does not reach the fracture location. The agreement between the stress measures shown in Fig. 5.17d gives confidence in the identified failure stress for this sample of 95 MPa. This represents a nearly 30% increase compared to measurements made under the effect of three-dimensional loading (recall results in Table 5.1).

Comparing these revised alignment tests to the previous back-to-back experiments shows that the three-dimensional effects cause failure stress to be underestimated by at least 30%. Under improved alignment conditions, the average failure stress was 104 MPa and measurement consistency was dramatically improved (COV < 7\%) as listed in Table 5.2. This level of consistency is remarkable given that the strain rates are on the order of $5 \times 10^3$-1$ \times 10^4$ s$^{-1}$. This is significantly lower than the reported scatter in the previous study by the authors (COV = 21\% [38]) and the quasi-static characterisation (COV = 13\% [132]). These results highlight the importance of test alignment for failure stress measurements.

5.5 Summary

As part of ongoing development of the image-based inertial impact (IBII) tests, it was important to understand the limitations of the experimental setup and validity of the two-dimensional assumption required to use full-filed measurements for material characterisation. Using two
Figure 5.17: Failure stress identification diagnostics for sample #R4 $t = 18 \mu s$ corresponding to the frame of maximum tensile stress at the location of fracture: (a) stress field (MPa) constructed from $E_{xx}$, using identified $E_{33}$ ($\sigma_{xx}(E_{xx})$), (b) stress field (MPa) reconstructed using the linear stress-gauge equation ($\sigma_{xx}(LSG)$), (c) comparison of stress over time within the virtual gauge at the fracture location, (d) stress-strain curves reconstructed using average stress (linear stress-gauge) and strain within the virtual gauge at the fracture location, (e) comparison of stress over time within the virtual gauge at $x/L = 0.67$, (f) stress-strain curves reconstructed using average stress (linear stress-gauge) and strain within the virtual gauge at $x/L = 0.67$. The black rectangles in solid and dashed lines in (a)-(b) respectively represent the virtual gauge at the location of fracture, and in the region where the unloading and loading responses differed and non-linearity was measured at peak compression load.

synchronised, ultra-high-speed cameras combined with full-field measurements from both sides of the sample, it was possible to identify cases where the assumption of uniform through-thickness behaviour was not satisfied. To the authors’ knowledge, this is the first time such a study has been performed in dynamics. Some recommendations for future test design can be drawn from these results, which are briefly discussed along with the key findings from this chapter in the points below.

- Results show that when the waveguide and projectile were misaligned between 0.8-1.2°, a bending wave was introduced into the sample after the wave reached the free edge.
This non-uniform loading through-the-thickness was shown to have a substantial effect on stiffness identified from individual tests (difference between faces up to 20%), but a lesser effect over several samples (difference between average identifications was at most 4%, with COV = 3-4%).

- A mirror system in the capture chamber was used to extend the alignment procedure to account for out-of-plane misalignments to within 0.2°.

- Follow-up experiments with a single camera showed a significant improvement in consistency for measurements of the interlaminar stiffness and failure stress at strain rates on the order of $3\times10^3 \text{ s}^{-1}$. Scatter on interlaminar failure stress measurements (6.6%) were much improved compared to the previous study by the authors (21%, respectively) [38], which highlights the importance of two-dimensional loading for accurate failure stress measurements.

- Comparison of these experiments to tests with back-to-back measurements allowed us to estimate the bias introduced by the three-dimensional loading on stiffness and failure stress measurements. The identification of stiffness under three-dimensional loading was biased by 4% at most on average. The effect on failure stress was much larger as the bending stress was not captured by the linear stress-gauge reconstructions on each face, causing failure stress to be underestimated by 30% on average.

- The two sets of experiments under different amounts of misalignment were useful in establishing diagnostics for detecting issues with three-dimensional loading from single-sided measurements. This included analysis of the unloading behaviour of the stress-strain curves along the sample, and a divergence of stress reconstructed from strain and acceleration in the failure stress diagnostics.

- Single-sided failure stress diagnostics provide an excellent indication of when the loading becomes three-dimensional. In the current tests this appeared as a divergence between stress and strain after the wave reflects. If this is observed in measurements at the fracture location, the failure stress needs to be interpreted with caution as it could be underestimated by at least 30%.

- If one has the flexibility to machine longer samples (e.g.: for in-plane testing), the Saint-Venant effect can be better exploited by measuring the behaviour only over the region of the sample where three-dimensional effects are minimal. In the case of the interlaminar tests where the length is limited, it is important to design the test such that fracture occurs nearer to the free-edge, and that alignment is as good as possible to enable more of the sample to be used for stiffness identification. With the new alignment procedure it was possible to make unbiased measurements over approximately half of the sample ($x < 10 \text{ mm}$).

Having quantified the effect of out-of-plane loading and developed an improved alignment procedure to mitigate these effects. The next objective was to extend the IBII test principle to measure the interlaminar shear moduli, as presented in Chapter 6.
Chapter 6

IBII Test for Interlaminar Shear Moduli

6.1 Overview

This chapter describes the design and experimental validation for a new interlaminar IBII test for measuring the HSR shear moduli. Section 4.2 describes the implementation of the numerical simulations to design the test configuration. The materials and experimental setup are presented in Section 4.3. The image deformation framework used for quantifying experimental errors introduced by the imaging system, grid rotation and smoothing is the focus of Section 4.4. The image deformation simulations are also used to select smoothing parameters which minimise the error for stiffness identification. Experimental results are presented and discussed in Section 4.5, and Section 4.6 summarises the key outcomes from the third phase of this project. Note that All data supporting this chapter are openly available from the University of Southampton repository at: https://doi.org/10.5258/SOTON/D1092.

6.2 Test Principle

Here, a simple rectangular geometry can be used to exploit the compressive pulse loading, and specimen inertia to generate shear in the region of the sample overhanging the waveguide (see Fig. 6.1). As the material adjacent to the waveguide is loaded by the pulse, the overhanging region will remain stationary until the shear wave has reached the top of the sample allowing shear to build up in the region near the waveguide. As in the IBII tension/compression test, a grid is deposited onto the sample and the overhanging region is imaged with an UHS camera to measure the dynamic, kinematic behaviour of the material. Displacement fields are used to compute strain and acceleration maps, which encode information about the constitutive behaviour in shear.

The relevant theory for implementing the VFM for identification of the interlaminar shear modulus directly from the fields was described in Sec. 3.5 and is, therefore, omitted here for conciseness. The following section describes the use of simulated experiments to select optimal experimental parameters for the test.
6.3 Numerical Test Design

6.3.1 Design objectives

The objective was to design a test to characterise the HSR interlaminar shear modulus using a configuration that requires minimal preparation/machining while still enabling full-field measurements. To be consistent with the interlaminar IBII tension/compression test (Chapter 4), the same 18 mm thick carbon/epoxy unidirectional pre-preg laminate (MTM45/AS4-1) was used. For orthotropic materials the shear response in the material coordinates is decoupled from the other in-plane stiffness parameters (Sec. 3.2). Therefore, the shear modulus should be identifiable from any configuration where significant shear is generated.

Following from the basic impact configuration in previous interlaminar IBII tests, the most intuitive configurations is to use a rectangular sample where part of the sample overhangs the waveguide in a type of ‘short-beam shear’ configuration. The configuration most suitable to the given camera spatial resolution (400x250 pixels), and minimum printable grid pitch (0.337 mm) are those having an overhang geometry of 18 mm x 12 mm (for 7 pixels/period grid sampling). The design was simplified by replacing the projectile, waveguide and sabot with a uniform pulse loading over part of the specimen as shown in Fig. 6.2 to better represent the experimentally-observed temporal evolution of the pulse. Using available waveguides and projectiles, the design space consisted of the two geometries listed in Table 6.1, and two pulse lengths, giving four total configurations.

Table 6.1: Specimen configurations considered in the design of an interlaminar IBII shear test

<table>
<thead>
<tr>
<th>Config</th>
<th>(H_{WG}) (mm)</th>
<th>(H_T) (mm)</th>
<th>(H) (mm)</th>
<th>(L) (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25</td>
<td>37</td>
<td>12</td>
<td>18</td>
</tr>
<tr>
<td>2</td>
<td>45</td>
<td>57</td>
<td>12</td>
<td>18</td>
</tr>
</tbody>
</table>

6.3.2 Numerical simulation

Each configuration was simulated in three-dimensions using ABAQUS/Explicit v.6.14-3. Eight-node brick elements with reduced integration (C3D8R) were used in all simulations. The time step was allowed to vary automatically, with outputs generated every 0.2 \(\mu\)s to represent imaging at 5 MHz with the Shimadzu HPV-X camera. A small amount of numerical damping (\(\beta\)) is required to control numerical, high frequency oscillations in explicit simulations. The mesh size
and $\beta$ damping coefficient were selected through separate convergence studies. The optimal values were chosen based on convergence of the computed average shear stresses and the stress averages reconstructed using the stress-gauge equation (Eq. (3.50)). These studies resulted in a mesh size of 0.2 mm and $\beta$ damping of $10^{-8}$ s. The material properties and relevant simulation parameters are listed in Table 6.2.

A 25 $\mu$s pulse, with an amplitude of 125 MPa was used to represent the loading pulse from a 25 mm projectile travelling at 35 m/s from [37]. The rise time is assumed to be half of the pulse period based on experimentally observed pulses. Similarly, the simulated pulse for a 10 mm long projectile is based on the experimental pulse measured in [38]. Both pulse profiles are shown in Fig. 6.3. The effect of sample geometry and pulse duration on the amount of shear generated in the sample are investigated in the following section.

![Figure 6.2: Simplified test configuration of proposed shear test with an applied pressure pulse used in design studies](image)

![Figure 6.3: Simulated pulses applied uniformly on the face of the sample in contact with the waveguide](image)
Table 6.2: Material properties and simulation parameters for the interlaminar IBII shear test

<table>
<thead>
<tr>
<th>Material: AS4-145/MTM45-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{11}$ (GPa)</td>
</tr>
<tr>
<td>$E_{22}$ (GPa), assumed equal to $E_{33}$</td>
</tr>
<tr>
<td>$E_{33}$ (GPa)</td>
</tr>
<tr>
<td>$G_{13}$ (GPa)</td>
</tr>
<tr>
<td>$G_{23}$ (GPa), assumed equal to $G_{13}$</td>
</tr>
<tr>
<td>$\nu_{13}$ (–)</td>
</tr>
<tr>
<td>$\nu_{23}$ (–)</td>
</tr>
<tr>
<td>Specimen height, $H_T$ (mm)</td>
</tr>
<tr>
<td>Specimen length, $L$ (mm)</td>
</tr>
<tr>
<td>Specimen thickness, $e$ (mm)</td>
</tr>
<tr>
<td>Density, $\rho$ (kg m$^{-3}$)</td>
</tr>
</tbody>
</table>

Simulation parameters

<table>
<thead>
<tr>
<th>Element type</th>
<th>C3D8R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mesh size (mm)</td>
<td>0.2</td>
</tr>
<tr>
<td>Beta damping (s)</td>
<td>$10^{-8}$</td>
</tr>
<tr>
<td>Bulk viscosity damping, $b_1$, $b_2$</td>
<td>0, 0</td>
</tr>
<tr>
<td>Output time step ($\mu$s)</td>
<td>0.2</td>
</tr>
<tr>
<td>Time increment</td>
<td>Automatic</td>
</tr>
<tr>
<td>Pulse durations ($\mu$s)</td>
<td>10, 25</td>
</tr>
<tr>
<td>Pulse amplitude (MPa)</td>
<td>125</td>
</tr>
</tbody>
</table>

$^a$: from [132]
$^b$: interlaminar measurements using IBII test [38]
$^c$: measured using IOSIPESCU tests (Sec. 6.6.1)
$^d$: measured using a micro balance and water immersion
$^*$: average in-plane shear modulus

6.3.3 Effect of geometry

The stress-strain space populated by each configuration (Fig. 6.4) was used as an initial metric to evaluate shear activation as a function of geometry and pulse duration. In general, Fig. 6.4 shows that the peak shear stress increases with increasing waveguide diameter and pulse duration. Configuration 1 with a 10 $\mu$s pulse is the only configuration which creates a full load-unload cycle, which explains why a larger region of the stress-strain space is populated. This occurs because the specimen length and pulse are short enough that the shear wave reflected from the top and bottom edges causing the material to fully unload and re-load in shear. This is not observed in configuration 2 (Table 6.1) since the shear wave must travel further before it reflects from the bottom edge, thus limiting the amount of unloading that occurs within the simulated time frame.

Increasing the specimen length provides some advantage for increased shear loading, but its effect is smaller than pulse duration. This is illustrated in Fig. 6.5 for configuration 2, which shows the temporal evolution of axial and shear stress in the sample near the bottom of the overhang ($x = L/2$, $y = 0.95H$) for both pulses. For the 10 $\mu$s pulse, $\sigma_{xy}$ monotonically increases up to a maximum at approximately 8 $\mu$s, which corresponds to peak compressive $\sigma_{xx}$. The maximum shear stress is limited by the local $\sigma_{xx}$ becoming tensile as the reflected wave superimposes with the release wave on the back edge of the pulse. This is expected since the 10 mm projectile was designed to load the sample to failure in tension [38]. When the pulse is longer, the superposition of the reflected wave from the free edge and the incoming compressive pulse prevents full unloading and enables shear stress to continue to build up in the sample. In this case, peak shear stress increases by 40% by increasing the pulse length from 10 $\mu$s to 25 $\mu$s. However, the extension of this is limited as simulations with a longer input pulse (40 $\mu$s) show little benefit for increasing peak shear stress. This is because unloading in shear occurs when the axial stress switches from compression to tensile, which is a function of axial wave speed and specimen length. For pulse durations exceeding 25 $\mu$s the reflected waves superimpose at
Figure 6.4: Full stress-strain space populated from all elements in the overhanging region of the sample for each configuration. Note that the stress-strain data are offset by 2 mm·m⁻¹ for clarity and data within 1 mm × 1 mm of the lower right corner of the sample are omitted to exclude the stress concentration. Note that configuration 2 with the 25 µs pulse gives the highest peak shear stress.

Figure 6.5: The effect of pulse duration on σxy for configuration 2 at the bottom of the overhanging region (x = L/2, y = 0.95H) for 10 µs and 25 µs pulses (pulse amplitude = 125 MPa).

a similar time to form a tensile pulse with a greater amplitude than the input pulse, causing a decrease in shear loading.

The results from the first two studies show that a larger waveguide and longer sample offer some advantage for increasing the maximum shear stress generated in the sample, but the effect is relatively small compared to increasing the pulse duration from 10 µs to 25 µs. Therefore, configuration 2 with a 25 µs will be carried forward for experimental validation. Aside from slight improvements in shear activation, a larger waveguide offers a number of other practical benefits for implementation including: 1) easier to align the specimen on the waveguide, 2) better imaging resolution in alignment shots used to set the position of the support stand (see [136]), and 3) reduced impact speed to generate the same stress pulse. The complete experimental configuration is listed in Table 6.3. The target impact speed of 35 m·s⁻¹ is based on previous tests with this waveguide-projectile configuration [37], which produced a compressive pulse amplitude of approximately 125 MPa. The following section focuses on the
Table 6.3: Selected experimental parameters for the interlaminar IBII shear test

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_P$ (mm)</td>
<td>57</td>
</tr>
<tr>
<td>$L$ (mm)</td>
<td>18</td>
</tr>
<tr>
<td>$H$ (mm)</td>
<td>12</td>
</tr>
<tr>
<td>$L_P$ (mm)</td>
<td>25</td>
</tr>
<tr>
<td>$H_{WG}$ (mm)</td>
<td>45</td>
</tr>
<tr>
<td>$L_{WG}$ (mm)</td>
<td>50</td>
</tr>
<tr>
<td>Impact speed ($\text{m/s}$)</td>
<td>35</td>
</tr>
</tbody>
</table>

Recall Fig. 2.1 for symbol definition

validation of the stiffness identification routines presented in Sec. 3.5 using simulated fields for the selected configuration.

6.4 Numerical validation of stiffness identification routines

Here, the stiffness identification routines described in Sec. 3.5 are validated using the kinematic fields extracted from the finite element model described in the previous section. The same simulation parameters from Table 6.2 were used with the specimen geometry listed in Table 6.3. Displacement, strain and acceleration fields were extracted at 0.2 $\mu s$ time steps from the model, mimicking a sampling at a frame rate of 5 MHz consistent with current experimental capabilities. A sample of these fields is shown at the time corresponding to peak shear stress in Fig. 6.6.

The acceleration fields ($a_x$) were processed using Eq. (3.50) to reconstruct average shear stress at each horizontal cross-section along the overhanging region of the sample. Combining average shear stress with average shear strain at each slice provides the shear stress-shear strain response. An example is shown at $y = 0.95H$ in Fig. 6.7a. Using a linear regression to fit the stress-strain response, the spatial distribution of the shear modulus was extracted along the overhanging region as shown in Fig. 6.7b.

The identification with the manual virtual fields and special optimised virtual fields are shown in Fig. 6.8a and Fig. 6.8b, respectively. A virtual mesh convergence study showed that the shear modulus could be identified with a virtual mesh as coarse as $1 \times 2$ elements, but the best temporal stability was obtained with a $1 \times 5$ mesh. Further refinement provided no benefit at the expense of increased processing time. At the start of the test both identifications are poor when the wave first enters the sample. The stability of the identification is also challenged past 17 $\mu s$ due to low signal as the specimen unloads in shear. This has a larger effect on the manual virtual fields where both terms in Eq. (2.5) approach zero. This is because the manual virtual fields provide a static filter on the fields, whereas the special optimised virtual fields adjust in time according to the locations where strain signal is highest.

The results shown in Fig. 6.7 and 6.8 demonstrate that all stiffness identification methods are able to identify the reference modulus well within 1%. The simulation data serves as a perfect reference for validating the stiffness identification procedures. However, it does not account for experimental errors such as: spatial/temporal resolution of the camera, rigid-body rotation of the grid, and measurement noise. The effect of these parameters on each stiffness identification routine will be studied using synthetic image deformation as described in the following section.
Figure 6.6: Simulated fields for the IBII shear specimen at the time step when peak shear stress is reached at the bottom of the overhang region ($x = L/2, y = 0.95H$): (a): $u_x$ (µm), (b): $u_y$ (µm), (c): $a_x$ (m·s$^{-2}$), (d): $a_y$ (m·s$^{-2}$), (e): $\epsilon_{xx}$ (mm·m$^{-1}$), (f): $\epsilon_{yy}$ (mm·m$^{-1}$), and (g) $\gamma_{xy}$ (mm·m$^{-1}$)

Figure 6.7: (a) Reconstructed shear stress-shear strain curve at $y = 0.95H$, and (b) spatial identification of the shear modulus, $G_{13}$, by fitting the stress-strain curves with a linear regression model

Figure 6.8: Identification of the interlaminar shear modulus, $G_{13}$ from simulated strain and acceleration fields using: (a) manual virtual fields (Eq. (3.53)), and (b) special optimised virtual fields (Eq. (3.55))
6.5 Error quantification using image deformation

In this section image deformation simulations are used to explore the effect of experimental errors on the measured kinematic fields and identification of the shear modulus with the various VFM routines (Sec. 3.5). This section begins by investigating the two main sources of systematic error (apart from the camera itself) including edge data reconstruction and rigid body rotation of the grid. After this, the following section investigates the effects of camera resolution/noise as well as selection of optimal smoothing parameters. The general concepts of the image deformation procedure are described below, but a full description of the process has been well documented [39, 104, 140]. The specific application of the image deformation procedure to the IBII test can be found in [32, 38, 136].

6.5.1 Image deformation procedure

The idea is to generate a set of synthetic black-on-white grid images that are representative of the experimental grids. Here we use an analytical function for the grey level intensity, and a super-sampling interpolation routine described in [38] to create the images. The simulated displacement fields from the FE model in Sec. 6.4 were encoded in these images based on an inter-frame time of 0.2 μs (frame rate of 5 MHz). All parameters required to generate the grid images are provided in Table C.1. Thirty combinations of grey-level noise were added to the images according to typical experimental setup. Each set of images were processed using a range of spatial and temporal smoothing parameters. The systematic error ($\varepsilon_S$) represent the difference between the mean identified stiffness parameter from the 30 cases of noise, and the reference stiffness in the FE model. Random error was defined as the standard deviation of the identification over the 30 cases of noise. The optimal parameters were chosen as those which minimised the total error defined as the absolute value of the systematic error plus or minus two times the random error ($\varepsilon_T = |\varepsilon_S \pm 2\varepsilon_R|$). The errors were normalised by the reference shear modulus as was done in Chapter 4 and in [38].

6.5.2 Shear strain reconstruction at field edges

Grey level images were processed using the same procedure as described in the flow chart in Fig. 4.4 with exception to the way shear strain maps are treated. Full-field displacements from the grid method are unreliable within one pitch of the edge of the grid. This data was replaced by using a linear extrapolation of the data within one pitch of the edge as discussed in Sec. 4.4.5. This approach works well for reconstructing $a_x, a_y, \epsilon_{xx}$ and $\epsilon_{yy}$ fields from $u_x$ and $u_y$, but is less effective for accurately reconstructing shear strains in this region since this is done independently for each row ($u_x, a_x$) or column ($u_y, a_y$). Moreover, the edge effects from the spatial smoothing filter also contaminate the data near the edge. If the shear strains near the edge are left uncorrected, a bias is introduced into the identification routines. Fortunately, it is possible to use the free-edge boundary conditions to reconstruct the shear strain fields along the top and vertical edges of the sample. Here we correct $\gamma_{xy}$ over one pitch plus half of the smoothing window width by linearly extrapolating to zero strain at the free edges, based on the shear strains within one pitch of the corrupted data. The corrected strain fields are then used for stiffness identification.
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6.5.3 Effect of grid rotation

Unlike previous tests where the grid remained aligned throughout the entire test, the loading in this case introduces rotation. This grid rotation creates a bias due to the fact that the phase in the $x$ and $y$ directions are computed in the camera coordinates, which remains fixed while the grid rotates [109]. Badulescu et al. [109] demonstrated that local grid rotations of $1^\circ$ tend to be problematic for accurate strain measurements. In this test grid rotation will occur locally as a result of shear deformation, and also globally when rigid-body rotation of the sample begins. Image deformation simulations are used here as a tool to investigate the temporal evolution of rotation over the field of view, and quantify this effect on the measurement of the kinematic fields and stiffness identification routines.

Using displacement fields derived from phase maps, a map of local grid rotation can be obtained ($\omega_{xy}$). This is shown at three time steps in Fig. 6.9. The simulated shear wave takes $8 \mu s$ to reach the top edge of the sample ($c_s = \sqrt{(G_{13}/\rho)} \approx 1,750 \text{ m s}^{-1}$ plus $1 \mu s$ delay before the load was applied). During this time, the rotation map at $8 \mu s$ (Fig. 6.9a) shows that grid rotation is contained to the region closest to where the loading is applied. As the test progresses rigid-body rotation increases gradually from the impact edge (Fig. 6.9b), and eventually over the entire field of view. At $t = 18 \mu s$ (Fig. 6.9c) the majority of the field has rotated by nearly $0.7^\circ$, and near the impact edge up to $1^\circ$. This level of rotation is significant enough to bias full-field maps, as shown in [109]. Grid rotation in this case requires careful consideration due to the potential compounding effect on strain and acceleration, from which stress is derived.

In order to visually quantify the bias induced by grid rotation on the underlying kinematics the
fields taken directly from FE have been compared to those obtained by grid image deformation. It should be noted that these images also encode the systematic errors arising from the camera temporal/spatial resolution. Acceleration and strain fields derived from grid method displacements are compared to the simulated fields which are interpolated to the camera coordinates in Fig. 6.9d-6.9f and Fig. 6.9g-6.9i, respectively. From Fig. 6.9d-6.9i it is clear that there is minimal bias in the calculation of strain and acceleration prior to the onset of rigid-body rotation \( (t = 8 \, \mu s) \). For a period of time after the onset of rotation at the impact edge the difference between the fields from simulation and synthetic grid images is contained near the impact edge where shear loading is highest \( (up \, to \, t = 13 \, \mu s) \). However, as rigid-body rotation ramps up, large differences are observed in shear strain fields and acceleration fields near the top edge at \( t = 18 \, \mu s \).

While it would appear that grid rotation does not become problematic until late in the test, reconstructed shear stress-strain curves at different cross-sections indicate that the effects are measurable early on and that the effect varies with position as shown in Fig. 6.10. For \( y/H = 0.90 \), the reconstructed behaviour first diverges from the simulated response at approximately 13 MPa, whereas at \( y/H = 0.3 \) this occurs almost immediately. It was found that the divergence of the stress-strain response roughly correlated with a width-averaged rotation of 0.10°. When width-averaged rotation reached this value, local grid rotations near the impact edge approached 0.7-1°, at which point the bias becomes measurable in stress strain curves. This agrees with the local grid rotation threshold of 1° cited by [109]. A width-averaged rotations of 0.10° was used to threshold the stress-strain data at each section in the sample to mitigate the effect of grid rotation on the stiffness identification. Width-averaged rotation is used rather than a local rotation threshold since strain and acceleration, from which stress is derived, are also averaged across the width.

The identification of the shear modulus along the height of the sample using a rotation threshold of 0.10° is shown in Fig. 6.11. Also shown is the identification from the full stress-strain response at each section to illustrate the reduction in bias by implementing a rotation threshold. The small oscillations in the identifications have a spatial frequency equal to that of the grid pitch and are believed to be caused by parasitic fringes in the strain maps arising from grid rotation as discussed in [109]. Even with the rotation threshold, it is very difficult to identify stiffness from areas near the top edge of the sample, but it can be identified reliably over roughly half of the sample closest to the top of the waveguide. With no rotation threshold the reference modulus is never identified successfully. Since rigid-body rotation begins once the shear wave reaches the top edge, the stress-strain response measured near to this edge becomes quickly
biased by rigid-body rotation. The signal-to-noise ratio in this region is also poorer than near the bottom of the sample, and therefore, the measurements are more sensitive to grid rotation. To reduce the systematic error on the identified shear modulus the spatial average is based on data from the lower half of the region of interest \((y/H = 0.5-0.85)\). When no correction is applied the shear modulus is identified as 4.39 GPa (10% error), whereas the rotation threshold over a limited field of view results in an identified shear modulus of 4.8 GPa and a systematic error of 2%.

![Figure 6.11: Spatial identification of shear modulus from synthetic images with no noise and no smoothing using the full stress-strain response, and with a width-averaged rotation threshold of 0.10°](image)

Grid rotation influences the identifications with the manual and special optimised virtual fields in a similar way as shown in Fig. 6.12. The two virtual fields are able to roughly identify the reference modulus over a very limited window from \(t = 3-7 \mu s\), but the identifications rapidly decrease between \(t = 7-9 \mu s\) as the rigid-body rotation of the gauge region begins. Following this, the identifications stabilise over a longer time frame \((t = 10-20 \mu s)\). As will be shown later, the narrow range of time where the reference modulus can be approximately resolved \((t = 3-7 \mu s)\) is much less evident in identifications from experimental images contaminated with noise. Therefore, when selecting optimal smoothing parameters, as discussed in the following section, the results are based on the time frame of \(t = 10-20 \mu s\) where the identifications are more robust. For perfect images, the manual and special optimised virtual fields identify the shear modulus to be 4.45 GPa and 4.52 GPa, representing a bias of 9% and 8%, respectively.

In the following section, the effects of grey level noise and spatial and temporal smoothing are added to the synthetic images to quantify their effect on the identification of the shear modulus with each of the VFM routines. This provides a robust way to select optimal spatial and temporal smoothing parameters, and obtain estimates of uncertainty associated with identifications from experimental images.

### 6.5.4 Selection of optimal smoothing parameters

The optimal parameters were determined as those which minimised the total error on the identification of \(G_{13}\) relative to reference value in the finite element model. The spatial smoothing windows considered here range from 0 to 69 pixels (standard deviation ranging from 0 to 17 pixels), and the temporal windows ranged from 0 to 21 frames. Note that spatial smoothing is applied to the displacement fields prior to spatially differentiating to calculate strain and temporal smoothing is applied separately to the raw displacement fields prior to temporally
differentiating to obtain acceleration. Total error maps for each of the identification procedures as a function spatial and temporal smoothing windows are presented in Fig. 6.13.

Note that the total error on the identification of the shear modulus does not fall to zero when no smoothing is applied due to systematic errors from the camera (spatial and temporal resolution) as well as grid rotation as described in Sec. 6.5.3. Interestingly, the application of some spatial smoothing seems to compensate for the initial underestimation of the modulus from the special optimised virtual fields and stress-strain curve identifications. This same effect leads to a greater error on the manual virtual fields identification, which already overestimated the modulus when no smoothing was applied. The sensitivity to spatial smoothing is much larger than the sensitivity to temporal smoothing. In the case of identifications from stress-strain curves, this is likely due to low signal-to-noise in the strains used in the identification. The sensitivity to noise on acceleration is mitigated by the fact that the stress is calculated from a spatial average over the surface, whereas noise sensitivity will be higher for strain (i.e.: spatial smoothing) since strain is only averaged over a line. Moreover, as spatial smoothing increases a larger region is contaminated by filter edge effects near the edges of the sample. Based on the presented design study, the best compromise on total error for the special optimised virtual fields and stress-strain curve identifications is obtained by selecting a spatial smoothing window of 25 pixels and a temporal smoothing window of 5 frames. The estimated systematic error for identifications from special optimised virtual fields, manual virtual fields and stress-strain curves is 1.1%, 0.5% and 2.7% respectively. The typical measurement performance for experimental images processed with these smoothing parameters is listed in Table C.2.
6.6 Materials and Experimental Setup

6.6.1 Quasi-static test setup

The MTM45-1/AS4-145 material selected for this study has been extensively characterised in [132] under quasi-static conditions. While the in-plane shear modulus is reported in [132] the interlaminar shear modulus is not. Therefore, to assess the strain rate sensitivity the quasi-static shear modulus was measured in-house using the quasi-static Iosipescu (or V-notch shear) test [145]. Five samples were cut from the 1-3 interlaminar plane using a diamond coated cutting wheel. The nominal dimensions were 76.2 mm × 18.3 mm (length × width) and the thickness of the samples ranged from 2.2 mm to 3.3 mm. The notches were waterjet cut according to the dimensions in Fig. 6.14.

All samples were instrumented on both sides with a Tokyo Measuring Instruments Lab (TML) FCA-1-23-120 0/90 strain rosette mounted at 45° in the centre of the notched region. The position and orientation of the gauge was checked by analysing images of the gauge taken with a microscope to ensure tolerances were within that used in [146]. The gauges were oriented within 45° ±0.6°, and within ±0.3 mm from the centre in the horizontal and vertical directions. The quasi-static stiffness was measured by loading the samples at a rate of 0.5 mm/min using the rig shown in Fig. 6.15.

Specimens were susceptible to through-thickness strain heterogeneity, as described in [142], since the loading was applied on the as-manufactured top and bottom surfaces of the laminate. Therefore, great care was taken when clamping the specimens in the fixture to mitigate this effect. Additionally, the specimens were loaded and unloaded several times to check the consistency of strain measurements. The specimen was taken out and re-installed when through-thickness effects were evident (opposite polarity of strain measurements on the front
Figure 6.16: Results from Iosipescu shear tests for quasi-static characterisation of specimen #5: (a) stress-strain curves measured on front and back faces, and with back-to-back averaging, (b) evolution of tangent modulus with shear strain to determine shear modulus for the test. Note that a non-uniformity correction was applied to strains according to [146]

Table 6.4: Interlaminar shear modulus for MTM45-1/AS4-145 measured at quasi-static conditions

<table>
<thead>
<tr>
<th>Specimen #</th>
<th>G_{13} (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.91</td>
</tr>
<tr>
<td>2</td>
<td>5.05</td>
</tr>
<tr>
<td>3</td>
<td>5.17</td>
</tr>
<tr>
<td>4</td>
<td>4.77</td>
</tr>
<tr>
<td>5</td>
<td>4.78</td>
</tr>
</tbody>
</table>

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>4.93</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>0.17</td>
</tr>
<tr>
<td>COV (%)</td>
<td>3.5</td>
</tr>
</tbody>
</table>

and back face upon loading). This was repeated to eliminate slack in the fixture. Back-to-back strain measurements were used to account for the through-thickness heterogeneity, with the modulus taken from average stress-strain curves. A correction factor of 0.923 was applied to the measured modulus values according to [146] to account for strain non-uniformity over the gauge section. Representative examples of average shear stress ($\bar{\sigma}_{xy} = F/A_{\text{notch}}$) plotted against strain measured on each face and using back-to-back averaging are shown in Fig. 6.16a.

The strain threshold for identification of the shear modulus was determined by calculating the tangent modulus over a sliding strain window of 0.02% strain. At the onset of non-linearity a notable decrease in tangent modulus was observed as shown in Fig. 6.16b. The shear modulus for the test was taken as the average value up to strains where the tangent modulus decreased by more than 5% (between 0.1-0.2% strain for specimen #5 in Fig. 6.16). Table 6.4 summarises the measured shear modulus from all samples.

6.6.2 High strain rate test setup

All experiments were performed using the purpose-built gas gun and general experimental procedure described in [136]. The reservoir pressure was set for a nominal impact speed of 35 m·s^{-1}. The waveguide support stand was aligned to within 0.20 mm and 0.20° for position and angular alignments, respectively using the procedure outlined in [136]. Samples were cut as thin strips (nominally 2.5 mm in thickness), 57 mm in length from the 1-3 interlaminar plane of an 18 mm thick MTM45-1/AS4-145 laminate. Cuts were made with a Streurs E0D15 diamond saw with the automated stage set to a low feed rate of 0.1 mm·s^{-1} to reduce the likelihood of inducing machining defects. A thin coat of white paint (typ. 20 µm thick) was
first applied to the samples followed by black grids deposited onto the painted surface using a Canon Océ Arizona 1260 XT flat bed printer. The grids had an average pitch spacing of 0.337 mm. More information of the grid printing process can be found in [136]. Samples were bonded to a 45 mm diameter aluminium 7075-T6 waveguide using cyanoacrylate glue with a set square used for alignment during bonding. The bottom edge of the sample was aligned with the bottom of the waveguide.

A Shimadzu HPV-X camera with a Sigma 105 mm lens was used to image the region on the sample which extended above the top of the waveguide at a frame rate of 5 MHz. Lighting was provided by a Bowens Gemini 1000Pro flash triggered using the light gates as described in [136]. The camera stand-off was adjusted iteratively using a series of static images such that the grid (pitch = 0.337 mm) was sampled by exactly 7 pixels/period. To minimise the fill-factor effect the images were intentionally blurred as in [32, 37, 38]. Blurring was considered sufficient when no significant parasitic fringe patterns were visible in the strain fields calculated using a static image of the grid in the reference position, and an image with the camera displaced 1 mm out-of-plane. The optical setup and a specimen mounted on the support stand in the capture chamber are shown in Fig. 6.17.

### 6.7 Experimental Validation

#### 6.7.1 Measured kinematic fields

This section presents full-field maps of acceleration and strain for a typical specimen at three time steps. The $\epsilon_{yy}$ fields are not included as the strains are below the noise floor due to the high lateral stiffness of the fibres. Raw images and maps of all displacement, strain and acceleration components are provided as supplementary material to this article.

Unlike the tension/compression configuration in Chapter 4, the pulse is not as distinguishable in the accelerations as the wave disperses into the part of the sample overhanging the waveguide. As the axial wave is applied to the material the shear loading is introduced beginning at the concentration at the top of the waveguide ($t = 8 \mu s$). As the axial pulse reflects from
the free-edge, the shear loading begins to increase and the acceleration fields become highly heterogeneous ($t = 13 \, \mu s$). The shear pulse lags behind the axial pulse due to the lower shear wave speed, resulting in a gradual build up of shear strain. The axial pulse traverses the specimen width approximately twice prior to reaching maximum shear strain, which is shown in the fields at $16.4 \, \mu s$.

The rotation maps ($\omega_{xy} = 1/2(\partial u_y/\partial y - \partial u_y/\partial x)$) for specimen #1 are shown in Fig. 6.20 for the same three time steps. The map at 8 $\mu s$ (Fig. 6.20a) shows a very similar behaviour to that predicted with the image deformation simulations, with grid rotation contained to the region closest to the loading prior to the shear wave reaching the top edge of the sample. The rotation gradually increases from the impact edge (Fig. 6.20b) towards the centre of the sample, and before rigid-body rotation becomes significant and rotation increases over the entire field of view. At $t = 18 \, \mu s$ (Fig. 6.20c) the rotation reaches up to $1^\circ$ at the loading edge. While it is difficult to directly compare the image deformation to the experimental maps the simulations appear to be a good representation of the physical behaviour.

The acceleration maps (Fig. 6.18) highlight the inertial effects present in the test, with values reaching almost $10^7 \, m/s^2$. While such inertial effects would be problematic with existing test methods, the use of full-field measurements and the VFM allows us to identify the shear modulus directly from heterogeneous fields, as demonstrated in the following section.

### 6.7.2 Reconstructed stress-strain curves

Shear stress-strain curves reconstructed using the stress-gauge equation (Eq. (3.50)) and width-averaged shear strains ($\overline{\gamma_{xy}}$) are shown at four cross-sections for specimen #1 and #4 in Fig. 6.21. From impact speed of approximately $35 \, m/s$ it was possible to consistently generate up to $60 \, MPa$ of width-average shear stress in the sample. The effect of grid rotation in the stress-strain response is most notable at $y/H = 0.72$ and 0.90, where the response artificially softens beyond $3-4 \, mm/m^-1$. While it is not possible to reliably characterise the full material behaviour (because of spurious grid rotation), the measured stress-strain response does provide some indication that onset of non-linear material behaviour is delayed at high strain rates. For example, a linear behaviour is measured up to $4 \, mm/m^-1$ at $y/H = 0.90$ for specimen #1 (Fig. 6.21d), whereas non-linearity was measured in the quasi-static tests beyond $2 \, mm/m^-1$. 

![Figure 6.18: Acceleration fields ($a_x$, $a_y$) ($m/s^2$) for specimen #1 measured at three time steps](image-url)
Figure 6.19: Strain fields ($\epsilon_{xx}$, $\gamma_{xy}$) (mm·m$^{-1}$) for specimen #1 measured at three time steps

Figure 6.20: Rotation fields ($\omega_{xy}$) (deg.) for specimen #1 measured at three time steps

(Fig. 6.16). Using a grid rotation threshold described in Sec. 6.5.3, it is possible to characterise the initial linear elastic behaviour of the material from the stress-strain curves as described in the following section. Identification of the shear modulus with the manual and special optimised virtual fields are also presented.

Figure 6.21: Stress-strain curves for specimen #1 ((a)-(d)) and #4 ((e)-(h)) reconstructed from measured strain and acceleration fields at different positions along the length of the sample
6.7.3 Stiffness identification

The shear modulus is identified from the stress-strain response measured at each cross-section using the slope of a linear regression fit up to 0.10 of width-averaged grid rotation. The spatial distribution of the shear modulus along the length of each sample is shown in Fig. 6.22a. Note that data is excluded within one spatial smoothing kernel at the free edge and impact edge. The spatial identification of the shear modulus is remarkably consistent across all five samples. The identification monotonically increases towards \( y/H = 1 \), as shown by the image deformation simulations in Fig. 6.11. To mitigate the bias on the identification, the average value over \( y/H = 0.50-0.85 \) is taken as the value for the test. Over all samples an average value of 5.69 GPa was measured with remarkable consistency (coefficient of variation (COV) = 3.7%) compared to reported measurements in the literature at similar strain rates. For example, in [10, 44, 45] the range of values reported varied by up to approximately 10-30% relative to the mean shear modulus over all tests.

The shear modulus was also identified from the manual and special optimised virtual fields. Note that both methods were used to identify the shear modulus using spatial smoothing of 25 pixels and temporal smoothing of 5 frames. The temporal identifications from each of these approaches are shown in Fig. 6.22b and 6.22c. Note that data at the start of the test is excluded where the signal-to-noise ratio is low. Similar to the stress-strain curves identifications, the temporal evolution of the shear modulus with each set of virtual fields are very consistent across all samples. As predicted by the image deformation simulations, the manual virtual fields over-predict the shear modulus compared to the special optimised virtual fields. The shear modulus value for each test was taken as the average temporal identification over \( t = 14-20 \mu s \) where the identification was most stable. This resulted in an average shear modulus over all samples of 5.82 GPa (COV = 3.1%) and 5.51 GPa (COV = 2.9%) from the manual and special optimised virtual fields, respectively. A summary of the measured shear modulus on all six samples is provided in Table 6.5.

The shear strain-strain rate space populated by the test is shown in Fig. 6.23 between \( t = 10-25 \mu s \) when the signal is highest. This test specimen primarily populates strain up to 5 mm·m\(^{-1}\) and strain rates up to \( 1.5 \times 10^3 \) s\(^{-1}\); however strains up to 12 mm·m\(^{-1}\) and strain rates up to \( 3.5 \times 10^3 \) s\(^{-1}\) are measured. The range of strain rates seen by the material makes it challenging to assign a single strain rate value to the measurements of shear modulus. Therefore, two metrics are provided as effective strain rates for the measurements: 1) a shear-strain weighted strain rate \( \left( \dot{\gamma}_{xy}^W \right) \) (Eq. (6.1)) and and 2) the peak width-averaged shear strain rate \( \left( \dot{\gamma}_{xy}^* \right) \).

The weighted average is believed to be a more representative measure of the effective strain rate since more emphasis is given to the areas with higher strain magnitude, which contribute most to the identification of the shear modulus. Both strain rate values reported in Table 6.5 represent the maximum of each metric over \( t \leq 20 \mu s \) (threshold for manual and optimised virtual fields identifications), excluding data from within one smoothing kernel of the edges of the field of view.

\[
\dot{\gamma}_{xy}^W = \frac{\sum^S \dot{\gamma}_{xy} \cdot \dot{\gamma}_{xy}}{\sum^S \dot{\gamma}_{xy}} 
\]  

(6.1)

Since the spatial and temporal smoothing parameters were selected to minimise the error on the special optimised virtual fields identification, this value is used to comment on the effect of strain rate on the shear modulus. The measured averaged stiffness of 5.5 GPa at an average strain rate on the order of \( 1.6 \times 10^3 \) s\(^{-1}\) represents a 12% increase compared to the quasi-static modulus.
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Figure 6.22: Identification of the interlaminar shear modulus, $G_{13}$: (a) fitting stress-strain curves using a width-average rotation threshold of 0.10°, (b) manual virtual fields (Eq. (3.53)), and (b) special optimised virtual fields (Eq. (3.55)).

Figure 6.23: Shear strain-strain rate space populated by specimen #1, excluding one smoothing kernel plus one pitch from the edges, between $t = 10$-25 µs where the signal is highest. The colour map denotes number of occurrences. Note that strain rate on average over the field reaches $1 \times 10^3$ s$^{-1}$ and locally up to $3.5 \times 10^3$ s$^{-1}$.
of 4.9 GPa (see Table 6.4). These experiments demonstrate the usefulness of the IBII test methodology, which can provide remarkably consistent measurements of the shear modulus from heterogeneous fields and at strain rates where existing test methods are unreliable due to inertial effects. The measured strain rate sensitivity is difficult to compare with the literature as, to the authors’ knowledge, no interlaminar HSR data are available for AS4-145/MTM45-1. Moreover, the limited studies in the literature using the SHPB can only report an ‘apparent modulus’ since it is necessary to assume the loading is pure shear. The strain rate sensitivity measured here does fall within the range reported for unidirectional composites for in-plane [147] and interlaminar planes [13, 147]. However, the data is highly scattered in these studies (sensitivity between -14% and +33%) and does not offer a meaningful comparison. The measured values of $G_{13}$ from the three VFM approaches fall within 5% of each other. This comparison can be considered as a type of self-validation of the measurements reported here, however, it would be interesting to test another composite system with the proposed IBII test for comparison.

### 6.8 Summary

This chapter has presented the design and experimental validation of an IBII test to measure the interlaminar shear modulus at strain rates on the order of $1.6 \times 10^3$ s$^{-1}$. This represents an important first step in establishing a new set of IBII tests aimed at stiffness identification at high strain rates. The key results from this study are summarised below:

- A simple short-beam shear configuration was used to activate the interlaminar shear behaviour and measure the shear modulus at high strain rates.

- Explicit dynamic simulations were used to perform a design study to identify the optimal test configuration based on available waveguide and projectiles.

- Pulse duration was found to have a large influence on the amount of shear introduced into the sample. A longer pulse delayed the onset of tensile axial loading, allowing more shear to build up in the sample.

- An image deformation framework was presented to quantify the effects of grid rotation, spatial resolution and smoothing on the identification of the shear modulus using three different virtual fields method routines.

<table>
<thead>
<tr>
<th>Specimen</th>
<th>$G_{13}^{ss}$ (GPa)</th>
<th>$G_{13}^M$ (GPa)</th>
<th>$G_{13}^O$ (GPa)</th>
<th>$\dot{\gamma}_{\text{ref}}^W$ (s$^{-1}$) ($\times 10^3$)</th>
<th>$\dot{\gamma}_{\text{ref}}^\gamma$ (s$^{-1}$) ($\times 10^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.96</td>
<td>5.98</td>
<td>5.63</td>
<td>1.7</td>
<td>-2.1</td>
</tr>
<tr>
<td>2</td>
<td>5.55</td>
<td>5.85</td>
<td>5.58</td>
<td>1.3</td>
<td>-1.6</td>
</tr>
<tr>
<td>3</td>
<td>5.89</td>
<td>5.91</td>
<td>5.56</td>
<td>1.8</td>
<td>-2.4</td>
</tr>
<tr>
<td>4</td>
<td>5.54</td>
<td>5.57</td>
<td>5.23</td>
<td>1.6</td>
<td>-1.9</td>
</tr>
<tr>
<td>5</td>
<td>5.53</td>
<td>5.63</td>
<td>5.53</td>
<td>1.8</td>
<td>-2.4</td>
</tr>
<tr>
<td>Mean</td>
<td>5.69</td>
<td>5.82</td>
<td>5.51</td>
<td>1.6</td>
<td>-2.0</td>
</tr>
<tr>
<td>SD</td>
<td>0.21</td>
<td>0.18</td>
<td>0.16</td>
<td>0.22</td>
<td>0.37</td>
</tr>
<tr>
<td>COV (%)</td>
<td>3.7</td>
<td>3.1</td>
<td>2.9</td>
<td>13.3</td>
<td>18.1</td>
</tr>
<tr>
<td>Diff. to QS (%)</td>
<td>16</td>
<td>19</td>
<td>12</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
• A new set of special optimised virtual fields was developed and successfully validated for the direct identification of the interlaminar shear modulus.

• The proposed test configuration was experimentally validated. An average shear modulus of 5.5-5.8 GPa (COV = 2.9-3.7%) across all three identification routines was measured at strain rates on the order of $1.6 \times 10^3$ s$^{-1}$, which represents an increase of 12% compared to the quasi-static modulus.

This study highlights the usefulness of image-based test methods for identifying the shear modulus from heterogeneous, dynamic kinematic fields. The proposed test configuration has shown that the shear modulus can be measured with remarkable consistency at strain rates that are well above what is possible with existing test methods. The next section presents some limitations of the IBII tests identified from this work, and discusses some of the exciting prospects for future development of the IBII test for more comprehensive characterisation of composites at high strain rates.
Chapter 7

Discussion and Conclusions

This project exemplifies the potential of test methods developed around full-field imaging to expand the range of strain rates where composite interlaminar properties can be reliably characterised. As part of the test development process, some limitations have been identified, which are discussed in this section. This is followed by a summary of possible future investigations to improve the test method and alternative test configurations for more comprehensive material characterisation. Concluding statements are then provided, along with a list of contributions resulting from this project.

7.1 Limitations

7.1.1 Limitations on strain rate

Since this test method relies on surface measurements it is necessary to assume that the test is two-dimensional. This work has shown that with careful control of the impact alignment, this assumption holds over much of the sample up to strain rates on the order of $3-5 \times 10^3$ s$^{-1}$. While the exact upper threshold on strain rate is unknown at this point, it is estimated to be on the order of $10^4-10^5$ s$^{-1}$ in the shock regime where the stress state becomes inherently three-dimensional. However, in the current setup the need for an insulating tape layer between the trigger and waveguide, and a glue layer between the sample and waveguide limits the upper bound of strain rate to approximately $5 \times 10^3$ s$^{-1}$ for stiffness identification. To probe higher strain rates, it will be necessary to consider alternative triggering techniques that remove this low impedance layer from the front of the waveguide or perhaps stiffer materials for the waveguide/impactor. Some possible configurations include: strain measurement from a strain gauge on the waveguide, or photon Doppler velocimetry measurements on the back face of the waveguide. On the contrary, the reliance on surface accelerations to act as the dynamic load cell for stress reconstruction and stiffness identification with the VFM provides a lower bound on the strain rate that can be considered with this test. The design framework and image deformation simulations presented in Chapter 4 could easily be used to investigate this by reducing the simulated impact speed until stress can no longer be reliably reconstructed from the synthetic images. The limiting strain rate for failure stress will likely be higher due to the need for a strong pulse to induce enough stress to cause the material.
7.1.2 Grid defects

The presence of grid defects can introduce a bias on the identification of stiffness parameters using the optimised virtual fields routines, as was shown in the first major study presented in this thesis (see Chapter 4). Grid defects introduce a localised areas of artificially high signal in contrast to the lower signal associated with the underlying material response. The effect is amplified when defects occur near the edges of the specimen and interact with the data extrapolation procedures. Grid defects are also more of a concern with the interlaminar IBII test due to the higher magnification, where potentially more measurement points can become contaminated by the defect. Grid defects are thought to contribute to the larger temporal variation of the identifications of $E_{33}$ and $Q_{23}$ from experimental images compared to image deformation simulations, which do not take into account grid defects. However, there are a number of other factors that are not considered in the simulations and therefore, further work is required to isolate and quantify the effect of defects on the identification. Image deformation simulations serve as a useful tool for conducting such investigations. For example, systematic studies on defect position, size and density can be performed by corrupting grey-levels of synthetic images based on defect profiles from real grid images. The corrupted synthetic images may then be processed using the same procedure as experimental images to quantify the influence on identified stiffness parameters.

The first phase of this project showed that printed grids are the preferred alternative to bonded transfer grids for minimising the number of grid defects. However, the current technology is limited to grid periods on the order of 0.3 mm, which will not be enough either for higher spatial resolution cameras or for higher magnification (smaller specimens). Other deposition routes like the one recently proposed by Brodnik et al. [141] could be pursued.

7.1.3 Grid rotation

While grid rotation is not a significant issue for the standard edge on IBII configuration shown in Chapters 4 and 5, it becomes a significant problem when trying to induce shear deformation as described in Chapter 6. Grid rotation in the IBII shear test was too large for the grid method to reliably resolve shear strains above 4 $\text{mm-m}^{-1}$. It also introduced significant errors in the shear modulus identification from stress-strain curves. Reducing these effects will be critical for efforts to characterise the non-linear behaviour at high strain rates. One potential approach is to intentionally misalign the grid as was done by Sur et al. [108], or use a Gaussian window, rather than a bi-triangular window in the grid method. The disadvantage is that the Gaussian window requires the use of a larger subset of pixels to be used, which potentially enhances the missing edge data issue for such low resolution cameras. While these options may extend the upper limit of strain that can be reliably measured with this configuration, it is unlikely to eliminate the problem and alternative test configurations may need to be considered. For example, it may be possible to modify the specimen geometry or waveguide to introduce a more symmetric shear load to reduce rotation of the grid.

In this work, and previous studies using the IBII test [32], the grid method was chosen over digital image correlation (DIC) due to the better trade-off between spatial and measurement resolution. However, DIC does not suffer from issues with in-plane rotation and in this case, it may be worth-while to sacrifice spatial resolution in order to reliably measure the non-linear behaviour of the material.

Image deformation serves as a useful tool for evaluating new configurations and/or grid method
parameters. It will also be essential for quantitative studies of systematic and random error, particularly as DIC measurements involve many parameters (subset size, step, shape function, interpolation, matching criterion and image pre-smoothing) on top of spatial and temporal smoothing, so a full optimisation on the model of that presented in [105] will be necessary. This is especially relevant for the development of future tests where stress concentrations may be used to activate more heterogeneity and camera resolution becomes more critical.

### 7.1.4 Reconstructing heterogeneous stress fields

This work presented two ways to reconstruct stress from acceleration: 1) average stress along a cross-section using the stress-gauge equation, and 2) a linear approximation across the height of the sample using the linear stress-gauge equation. Combining average stress with average strain is appropriate for measuring the interlaminar elastic and shear moduli on resin systems which exhibit a significant linear-elastic response. However, this approximation of stress is less appropriate when the material undergoes localised non-linear deformation, or when the stress distribution varies across the height of the sample. In the case of the IBII tension test, the stress reconstructed with the linear stress gauge equation can be combined with local strains to approximate the local stress-strain behaviour and failure stress. However, the reliability of the stress reconstruction depends on the assumption that the stress field varies linearly across the sample, which is not the case in the IBII shear test. Therefore, more elaborate stress reconstruction methods must be considered to avoid ‘smearing’ the non-linear behaviour in the stress-strain response, and to obtain an improved estimate of stress at the failure location. This IBII shear test configuration has stress-free boundary conditions at the vertical edges, which can be combined with the average stress computed from the stress-gauge equation (Eq. (3.50)) to reconstruct a parabolic approximation of the shear distribution at every horizontal cross-section according to:

$$\sigma_{xy}^{PSG} = c_2 x^2 + c_1 x + c_0 \quad (7.1)$$

The stress-free boundary condition at \(x = 0\) and \(x = L\) yields \(c_0 = 0\), and \(c_1 = -c_2 L\). To solve for \(c_1\) and \(c_2\) the integral of the average shear stress over the width is equated to the integral of the reconstructed parabolic shear stress distribution as in Eq. (7.2). Recall that \(\overline{\sigma_{xy}^{PSG}} = \rho y_0 \overline{\sigma_x}^S\):

$$\overline{\sigma_{xy}} L = \int_0^L (c_2 x^2 + c_1 x) dx = \frac{1}{3} c_2 L^3 + \frac{1}{2} c_1 L^2 \quad (7.2)$$

Solving these equations as a system of linear equations for \(c_2\) and \(c_1\) gives the following reconstruction of a parabolic shear stress profile \((\sigma_{xy}^{PSG})\) across the width of the sample:

$$\sigma_{xy}^{PSG} = \frac{6x}{L^2} \cdot \overline{\sigma_{xy}} (x - L) \quad (7.3)$$

The parabolic stress function can be evaluated at each position and time step to provide temporally resolved, but spatially approximated stress maps. This can be combined with local strains to populate a shear stress-shear strain space. Measurements from the presented shear test configuration show that the shear strain fields do not resemble a parabolic profile until later in the test \((t \geq 18 \mu s\) in Fig. 6.19). Therefore, the parabolic stress-gauge equation is not appropriate for stiffness measurements, but may offer potential to better capture non-linear behaviour at later stages in the test. It will also provide a better estimate of failure stress compared to the average stress-gauge equation, and image deformation simulations can be used to establish the uncertainty on reconstructed values.
Another possible approach is to assume a model for the non-linear material behaviour and identify the parameters of the model using the VFM. This constitutive model can then be used to convert strain maps to stress maps. The benefit of the IBII test is that the appropriateness of constitutive models can be assessed by comparison with stresses reconstructed directly from acceleration. Chapter 4 showed that stress reconstructions are very useful in detecting the onset of damage/fracture before it is obviously evident in strain fields. Seghir et al. [148] have also shown numerically that it is possible to reconstruct quasi ‘full-field’ stress maps from acceleration fields, though this has yet to be implemented on experimental data. Alternative ‘data-driven’ approaches are also underway, and have recently been applied to transient dynamics [149].

7.1.5 Reliance on laminate compressive strength for shear loading

The peak width-average shear stress in the IBII shear test reached approximately 60 MPa, which provided enough signal to identify the shear modulus, but not to cause fracture under the applied shear load. The easiest way to increase the shear load is to impact the material at a higher speed. However, a small set of trial shots showed that above 50 m s\(^{-1}\) the magnitude of the input compression stress exceeded the strength of the material. This resulted in local crushing near the waveguide interface and a significant reduction in shear stress.

Tabs were bonded to a few trial samples to try and reduce the axial loading in the material. To minimise the shear concentration created by the change in cross-section between the tabs and the specimen, the tabs were machined from the same material and from the same interlaminar plane so that the wave speed in the tabs matched that of the sample. It was shown experimentally that adding tabs enabled the impact speed to be increased further by almost 20 m s\(^{-1}\) before compression failure occurred. However, the average shear stress of 75 MPa was still insufficient to cause fracture. The combination of compression and shear will act to enhance the strength of the material and therefore, the constant cross-section design presented in this work may not be suitable for introducing fracture under shear without having premature failure near the loading point. Therefore, geometrical features may be required to concentrate the shear loading to fracture the material.

7.2 Future Work

This work shows that new test methods based on full-field measurements are very promising for measuring interlaminar properties at high strain rates. This enables data to be collected at strain rates where current techniques are unreliable. The capability of full-field measurements will only increase as ultra-high-speed camera technology improves. This will create additional opportunities for the development of advanced tests, and more complete characterisation of composite materials at high strain rates. This section attempts to highlight a few of the major opportunities for future development of the test method.

7.2.1 Identification of multiple interlaminar stiffness parameters from a single test

The main objective going forward is to design tests that provide the high-strain-rate interlaminar transverse and shear moduli from a single test. One potential configuration is an ‘off-axis’
interlaminar specimen, similar to that used for high-strain-rate in-plane stiffness characterisation of composites [31]. Off-axis specimens provide a relatively straight-forward way to activate axial and shear loading, and may provide opportunity to identify the interlaminar transverse and shear moduli from a single test. This concept may also be combined with notches, holes, etc. to enhance the activation of multiple stiffness parameters. It may also be possible to use the interlaminar IBII tensile sample used in the first phase of this project with the impact load applied over half of the height, or an impact with a slight pitch misalignment to introduce combined axial and shear loading. The VFM (including stress-gauge based stress-strain curves) can then be used to identify the activated stiffness parameters from the heterogeneous deformation fields as in [31]. In both cases image deformation simulations would be required to evaluate the effect of limited spatial resolution on the measurement of heterogeneous deformation fields.

7.2.2 Effect of camera resolution and smoothing on failure stress identification

This work presented the use of image deformation simulations to assess the bias introduced on stiffness identification, but did not address the effect on failure stress estimates from the linear stress-gauge equation. The temporal differentiation required to obtain acceleration from displacement, as well as temporal smoothing will introduce a temporal bias on acceleration maps. This can be investigated using a similar image deformation routine to that presented in this work by generating a set of images based on a finite element model with a layer of cohesive elements with a defined strength. The bias is then calculated as the difference between the model cohesive strength, and failure stress obtained from the linear stress-gauge. Processing images with a range of smoothing windows also provides a way of selecting optimal parameters that minimise this bias. This will be important to quantify for future efforts to begin populating failure envelopes.

7.2.3 Identification of a strain rate sensitive constitutive law

Assigning a single strain rate to the measured properties is difficult with the IBII test due to the heterogeneous nature of the fields. This is unavoidable when testing at high strain rates when inertial effects are significant. While this is also problematic for existing techniques, full-field measurements create the potential to exploit the heterogeneity in strain rate fields. For example, the loading introduced with the IBII shear test was found to populate a vast range of strains and strain rates (strains up to 12 mm·m\(^{-1}\), strain rates up to 3.5\times10^3\ s\(^{-1}\) - see Fig. 6.23). For materials that exhibit a stronger strain rate sensitivity (e.g: composite systems with a thermoplastic matrix) the wealth of combinations of strain and strain rate seen by the material may provide enough information to identify a full strain rate sensitivity law using the VFM from a single test. One approach is to formulate the unknown stiffness parameters as a function of strain rate in the optimised virtual fields routine, or with the recently developed sensitivity based virtual fields [150, 151]. The potential of this approach can be explored using finite element modelling with a prescribed strain rate dependent material model, combined with synthetic image deformation routines to validate the identification of the model coefficients with the VFM.
7.2.4 Characterising non-linear material behaviour in shear

This test also provides opportunity to characterise the non-linear behaviour in shear at high strain rates. By assuming a model for the non-linear material behaviour, it should be possible to identify the parameters of the model using the VFM as in [152] for instance. Image deformation will be instrumental in selecting new test configurations which sufficiently activate the non-linear response for reliable identification with the VFM. It could then be used to quantify errors introduced by the camera and full-field measurement technique, and select spatial and temporal smoothing for optimal identification of the model parameters.

7.2.5 Extension to thinner specimens

A thick laminate was used to validate the IBII test concept for interlaminar characterisation to allow for direct imaging of the kinematic behaviour of the material. This significantly simplifies the test but properties identified from thicker laminates may not be representative of those from thinner laminates due to size effects. Therefore, it is of interest to try and extend the test method for characterising thinner laminates. The minimum thickness for direct imaging with the current experimental setup is limited by grid size and camera stand-off restrictions from the capture chamber walls. However, it may be possible to investigate the interlaminar stiffness of thinner laminates using a similar configuration to that adopted for high strain rate testing of adhesives [153]. In this configuration, aluminium tabs were bonded together with the adhesive, and full-field measurements of displacement on each tab near the bond line were used as a strain gauge for the adhesive strain (Fig. 7.1). A piecewise form of the stress-gauge equation was formulated to extract longitudinal stress within the bond line directly from measurements of acceleration made over the surface. A similar configuration may be used as a means of collecting preliminary stiffness measurements on thinner laminates, by substituting a thin laminate for the adhesive layer in the configuration shown in Fig. 7.1.

![Schematic of test configuration](image_url)

Figure 7.1: Schematic of test configuration used to measure elastic modulus and strength of adhesives, which could be implemented for preliminary stiffness and failure stress measurements for thinner laminates. Taken from [153]

7.2.6 Investigate the effect of secondary sources of misalignment in the impact chain

A key contribution of this work was the development of an alignment procedure that reduced the out-of-plane loading applied to the sample from misalignment of the waveguide and the
projectile. It may now be possible to investigate ‘secondary effects’ that may contribute to the residual three-dimensional loading measured very near to the impact edge (see Sec. 5.4.1). These include: specimen manufacturing quality (edge squareness) and alignment on the waveguide, the type of glue used to bond the specimen to the waveguide, and sample thickness. The most prominent secondary effect is the alignment of the sample on the waveguide, as this may interact with any residual projectile misalignment to amplify the three-dimensional loading. It is likely that this contributed to the scatter in severity of three-dimensional effects measured between samples with back-to-back cameras. The effect of this alignment could be studied by simulating the impact with a 3D model, and using experiments with intentional misalignment. More rigorous alignment procedures could be developed to reduce, and better control the waveguide misalignment. This would allow more of the sample to be used for stiffness and failure stress identification with the current interlaminar IBII tension configuration. Alternative impact arrangements may also be considered to expedite the alignment and reduce variability in the positioning of the waveguide on the support stand. It would be beneficial to increase the length of the waveguide to allow more time for the wave to even out before entering the sample. This could be combined with an arrangement where impact occurs nearer to the barrel exit to reduce variability in projectile flight.

7.2.7 Alternative test configurations for failure under multi-axial stress

Full failure envelopes at high strain rates are highly sought after for the design of composite structures. Based on the progress made in this work, the next logical point to target on the failure envelope is the shear strength. In the current interlaminar IBII shear test configuration, material non-linearity and strengthening under combined compression/shear makes it challenging to induce failure. Therefore, more sophisticated configurations may need to be considered to concentrate the shear loading over a smaller region of the sample. In the interlaminar planes the smaller specimens impose restrictions on the design space. In dynamics it is very difficult to obtain a state of pure shear stress and therefore, the idea would be to develop tests which provide fracture under combined compression/shear, and tension/shear to infer the shear strength of the material after fitting a failure model. With full-field measurements and the VFM it should be possible to quantify the combined stress at failure rather than assuming pure shear stress as is required with existing test methods (see ideas proposed in Sec. 7.2.1). The current shear test configuration is unable to produce sufficient shear loading to cause failure in the sample. The most obvious first step is to consider the combination of tabs and geometrical stress concentrators for the determination of failure stress. The incorporation of geometrical stress concentrators opens up a whole new design space, which can be explored using simulated experiments to optimise the number of notches, size, and placement and potentially probe different regions on the failure envelope. Again, the image deformation framework used in this work will be instrumental in evaluating new test configurations and taking into account the limited spatial resolution of current ultra-high speed cameras.

7.3 Conclusions

In this work, a new set of IBII tests were developed for characterising high-strain-rate constitutive properties of a carbon fibre-reinforced epoxy laminate in through-thickness tension/compression and shear. The idea was to use an impact from a projectile to introduce a dynamic load into the material. The impact creates a compressive pulse in the sample that travels towards the free
edge. At the free edge, it reflects as a tensile pulse, which unloads the material. For materials with greater strength in compression than in tension, this can be exploited to create a spall fracture in the sample using the reflected pulse. An ultra-high-speed camera was combined with the grid method to calculate full-field maps of displacement, from which strains and accelerations were derived. Various VFM identification routines were developed to identify stiffness and failure stress directly from the measured fields at strain rates on the order of several thousand s⁻¹.

In order to explore the design space of the IBII tests it was necessary to develop a parametric simulation tool in ABAQUS/Explicit. This was used to select experimental parameters such that the reflected tensile stress pulse was sufficiently high to cause fracture without damaging the material with the initial compressive stress wave. Simulations were also used to generate a set of kinematic fields based on a known input constitutive behaviour to verify the VFM identification routines. As part of this work, a new set of special optimised virtual fields were developed to isolate the interlamellar elastic modulus, $E_{33}$, from the other orthotropic stiffness parameters. A key outcome from the first phase of the work was the integration of simulations into an image deformation framework to rigorously quantify the experimental uncertainties in the IBII test resulting from spatial and temporal smoothing, lighting intensity, imaging resolution, frame rate, and camera grey-level noise. An experimental campaign with 20 interlamellar specimens demonstrated that the proposed test configuration was able to provide consistent measurements of the interlamellar stiffness parameters and tensile failure stress from the same test. An average interlamellar elastic modulus of 10.3 GPa was identified across all 1-3 plane specimens using reconstructed stress-strain curves, and 10.5 GPa using the new reduced special optimised virtual fields approach. This represents an increase between 30-33% compared to quasi-static values, at strain rates on the order 3.5×10⁴ s⁻¹. The average tensile failure stress over all specimens was measured to be 115 MPa at peak average strain rates on the order 7×10³ s⁻¹, corresponding to an increase of approximately 129%, compared to quasi-static values.

The second phase of the project was aimed at understanding the limitations of the experimental setup, and validity of the two-dimensional assumption required to use full-field measurements for material characterisation. Using synchronised ultra-high speed imaging combined with full-field measurements from both sides of the sample, it was possible to identify cases where the assumption of uniform through-thickness behaviour was not satisfied. The results showed that when the waveguide and projectile were misaligned between 0.8-1.2°, a bending wave was introduced into the sample after the wave reached the free edge. This non-uniform loading through-the-thickness was shown to have a substantial effect on stiffness identified from individual tests (difference between faces up to 20%), but a lesser effect over several samples (difference between average identifications was at most 4%, with COV = 3-4%). Follow-up experiments with a single camera showed a significant improvement in consistency for measurements of the interlamellar stiffness and failure stress at strain rates on the order of 3×10⁴ s⁻¹. Scatter on interlamellar failure stress measurements (COV = 6.6%) were much improved compared to results from the first phase of the project (COV = 21%). These tests were compared with back-to-back measurements to estimate the bias introduced by the three-dimensional loading on stiffness and failure stress measurements. The average stiffness measured across all samples that were subjected to three-dimensional loading was biased by at most 4%. The effect on failure stress was much larger as the bending stress was not captured by the linear stress-gauge reconstructions on each face, causing failure stress to be underestimated by 30% on average. This emphasises the importance of two-dimensional loading for accurate failure stress measurements. An additional outcome of this second phase of the work was the establishment of diagnostics for detecting
issues with three-dimensional loading from single-sided measurements.

The third phase of this work presented the design and experimental validation of an IBII test to measure the interlaminar shear modulus. A simple short-beam shear configuration was used to activate the interlaminar shear behaviour, with specimen geometry and pulse length selected using a simulation design study in ABAQUS/explicit. A new set of special optimised virtual fields were developed for the direct identification of the shear modulus from heterogeneous maps of strain and acceleration. A separate image deformation framework was successfully implemented to quantify the uncertainty associated with the identification of the shear modulus from limited camera spatial resolution, smoothing, and grid rotation. Measurements of the interlaminar shear modulus from an experimental test campaign were made with impressive consistency (COV ≤ 3%) at strain rates on the order of $1.5 \times 10^3$ s$^{-1}$, which is beyond the capabilities of existing tests methods.

This project has demonstrated the potential of new test methods based on full-field measurements for measuring interlaminar properties at strain rates where current techniques are unreliable. While spatial resolution of available cameras imposes some restrictions on the complexity of specimen design, the capability of full-field measurements will only increase as ultra-high-speed camera technology improves. This will vastly open up the design space, providing exciting opportunities to consider other configurations (thinner samples, different specimen geometries, notches, holes, etc.) for identifying multiple stiffness parameters from a single test and potentially begin populating failure envelopes at high strain rates. This information is not currently available at the strain rates considered here, and would be an invaluable advancement for improved high-strain-rate modelling of composite materials. The design framework developed in this work will facilitate the exploration of a new set of high-strain-rate IBII tests for more complete material characterisation.
7.4 Contributions

This work has lead to five journal articles, two awards in international student paper competitions and 10 international conference papers, five journal articles (three published, two in preparation/review), and two awards in international student paper competitions. The details are provided below along with a summary of the author’s contributions to each manuscript.

Journal papers


   Contributions: Responsible for preparing specimens (e.g.: specimen manufacturing and grid deposition), conducting experiments, developing improved alignment procedure, and full processing of experimental images. Primary author of manuscript.


   Contributions: Responsible for simulations (e.g.: test design, image deformation), preparing specimens (e.g.: specimen manufacturing and grid deposition), conducting experiments, developing data analysis procedures and full processing of experimental images. Primary author of manuscript.


   Contributions: Responsible for simulations (e.g.: test design, image deformation), preparing specimens (e.g.: specimen manufacturing and grid deposition), conducting experiments, image processing and data analysis. Primary author of manuscript.


   Contributions: Developed reduced special optimised virtual fields routine for identification of the transverse stiffness and assisted with experimental testing. Manuscript contributions include: writing up description of theory and implementation for reduced special optimised virtual fields routine, and revision of manuscript drafts.


   Contributions: Conducted review and analysis of literature. Primary author of manuscript.

Open-access reports

Contributions: Development of reduced special optimised virtual fields for stiffness identification, development of experimental alignment procedure and best practices, image processing (edge data reconstruction methodology, grid method processing). Manuscript contributions include: write up theory for reduced special optimisation routine, image processing routine, description of code structure and review of manuscript drafts.

International student paper competition awards


International conference papers and presentations


3. L. Fletcher, J. Van Blitterswyk, F. Pierron, Combined shear / tension testing of fibre composites at high strain rates using an image-based inertial impact test, EPJ Web of Conferences, DYMAT 2018; 183, 02041, 2018, doi: 10.1051/epjconf/201818302041.


Underlined name denotes the presenter of the paper
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Literature Survey Tables
Table A.1: Summary of published studies on strain rate effects of interlaminar compressive properties of fibre-reinforced polymer composites. Notes: Constituent materials listed in the format: ‘fibre/matrix’. Material labels are included in ‘( )’ for association with Fig. 2.5 - Fig. 2.7. Quasi-static: italic typeface; high strain rate: regular typeface; test method: electro-mechanical load frame (EMLF), hydraulic load frame (HLF), high-speed load frame (HSLF), split Hopkinson pressure bar (SHPB); specimen geometry (in ‘[ ]’): R = rectangular/cubic specimens, C = cylindrical specimens

<table>
<thead>
<tr>
<th>Reference</th>
<th>Material</th>
<th>Test [Specimen]</th>
<th>Strain Rate (s(^{-1}))</th>
<th>Notes</th>
</tr>
</thead>
</table>
  
  carbon/epoxy pre-preg: increase in elastic modulus (+105\%), decrease in failure strength (-30\%), and failure strain (-11\%) at 1,510 s\(^{-1}\);
  
  carbon/epoxy 2D weave: increase in elastic modulus (+143\%), decrease in strength (-6\%), and decrease in ultimate strain (-17\%) at 1,510 s\(^{-1}\);
  
  glass/epoxy 2D weave: increase in elastic modulus (+60\%), increase in strength (+15\%), and decrease in ultimate strain (-9\%) at 1,510 s\(^{-1}\);   |
| Song Z. et al. (2014) [58] | carbon/epoxy 2D satin weave: T300-3/- (GFRP-W) | HLF (MTS 810) Compression SHPB [C] | 500 – 1,100 | High strain rate stress-strain curves are affected by dispersion. Consistency of test questionable as strength decreases significantly only at 800 s\(^{-1}\). No explanation for this behaviour is provided.  
  
  Elastic modulus increases (qualitatively) up to 1,100 s\(^{-1}\), and strength decreases up to 800 s\(^{-1}\) (-37\%) before increasing at 1,100 s\(^{-1}\) (+11\%). Ultimate strains decrease between -62\% at 800 s\(^{-1}\) and -42\% at 1,100 s\(^{-1}\); |
<table>
<thead>
<tr>
<th>Reference</th>
<th>Material Composition</th>
<th>Test Method</th>
<th>Peak Force</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naik N.K. et al. (2008) [67]</td>
<td>carbon/epoxy 2D satin weave: –/– (CFRP-W)</td>
<td>Compression SHPB [C]</td>
<td>1,275 &amp; 1,503</td>
<td>Quasi-static properties not provided. Stress wave attenuation attributed to offset in force between input and transmitter bar. Inertia effects present during entire loading sequence. Transmitter bar peak force used as conservative estimate for computing stress in specimen. Elastic modulus estimated using strain and stress at peak stress. Slight increase in elastic modulus (+7%), strength increases (+46%), and ultimate strain increases (+25%) at 1,503 s(^{-1}) relative to 1,275 s(^{-1}).</td>
</tr>
<tr>
<td></td>
<td>E-glass/epoxy 2D plain weave: –/– (GFRP-W)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>E-glass/epoxy 2D satin weave: –/– (GFRP-W)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>carbon 2D satin weave &amp; E-glass 2D plain weave/epoxy: –/– (HYBRID-W)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hosur M.V. et al. (2001) [64]</td>
<td>carbon/epoxy pre-preg,([0/90]),: PANEX 33/APCM LLC (DA 4518) (CFRP-PP)</td>
<td>LF not spec. [R]</td>
<td>82, 164, 817</td>
<td>Quasi-static strain estimated using crosshead displacement corrected for compliance. Higher quasi-static ultimate strains attributed to greater time for stress redistribution. Incident pulse generated by SHPB is highly non-uniform (significant dispersion suspected). Samples at 82 s(^{-1}) did not fail with SHPB, therefore, strength at quasi-static conditions cannot be compared. Elastic modulus increases at 82 s(^{-1}) (+30%), followed by a decrease with increasing strain rate to 817 s(^{-1}) (+12%). Strength increases (+19% at 817 s(^{-1}) relative to 82 s(^{-1})), but lower compared to quasi-static values. Failure strain increases (+19% at 817 s(^{-1}) relative to 82 s(^{-1})), but are lower than quasi-static values.</td>
</tr>
<tr>
<td></td>
<td>Compression SHPB [R]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Woo S.-C. &amp; Kim T.-W. (2016) [68]</td>
<td>carbon &amp; kevlar/epoxy 2D twill weave: T300/Kevlar49/– (HYBRID-W)</td>
<td>Compression SHPB [C]</td>
<td>1,007, 1,485, 1,941</td>
<td>Low transmission of the input pulse through the specimen (10-12% at 1,485 s(^{-1}) and 1,941 s(^{-1})). Therefore, low signal-to-noise ratio on stress measurement (noise in stress-strain curves). Material behaves in a more brittle manner at high strain rates. Acoustic emission signals were analysed to identify the onset of failure, and damage progression within the specimen. Effect of strain rate on modulus was not reported. Strength increases (+80% at 1,941 s(^{-1})), and ultimate strain decrease (-15% at 1,941 s(^{-1})).</td>
</tr>
<tr>
<td>Kapoor R. et al. (2016) [70]</td>
<td>kevlar/polypropylene 2D plain weave: Kevlar 29/MAg-PP (Not included in figures)</td>
<td>Compression SHPB [C]</td>
<td>1,370, 2,005, 2,538, 3,239, 3,440, 4,264</td>
<td>Possibly the first paper to report on the high strain rate through-thickness properties for kevlar/thermoplastic resin composites. Specimens have very low aspect ratio ($L/D = 0.1-0.3$). Reliable measurements were not possible with the thinnest specimens. Elastic modulus increases (+245% at 4,264 s$^{-1}$ relative to 1,370 s$^{-1}$), strength increases (+196% at 4,264 s$^{-1}$ relative to 1,370 s$^{-1}$), and ultimate strain increases (+134%). Significant increase in ultimate strain due to ductile behaviour of thermoplastic matrix. Toughness increases in a non-linear manner (+808% at 4,264 s$^{-1}$ relative to 1,370 s$^{-1}$).</td>
</tr>
<tr>
<td>Gama B. et al. (2001) [57]</td>
<td>S-2 glass/vinyl ester 2D plain weave: –/– (GFRP-W)</td>
<td>LSLF (Instron - not spec.) [R]</td>
<td>200 - 1600</td>
<td>Strains measured directly from specimens using strain gauges. Input pulse from SHPB highly non-uniform. Strain measured by strain gauges mounted on the specimen is used until unloading, then SHPB theory used. High levels of dispersion make stress-strain curves uninformative. ‘Non-linear’ strains are defined to account for parasitic strains from dispersion. Specimens may not reach quasi-static stress equilibrium prior to failure. Effect of strain rate on modulus not reported. Strength increases (+38% at 1,125 s$^{-1}$) before reaching an approximately asymptotic value at higher strain rates. Ultimate strain increases (+98% at 1,125 s$^{-1}$), but with high uncertainty.</td>
</tr>
<tr>
<td>Govender R. et al. (2011) [66]</td>
<td>glass/vinyl ester 2D plain weave: E-glass 24 oz./Derakane 8084 (GFRP-W)</td>
<td>EMLF (Zwick Universal) [C]</td>
<td>510</td>
<td>Cross head displacement used to estimate strain due to concerns about strain gauge alignment. Small specimens prevented the use of extensometers. Effect of strain rate on modulus not reported as quasi-static stress equilibrium was not achieved until late in the test. Strength initially increases (+13% at 510 s$^{-1}$) but decreases with increasing strain rate (+4% at 1,800 s$^{-1}$). Slight reduction in ultimate strain (~5%).</td>
</tr>
<tr>
<td>Author(s)</td>
<td>Material</td>
<td>Weave Type</td>
<td>Tests</td>
<td>Strain Rate</td>
</tr>
<tr>
<td>----------</td>
<td>-----------</td>
<td>------------</td>
<td>-------</td>
<td>-------------</td>
</tr>
<tr>
<td>Gerlach R. et al. (2012) [47]</td>
<td>Carbon/epoxy 3D weave: (Tenax HTS/HTA)/RTM-6 (3D-W)</td>
<td>EMLF (not spec.)</td>
<td>HLF (Itm. s(^{-1})) [R]</td>
<td>Compression SHPB [R]</td>
</tr>
<tr>
<td>Shen et al. (2012) [61]</td>
<td>Glass/vinyl ester 3D weave:</td>
<td>HLF (MTS 810) [R]</td>
<td>Compression SHPB [R]</td>
<td>0.001 - 1,200</td>
</tr>
</tbody>
</table>

Tangent modulus (measured at 300 MPa) increases (+43% at 6,000 s\(^{-1}\)). Negligible strain rate effect on strength.

Elastic modulus increases (+25% at 10 s\(^{-1}\)), strength increases (+21% at 10 s\(^{-1}\)), and strain increases (+11% at 10 s\(^{-1}\)). Significant scatter in all measured parameters (up to ± 25%, 12% and 33% for elastic modulus, strength and ultimate strain, respectively).
<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Material Details</th>
<th>Test Parameters</th>
<th>Test Conditions</th>
<th>Modulus/Failure Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Akil et al. (2003)</td>
<td>Glass/vinyl ester 2D weave: S-2 glass/ester (GFRP-W)</td>
<td>HLF (not spec.)</td>
<td>0.001 - 900</td>
<td>Tangent modulus, fitted to later region of ‘linear’ response and used to estimate elastic modulus. Strain rate sensitive behaviour attributed to viscoelastic properties of the matrix. Consistent shear failure mode between quasi-static and high strain rate tests.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[R,C] Compression SHPB</td>
<td>[C]</td>
<td></td>
</tr>
<tr>
<td>Pankow et al. (2011)</td>
<td>Glass/epoxy 3D weave: Z-fibre/SC-15</td>
<td>HLF (not spec.)</td>
<td>QS - 1750</td>
<td>Tangent modulus increases (+79% at 900 s(^{-1})) with high uncertainty (+ 26%), strength increases (+29% at 900 s(^{-1})), and ultimate strain decreases slightly (-6% at 900 s(^{-1})).</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[R] Compression SHPB</td>
<td>[C]</td>
<td></td>
</tr>
<tr>
<td>Guden et al. (2004)</td>
<td>Glass/epoxy 2D weave: S-2 glass/SC-15</td>
<td>EMLF (Shimadzu AG-I)</td>
<td>0.0001 - 1,100</td>
<td>Compressive modulus computed using linear region of stress-strain curve at 4% strain. Strain rate limited to 1,100 s(^{-1}), above which quasi-static stress equilibrium could not be achieved prior failure. Consistent shear failure mode between quasi-static and high strain rate tests.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[C] Compression SHPB</td>
<td>[C]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Elastic modulus increases (+70% at 1,100 s(^{-1})), strength increases (+53% at 1,100 s(^{-1})), ultimate strain decreases slightly with increasing strain rate (-3% at 1,100 s(^{-1})).</td>
</tr>
</tbody>
</table>
Table A.2: Summary of published studies on strain rate effects of interlaminar tensile properties of fibre-reinforced polymer composites. Notes: Constituent materials listed in the format: ‘fibre/matrix’. Material labels are included in ‘( )’ for association with Fig. 2.8 - Fig. 2.10. Quasi-static: italic typeface; high strain rate: regular typeface; test method: electro-mechanical load frame (EMLF), hydraulic load frame (HLF), high-speed load frame (HSLF), split Hopkinson pressure bar (SHPB); specimen geometry (in ‘|’): W = waisted, D = dog-bone, L = L-shaped/curve beam, O = off-axis, C = cylindrical specimens

<table>
<thead>
<tr>
<th>Reference</th>
<th>Material</th>
<th>Test [Specimen]</th>
<th>Strain Rate (s⁻¹)</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nakai K. &amp; Yokoyama T. (2014), (2016) [11, 48]</td>
<td>T700S/2521, T700S/2500 (CFRP-PP)</td>
<td>EMLF (Instron 5500R) [W] Tension SHPB [C-W]</td>
<td>0.02 – 60</td>
<td>Waisted specimens were bonded to magnesium alloy end caps using DP-460 epoxy. Strains under quasi-static and high strain rate loading were measured using strain gauges. Specimen appears to be in a state of quasi-static stress equilibrium for much of the test. Strains computed using SHPB overestimate true strains due to non-uniform deformation of the gauge region. Effect of strain rate on elastic modulus not reported. Strength increases more for the cross-ply layup compared to the unidirectional layup (+130% at 50 s⁻¹ (0/90)ₜ, +77% at 50 s⁻¹ (0)ₜ), and ultimate strain increases more for the cross-ply layup compared to the unidirectional layup (+31% at 50 s⁻¹ (0/90)ₜ, -10% at 50 s⁻¹ (0)ₜ)). Large uncertainty in strength (up to ± 51% for 0/90)ₜ and ± 18% for (0)ₜ at 50 s⁻¹) and ultimate strains (up to ± 61% for 0/90)ₜ and ± 43% for (0)ₜ at 50 s⁻¹).</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Reference</th>
<th>Material Description</th>
<th>Test Type</th>
<th>Instrumentation</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lifshitz J. &amp; Leber H. (1998)</td>
<td>carbon/epoxy pre-preg.: AS4/3502 ([0]_s) (CFRP-PP) glass/epoxy 2D plain weave: NEMA/ASTM G-10 (GFRP-W)</td>
<td>Tension SHPB</td>
<td>C-W-O</td>
<td>Tension, shear and combined tension-shear behaviour was studied using two types of specimens. Waisted specimens were used for tension, and off-axis waisted specimens were used for tension/shear loading. Off-axis specimens were formed by bonding two halves together. Bonded specimens very difficult to machine from CFRP and the results had too much scatter to be meaningful. Specimens bonded to incident and transmitter bars (Hyson adhesive). Oscillations in stress-strain response and erratic shape close to failure thought to be a result of micro crack formation. Strains measured using strain gauges. No quasi-static ultimate strains reported. Elastic modulus increases (+41% for carbon/epoxy at 195 s⁻¹, +7% for glass/epoxy at 127 s⁻¹). Strength increases for the carbon/epoxy laminate (+36% at 195 s⁻¹), but decreases for the glass/epoxy laminate (-14% at 127 s⁻¹).</td>
</tr>
<tr>
<td>Naik N.K. et al. (2010) [74]</td>
<td>glass/epoxy 2D plain weave: E-glass/LY556 (GFRP-W)</td>
<td>Tension SHPB</td>
<td>C-W</td>
<td>Specimens bonded to end tabs which fit inside incident and transmitter bars. Authors claim specimen reach quasi-static stress equilibrium; however, plots of reaction forces do not appear equal during loading. Strength increases significantly when compared to quasi-static values (+88% at 390 s⁻¹). The influence of strain rate on strength is much lower within the range of high strain rates considered (+11% at 390 s⁻¹ relative to 145 s⁻¹).</td>
</tr>
<tr>
<td>Study (Year)</td>
<td>Composite Material</td>
<td>Test Method</td>
<td>Elongation Rate</td>
<td>Notes</td>
</tr>
<tr>
<td>-------------</td>
<td>-------------------</td>
<td>-------------</td>
<td>----------------</td>
<td>-------</td>
</tr>
<tr>
<td>Gerlach et al. (2013) [51]</td>
<td>S2-glass/epoxy prepreg: –/FM94 (cut from GLARE sheets) (GFRP-PP)</td>
<td>EMLF (not spec.)</td>
<td>5 x 10^-4, 10, 200</td>
<td>Attempts to measure interlaminar strength from GLARE plates. Specimens bonded directly to incident and transmitter bars. Due to the small effective gauge length (2 mm), no meaningful strain measurements could be performed using digital speckle photography. Large scatter in through-thickness direction attributed to inconsistent failure modes and variation in manufacturing the GLARE plates.</td>
</tr>
<tr>
<td>Hufenbach W. et al. (2013) [73]</td>
<td>Glass/epoxy 2D weave: (MKF &amp; Twintex) (GFRP)</td>
<td>Tension SHPB</td>
<td>5 x 10^-4, - 400</td>
<td>Large scatter in SHPB tension tests attributed to reinforcement architecture. Authors conclude that SHPB is not suitable for testing coarse textile architectures. Varying levels of compaction in L-shaped beam specimens resulted in unacceptable scatter (results not reported).</td>
</tr>
<tr>
<td>Govender R. et al. (2011) [66]</td>
<td>Glass/vinyl ester 2D plain weave: E-glass 24 oz./Derakane 8084 (GFRP-W)</td>
<td>Compression SHPB-spall</td>
<td>1,800</td>
<td>No quasi-static values reported due to consistent failure within the grips. A spall test was used to measure tensile strength. Pulse time-shifting used to estimate forces in the specimen at failure. A high speed camera was used to qualitatively monitor the failure.</td>
</tr>
</tbody>
</table>

Effect of strain rate on elastic modulus and ultimate strain not reported. Strength increased (+45% (± 105%)) at 200 s^-1.

Effect of strain rate on modulus not reported. Increasing strength (+93% at 400 s^-1) with approximately constant strain at failure (within scatter: -75% – +87% at 44 s^-1 to -87% – + 639% at 400 s^-1).
<table>
<thead>
<tr>
<th>Reference</th>
<th>Material</th>
<th>Reinforcement</th>
<th>Strain Rate</th>
<th>Modulus</th>
<th>Ultimate Strain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gerlach et al. (2012) [47]</td>
<td>carbon/epoxy 3D weave (Tenax HTS/HTA)/RTM-6 (3D-W)</td>
<td>EMLF (not spec.)</td>
<td>0.004 - 11,000</td>
<td>Cross-specimens used to introduce load without edge effects for 3D reinforcement. Specimens loaded in compression with a SHPB using U-shaped fixture. Specimen geometry and fixture made non-contact measurements prohibitive. Stress state not uniform due to small fillets between cross arms.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>HLF (Itm. s⁻¹)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CROSS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Compression SHPB</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>HSLF (INSTRON VHS 160/20) [L]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Influence of strain rate on elastic modulus and ultimate strain not reported. Strength generally increases (+84% – +94%) with increasing strain rate, but with high scatter (± 60%).

Effect of strain rate on modulus and ultimate strain not reported. Strength increases significantly (+204% at 1 s⁻¹ and +171% at 7 s⁻¹).
Waisted specimens bonded to steel end caps. Strain gauges occasionally failed before the specimen, or were positioned off of the failure plane. Longitudinal strain gauge shows persistent oscillations in strain. Results show that reinforcement architecture has larger influence than fibre material. Poisson's ratio doubled when glass fibres used compared to carbon fibres.

carbon/epoxy pre-preg: Tensile modulus increases with strain rate (+31%), tensile strength increases (+12%), and tensile strain also increases (+22%);

carbon/epoxy 2D plain weave: Tensile modulus increases with strain rate (+7%), tensile strength increases (+37%), and tensile strain also increases (+63%);

glass/epoxy 2D plain weave: Tensile modulus decreases with strain rate (-13%), tensile strength increases (+40%), and tensile strain also increases (+65%).
Table A.3: Summary of published studies on strain rate effects of interlaminar shear properties of fibre-reinforced polymer composites. Notes: Constituent materials listed in the format: ‘fibre/matrix’. Material labels are included in ‘( )’ for association with Fig. 2.11 - Fig. 2.13. Quasi-static: italic typeface; high strain rate: regular typeface; test method: electro-mechanical load frame (EMLF), hydraulic load frame (HLF), high-speed load frame (HSLF), split Hopkinson pressure bar (SHPB); specimen geometry (in ‘[]’): SBS = short beam shear (3 point bend), I = notched/unnotched shear test, R = rectangular/cubic specimens, O = off-axis, T = thin-walled tube, SL = single lap-shear joint, DL = double lap-shear joint.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Material</th>
<th>Test [Specimen]</th>
<th>Strain Rate (s(^{-1}))</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naik N.K. <em>et al.</em> (2007) [10]</td>
<td>carbon/epoxy 2D plain-weave: (-/-) (CFRP-W), E-glass/epoxy 2D plain weave: (-/-) (GFRP-W)</td>
<td>LF not spec. [SL]</td>
<td>496 – 1,000</td>
<td>Single lap and tubular specimens considered at high strain rates. Viscoelastic behaviour of matrix and less time for damage propagation responsible for increase in shear strength. Post failure microscopy of tubular specimens reveals features associated with a pure shear stress state. Shear stress may not be constant due to the fabric and different properties within the specimen thickness. Wall thickness set at 3 mm since thinner walls gave inconsistent results (thought to be a result of manufacturing defects). No quasi-static ultimate strains provided. Modulus estimated by stress and strain at point when quasi-static stress equilibrium was thought to be achieved.</td>
</tr>
</tbody>
</table>

- carbon/epoxy 2D plain weave: Increase in modulus (+38%), increase in strength (+69%) and increase in ultimate strain (+41%) at 1,000 s\(^{-1}\) relative to 496 s\(^{-1}\);
- glass/epoxy 2D plain weave: Increase in modulus (+29%), increase in strength (+67%) and increase in ultimate strain (+35%) at 1,000 s\(^{-1}\) relative to 576 s\(^{-1}\).
<table>
<thead>
<tr>
<th>Reference</th>
<th>Material/Configuration</th>
<th>Test Conditions</th>
<th>Shear Strength</th>
<th>Shear Strain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harding J. &amp; Dong L. (1994)</td>
<td>Carbon/epoxy pre-preg.: T800/924 ([0], [0/90], [\pm 45]) (CFRP-PP)</td>
<td>Tension SHPB [DL]</td>
<td>275 – 332</td>
<td>Scatter is so large that the experiments cannot be considered as proof of a strain rate dependence. Improved specimen design required if strength values are to be accepted with confidence. Normal stress plays a significant role in the failure process as shown by micrographs of failure surfaces.</td>
</tr>
<tr>
<td>Hufenbach W. et al. (2009)</td>
<td>Glass/polypropylene hybrid yarn: MKF 3D weave (3D-W) &amp; Twintex 2D weave (GFRP-W)</td>
<td>HSLF (INSTRON VHS 160/20) [I]</td>
<td>6 x 10^{-3} - 60</td>
<td>Lightweight Iosipescu fixture used to reduce the effects of frame inertial. High speed cameras used for visual analysis of damage and failure processes. Approximately equal interlaminar shear strength for both composites. Low failure stress and strain levels (Twintex in 1-3 plane) make the measurements noisy and unreliable.</td>
</tr>
</tbody>
</table>

**Influence of strain rate on shear modulus not reported.**

- **Carbon/epoxy pre-preg. (0) (1-3):** shear strength increases (+26%) and ultimate shear strain decreases (-16%) at 275 s^{-1}.
- **Carbon/epoxy pre-preg. (0/90) (2-3):** shear strength increases (+39%) and ultimate shear strain decreases (-16%) at 332 s^{-1}.
- **Carbon/epoxy pre-preg. (\pm 45) (1-3):** shear strength increases (+38%) and ultimate shear strain decreases (-22%) at 281 s^{-1}.
Hufenbach W. et al. (2013) glass/polypropylene hybrid yarn: MKF 3D HSLF (INSTRON VHS 160/20) [I] 5 x 10^{-4} - 60 Lightweight Iosipescu fixture used to reduce the effects of frame inertial. Used previously up to 60 s\(^{-1}\) [78]. Highly non-linear shear response at all strain rates.


Gerlach R. et al. (2012) [47] carbon/epoxy 3D weave: (Tenax HTS/HTA)/RTM-6 (3D-W) EMLF (not spec.) [I - dbl. notch] 0.004 - 11,000 Two binder volume fractions considered (3\% and 6\%). Tubular specimens not practical for 3D weaves due to the arrangement and wide spacing of reinforcement. A double-notch shear specimen was adopted. Average shear strength is higher in the 2-3 plane compared to the 1-3 plane. Inadequate resolution and accuracy of optical shear strain measurements (digital speckle photography). Large scatter in strength measurement attributed to stress concentrations at notches.

<table>
<thead>
<tr>
<th>Author</th>
<th>Year</th>
<th>Material</th>
<th>Test Type</th>
<th>strain rate</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hufenbach W. et al.</td>
<td>2013</td>
<td>glass/polypropylene hybrid yarn</td>
<td>HSLF (INSTRON</td>
<td>5 x 10^{-4} - 60</td>
<td>Lightweight Iosipescu fixture used to reduce the effects of frame inertial. Used previously up to 60 s(^{-1}) [78]. Highly non-linear shear response at all strain rates.</td>
</tr>
<tr>
<td>Gowtham H.L. et al.</td>
<td>2015</td>
<td>E-glass/epoxy 2D plain weave: −/LY556(HY951 Hardener) (GFRP-W)</td>
<td>Torsion SHPB [T]</td>
<td>192 - 457 (T)</td>
<td>Quasi-static testing performed only for torsion specimens (details not reported). Quasi-static torsional simulations performed to assess possible stress concentrations in tubular specimens. Single-lap and tubular specimens compared using two SHPBs. Lower strength measured with thin-walled specimens thought to be a result of variations in stiffness and stress along the radial, and circumferential directions.</td>
</tr>
<tr>
<td>Gerlach R. et al.</td>
<td>2012</td>
<td>carbon/epoxy 3D weave: (Tenax HTS/HTA)/RTM-6 (3D-W)</td>
<td>EMLF (not spec.) [I - dbl. notch]</td>
<td>0.004 - 11,000</td>
<td>Two binder volume fractions considered (3% and 6%). Tubular specimens not practical for 3D weaves due to the arrangement and wide spacing of reinforcement. A double-notch shear specimen was adopted. Average shear strength is higher in the 2-3 plane compared to the 1-3 plane. Inadequate resolution and accuracy of optical shear strain measurements (digital speckle photography). Large scatter in strength measurement attributed to stress concentrations at notches.</td>
</tr>
<tr>
<td>Reference</td>
<td>Fiber/matrix system</td>
<td>Test Conditions</td>
<td>Results</td>
<td></td>
<td></td>
</tr>
<tr>
<td>----------------------------</td>
<td>-------------------------------------------</td>
<td>--------------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yokoyama T. &amp; Nakai K. (2006) [79]</td>
<td>carbon/epoxy pre-preg.: T700/2521 ([0]) (CFRP-PP)</td>
<td>EMLF (Instron 5500R) [I, SBS] Compression SHPB [I - dbl. notch]]</td>
<td>Similar results are obtained when the notched shear specimens are loaded in tension and compression. Strength values from notched specimens agree well with the short beam shear (SBS) tests. Compressive normal stresses around notches thought to reduce effect of stress concentrations.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Effect of strain rate on shear modulus and ultimate shear strain not reported. Negligible effect of strain rate on interlaminar shear strength up to 780 s^{-1}.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bouette B. et al. (1992) [44]</td>
<td>carbon/epoxy pre-preg.: T300/5208 ([0]) (CFRP-PP)</td>
<td>EMLF (LF not spec.) [SL] HLF (LF not spec.) [Itm. s^{-1}] [SL] Tension SHPB [SL, DL]</td>
<td>Two specimens were designed using FEA: one permitting the determination of the shear modulus, and the other (double lap shear specimen) permitting measurement of the shear strength (1-3 plane). Only values for single-lap specimens reported. Strain measured using strain gauges on the specimen. Authors emphasize that strength values must be interpreted with caution due to tensile normal stresses ends of the overlap. Maintaining shorter overlap length reduces peel stresses.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Effect of strain rate on ultimate shear strain not reported. Negligible change in shear modulus or interlaminar shear strength up to 1,000 s^{-1} (within experimental scatter).</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reference</td>
<td>Material Description</td>
<td>Test Method</td>
<td>Specimen Details</td>
<td></td>
<td></td>
</tr>
<tr>
<td>----------------------------</td>
<td>------------------------------------</td>
<td>------------------------------</td>
<td>-----------------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hallett S.R. et al. (1999)</td>
<td>Carbon/epoxy prepreg: T300/914 (0/90)s LF not spec. SL (Z) Compression SHPB [SL (Z)]</td>
<td>Compression SHPB [R-O]</td>
<td>Z-shaped single-lap specimens used. Shear strain measured directly using ± 45° rosette strain gauge. High speed photography (Cordin) used to observe failure mechanisms. Linear regression fit used to estimate shear modulus from stress-strain curve (noise and oscillations in curve). Too much scatter on shear strength values to resolve strain rate dependency. Failure found to initiate near the notches, suggesting that the stress concentration may dominate the failure. Shear modulus increases (+41% at 700 s⁻¹) but with high scatter (± 34%). Negligible effect on shear strength (within experimental scatter) at 450 s⁻¹ and 700 s⁻¹. Ultimate shear strain increases (+27% at 700 s⁻¹) but with high scatter (± 20% at 450 s⁻¹ and ± 12% at 700 s⁻¹).</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gillespie J. et al (2005)</td>
<td>S-2 glass/epoxy 2D weave (15x15 and 5x5) - /SC79 (GFRP-W) LF not spec. [R-O] Compression SHPB [R-O]</td>
<td>Out-of-plane off-axis specimens loaded in compression to obtain shear strength. Off-axis angles considered include: 0°, 15°, 30°, 45°, 60°, 75°, and 90°. An ‘R-value’ criterion (based on relative difference between reaction forces) was to determine which tests were likely contaminated by inertial effect (limits strain rate to &lt; 600 s⁻¹). A strain rate dependent failure criterion was identified based on experimental results. Effect of strain rate on shear modulus and ultimate shear strain not reported. Interlaminar shear strength found to increase (+134%) at 985 s⁻¹.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Authors</td>
<td>Material</td>
<td>Fiber</td>
<td>Epoxy</td>
<td>Test Equipment</td>
<td>Load Cell</td>
</tr>
<tr>
<td>---------</td>
<td>----------</td>
<td>-------</td>
<td>-------</td>
<td>----------------</td>
<td>-----------</td>
</tr>
<tr>
<td>Harding J. &amp; Li Y.L. (1992)</td>
<td>carbon/epoxy pre-preg. ([0]): T300-3000A/Ciba-Geigy XD 927 (CFRP-PP)</td>
<td>E-glass/epoxy 2D plain weave: –/Ciba-Geigy XD 927 (CFRP-W)</td>
<td>hybrid carbon-glass/epoxy: T300-3000A/Ciba-Geigy XD 927, –/Ciba-Geigy XD 927 (GFRP-W)</td>
<td>LF not spec. (Instron) [DL]</td>
<td>Tension SHPB [DL]</td>
</tr>
<tr>
<td>carbon/epoxy pre-preg:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>glass/epoxy 2D weave:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>hybrid glass/epoxy:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Table B.1: Parameters used to generate synthetic images for each camera - interlaminar IBII tension/compression test

<table>
<thead>
<tr>
<th>Synthetic Image Parameters</th>
<th>HPV-X Camera</th>
<th>HPV-X2 Camera</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pitch size, $p$ (mm)</td>
<td>0.337</td>
<td></td>
</tr>
<tr>
<td>Grid sampling (pixels)</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Grey level noise (% of dyn. range)</td>
<td>0.36</td>
<td>0.79</td>
</tr>
<tr>
<td>Mean grid contrast (% of dyn. range)</td>
<td>37</td>
<td>43</td>
</tr>
<tr>
<td>Grid contrast amplitude (full) (% of dyn. range)</td>
<td>26</td>
<td>28</td>
</tr>
</tbody>
</table>

Table B.2: Grid method processing parameters and measurement performance for interlaminar IBII tension/compression test

<table>
<thead>
<tr>
<th>Displacement calculation</th>
<th>HPV-X Camera</th>
<th>HPV-X2 Camera</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pitch size, $p$ (mm)</td>
<td>0.337</td>
<td></td>
</tr>
<tr>
<td>Grid sampling (pixels)</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Analysis window</td>
<td>Bi-triangular</td>
<td></td>
</tr>
<tr>
<td>Analysis window size, $2p$ (pixels, mm)</td>
<td>14, 0.674</td>
<td>86, 4.14</td>
</tr>
<tr>
<td>Edge data reconstruction [38]</td>
<td>Linear fit over 7 pixels</td>
<td></td>
</tr>
</tbody>
</table>

| Strain calculation                        |               |               |
| Calculation method                        | Central difference | Gaussian |
| Smoothing window                          |               |               |
| Window width, standard deviation $\sigma$ (pixels, mm) | 10, 0.48 | 18, 0.86 |
| Virtual strain gauge size $(4\sigma + 2p)$ (pixels, mm) | 54, 2.60 | 86, 4.14 |

| Acceleration calculation                  |               |               |
| Calculation method                        | Double central difference | 3rd-order Savitsky-Golay |
| Smoothing window                          |               |               |
| Window size (frames)                      | 11            | 11            |

| Measurement uncertainties                 |               |               |
| Displacement ($\mu$m)                     | 0.3           | 0.4           |
| (pixel)                                   | 0.006         | 0.008         |
| (pitch)                                   | $p/1,000$     | $p/850$       |
| Strain ($\mu$m·m$^{-1}$)                  | 46            | 56            |
| Acceleration ($\times 10^5$ m·s$^{-2}$)   | 5.1           | 8.4           |
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Table C.1: Summary of parameters used to generate synthetic images for processing parameter optimisation - interlaminar IBII shear test

<table>
<thead>
<tr>
<th>Image Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pitch size, p (mm)</td>
<td>0.337</td>
</tr>
<tr>
<td>Grid sampling (pixels)</td>
<td>7</td>
</tr>
<tr>
<td>Grey level noise (% of dyn. range)</td>
<td>0.30</td>
</tr>
<tr>
<td>Mean grid contrast (% of dyn. range)</td>
<td>37</td>
</tr>
<tr>
<td>Grid contrast amplitude (full) (% of dyn. range)</td>
<td>26</td>
</tr>
</tbody>
</table>

Table C.2: Grid method processing parameters and measurement performance for interlaminar IBII shear test

<table>
<thead>
<tr>
<th>Displacement calculation</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Pitch size, p (mm)</td>
<td>0.337</td>
</tr>
<tr>
<td>Grid sampling (pixels)</td>
<td>7</td>
</tr>
<tr>
<td>Analysis window</td>
<td>Bi-triangular</td>
</tr>
<tr>
<td>Analysis window size, 2p (pixels, mm)</td>
<td>14, 0.674</td>
</tr>
<tr>
<td>Edge data reconstruction [38]</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Strain calculation</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Calculation method</td>
<td>Central difference</td>
</tr>
<tr>
<td>Smoothing window</td>
<td>Gaussian</td>
</tr>
<tr>
<td>Window width, standard deviation σ (pixels, mm)</td>
<td>6, 0.29</td>
</tr>
<tr>
<td>Virtual strain gauge size (4σ +1 + 2p) (pixels, mm)</td>
<td>39, 1.88</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Acceleration calculation</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Calculation method</td>
<td>Double central difference</td>
</tr>
<tr>
<td>Smoothing window</td>
<td>3rd-order Savitsky-Golay</td>
</tr>
<tr>
<td>Window size (frames)</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Measurement uncertainties</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Displacement ([μm])</td>
<td>0.4</td>
</tr>
<tr>
<td>(pixel)</td>
<td>0.008</td>
</tr>
<tr>
<td>(pitch)</td>
<td>p/850</td>
</tr>
<tr>
<td>Strain ([μm·m⁻¹])</td>
<td>75</td>
</tr>
<tr>
<td>Acceleration ([× 10⁵ m·s⁻²])</td>
<td>5.8</td>
</tr>
</tbody>
</table>