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Personal Audio refers to the generation of spatially distinct sound zones that allow individuals
within a shared space to listen to their own audio material without affecting, or being affected,
by others. Recent interest in such systems has focussed on their performance in public
spaces where speech privacy is desirable. To achieve this goal, speech is focussed towards the
target listener and a masking signal is focussed into the area where the target speech signal
could otherwise be overheard. An effective masking signal must substantially reduce the
intelligibility in this region without becoming an annoyance to those nearby. To assess these
perceptual requirements, listening tests were carried out using two examples of loudspeaker
arrays with different spatial aliasing characteristics, to determine the impacts of different
masking signal spectra on speech intelligibility and subjective preference. The results of these
tests were used, alongside objective and subjective metrics, to form a design specification for

private personal audio systems.
©2020 Acoustical Society of America.

[XYZ]

I.INTRODUCTION

In spaces shared by multiple people, sound produced
for the attention of one listener may become annoying or
distracting to others nearby. This situation worsens as
the number of competing sources and listeners increases,
motivating the provision of personal sound zones' using
loudspeaker arrays. The technical requirements of these
arrays have been discussed in various contexts, such as
open plan offices and museum exhibits', television and
radio systems®*, entertainment devices for use in vehi-
cles and aircraft®® and mobile devices”. In each applica-
tion, systems are configured to focus an input signal into
a bright zone, where the target listener is located, whilst
minimising the leakage of the signal into the dark zone.
System performance has conventionally been measured in
terms of the acoustic contrast®, i.e. the sound level dif-
ference between zones, but trade-offs between this indi-
cator and subjective measures of performance have been
identified®>'?. Consequently, recent research has begun to
incorporate elements of psychoacoustics into the design of
loudspeaker arrays>'! and sound zoning algorithms'?~'4
to improve the subjective performance of personal audio
systems, making the technology more appropriate to the
solution of real-world problems. Following this approach,
the present paper integrates the results from listening
tests and perceptual metrics into the personal audio sys-
tem design process.

One application where perceptual requirements in-
fluence the design process is when a personal audio sys-
tem must provide speech privacy control. The ability of
a personal audio system to control the level of sound

a)D.Wallace@soton.ac.uk, J.Cheer@soton.ac.uk;

J. Acoust. Soc. Am. / 23 March 2020

[http://dx.doi.org(DOI number)]

Pages: 1-13

in different spatial regions can be leveraged to privately
transmit a spoken message to an individual in a public
space, as first investigated by Donley et. al.'”. This ob-
jective is achieved when the message is intelligible within
the bright zone of the system and is rendered unintelli-
gible in the dark zone, where it could otherwise be over-
heard. In many envisaged applications of this control
scheme, there exists a defined region where intelligibility
reduction must be prioritised. In an in-vehicle telecom-
munication system'®, for example, the locations of other
listeners in the vehicle are known. Alternatively, such a
system may be used to transfer speech through a glass se-
curity partition at a bank or post office counter; here, the
greatest potential for eavesdropping occurs at the front
of the queue, or at adjacent cashier locations. In either
case, leakage of spoken information from the bright zone
into the dark zone could represent a loss of privacy for
the target listener. Limitations in the acoustic contrast
achievable by conventional systems means that speech
leaked into the dark zone could remain intelligible; to
mitigate this, a pair of sound field control processes may
be employed!®. The first process focuses a speech signal
towards the target listener in the bright zone, and the
second uses the same array to focus a secondary masking
signal into the dark zone, with the purpose of impair-
ing the intelligibility of any leaked speech. The perfor-
mance of such a system can therefore be characterised by
the speech intelligibility contrast (SIC)'" i.e. the differ-
ence between the intelligibility of the spoken message in
the bright and dark zones, evaluated using an objective
speech intelligibility metric.

As noted by Donley et. al'‘, one effect that can lead
to a degradation in the SIC is spatial aliasing in the ar-
ray. Depending on the source and zone geometries, a dra-
matic reduction in the privacy performance can occur as
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side lobes in the array directivity at high-frequencies may
lead to signal leakage between the zones. The standard
geometrical argument states that at frequencies greater
than 0.5¢/d, where § is the inter-element spacing and ¢
is the speed of sound, spatially aliased side-lobes will be
present in the array directivity. The work of Donley et.
al.!” provides an analytic derivation for the frequency
at which spatially aliased side-lobes from one beam im-
pinge on the opposite zone, with the recommendation
that this frequency be used to band-limit the masking
signal. These conclusions were based on free field simu-
lations, with validation through anechoic chamber mea-
surements, and close matching was found between the
two'”. However, no jury testing was carried out to assess
the objective or subjective system performance, rather,
instrumental metrics were used for this purpose. Fur-
thermore, the anechoic testing only offers limited insight
into the system performance in a realistic room, even
with a modest reverberation time. In such spaces, ener-
gisation of the reverberant field by spatially aliased side-
lobes will further decrease acoustic contrast, even if they
do not directly intercept the opposite zone. Earlier work
by Donley et. al.'® showed results from three simulated
reverberant rooms, with reverberation times of less than
0.5 seconds, using a 3 metre diameter, 295-channel circu-
lar loudspeaker array. While adequate SIC performance
was demonstrated, such a system is clearly difficult to
realise.

Previous work by the present authors has discussed a
number of practical considerations required for the imple-
mentation of personal audio systems for speech privacy
control. An assessment of the experience of all listeners
in a space, rather than just the target listener, was first
discussed in terms of masking signal design'®. Analysis
based on the Psychoacoustic Annoyance metric'”? pre-
dicted that although speech-shaped maskers are most ef-
fective at providing SIC, filtering out high frequencies
could provide acceptable speech privacy whilst also re-
ducing the potential for the masker to be annoying or
distracting to nearby listeners, by reducing its sharp-
ness. Accordingly, in the present work the masking per-
formance and overall subjective preference of various low-
pass filtered speech-shaped maskers are assessed by lis-
teners.

Also considered in prior work was the case where
part of the masking effect was provided by ambient back-
ground noise in the space®’, but this masking contribu-
tion is difficult to predict in practice due to fluctuations
in the background noise level. As such, the systems pre-
sented in this work are assumed to be operating in quiet,
or at least be the dominant acoustic sources in a space,
such that background noise can be neglected in calcula-
tions of the signal-to-noise ratio (SNR).

The purpose of the present paper is to demonstrate
a method for designing a speech privacy control system
based on a combination of subjective metrics and physi-
cal array limitations. A system in this regard comprises
the physical layout of the loudspeakers and the mask-
ing signal emitted by them. The results of objective and

2 J. Acoust. Soc. Am. / 23 March 2020

subjective listening tests are used to provide greater in-
sight into the design of personal audio systems for speech
privacy enhancement over the previous research in this
area, which have relied directly on instrumental measures
of speech intelligibility and quality.

Section IT describes the geometry of the two arrays,
whose sizes have been chosen to enable an investigation
into the effect of spatial aliasing on masking signal design.
In Section III, the technical capability of these two array
configurations is discussed in terms of acoustic contrast,
followed by a general discussion of how this relates to
the control of speech privacy in Section IV. The design
of objective and subjective listening tests to evaluate the
performance of these systems is presented in Section V,
and the results from these tests are compared against
objective and subjective metrics in Sections VI and VII.
A summary of the proposed design method is presented
in Section VIII and conclusions follow in Section IX.

Throughout this paper, subscripts {}, and {}4 refer
to quantities related to the bright and dark zones respec-
tively. The two loudspeaker arrays used for the purposes
of investigating the dependence on spatial aliasing are re-
ferred to as marrow and wide arrays with corresponding
subscripts {}, and {}..

Il. LOUDSPEAKER ARRAY GEOMETRY

In order to investigate the design of a personal au-
dio system for speech privacy, including the effects of
spatial aliasing, a physical loudspeaker array is used
as a testbed. This 27-channel array was originally de-
signed for in-car 3D audio reproduction to two listen-
ers simultaneously?'. The effects of loudspeaker spacing
are investigated by selecting two sub-arrays, each with
L = 9 elements, from the full array. Figure 1 shows
a front-view of the geometry of the full array with the
two sub-arrays highlighted. The alternating vertical off-
set of odd and even drivers allows the horizontal driver
spacing 0 to be minimised. The narrow array, indicated
by solid outlines in Figure 1, has loudspeakers spaced at
dn, = 0.035 m intervals and the wide array (dotted out-
lines) has d,, = 36,, = 0.105 m, yielding array widths of
D, =0.28 m and D,, = 0.84 m. The array is positioned
at a height of 1.2 metres, at the centre of a listening room,
which has a mid-frequency reverberation time of 0.11 s,
and dimensions 4.4 m X 3.7 m X 2.2 m.

o e PR  /

i35 =6
n w

0
n

FIG. 1. Front view of loudspeaker array. Groups of 9 elements
were selected from a 27-channel array to form two arrays with
different horizontal element spacing. Narrow and wide sub-
arrays are indicated with solid and dotted lines respectively.
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FIG. 2. [Colour Online] Plan view of the personal audio sys-
tem geometry, showing source and microphone locations.

Figure 2 shows a plan view of the personal audio sys-
tems in the listening room. The bright and dark zones
are specified by the positions of two microphone arrays.
In both cases, the centres of the bright and dark zones are
situated 0.72 m in front of the loudspeaker array in order
for all microphones to be within the critical distance®? of
the loudspeaker array in the room (= 1 m). Outside of
the critical distance, the sound field is dominated by dif-
fuse, reflected sound and this would significantly impede
sound field control. The centres of the two zones are
spaced 1.0 m apart, which is comparable to the physical
width of the wide array, and is thus consistent with its
intended performance limitations. In the interest of gen-
erality, this symmetrical geometry is chosen to match the
de facto standard for evaluating personal audio systems
that has emerged from the literature, e.g.!'0>!2:1417,23
Nevertheless, of the applications mentioned above, the
zonal layout is a close match to the in-car reproduction
scenario, when considering providing separation between
the left and right sides of the car cabin. Each zone has
a radius of 0.15 m, covering enough space for a human
head, with 20 microphones distributed on a grid within
each zone. Half of the microphones are used to optimise
the zoning filters, while the other half are used to evaluate
the reproduced sound field. Disjoint sets of microphones
are used to reduce bias in the acoustic contrast estimates
that are presented in the following section®*2%.

111. OBJECTIVE PERFORMANCE EVALUATION

Before considering the subjective performance of the
narrow and wide arrays, it is important to understand
their objective performance in terms of acoustic contrast,
as the physical limitations of the two configurations di-
rectly affect how the signals reproduced by them are per-
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ceived. For each array configuration, two parallel acous-
tic contrast control (ACC) processes are used to focus
the speech and masker into their respective zones. ACC
is chosen as, compared to other sound zoning methods,
it will by definition of the optimisation procedure offer
the greatest level of contrast between zones when used in
a reflective environment?®. This is important, since the
speech-to-masker ratio is highly correlated with intelligi-
bility, and this is largely governed by the acoustic con-
trast between the zones. According to the ACC method,
the loudspeaker weights at each frequency, qp, that focus
the speech programme into the bright zone are found by
determining the eigenvector corresponding to the largest
eigenvalue of

(G Gy + BT GGy (1)

where I is an L x L identity matrix, G; and G4 are mea-
sured electroacoustical transfer responses from the array
sources to the bright and dark zone optimisation micro-
phones respectively, and § is a regularisation parameter.
At each frequency, S is set to be proportional to the con-
dition number of G G, with proportionality constant
Bo = 10713, This value was selected to provide a trade-
off between robustness to changes in the environment,
acceptable acoustic contrast across the speech frequency
range, and flatness of the frequency response. A 1/3
octave band equaliser is applied to the input signals to
maintain the spectrum of the speech signal in the bright
zone and the masker in the dark zone, compensating for
any residual colouration to the frequency response caused
by the ACC filters. The corresponding process to find qq
is identical, with G, and G interchanged. The symmet-
rical zonal geometry yields the same acoustic contrast re-
sults for both ACC processes, but this is not the case in
general; the leakage of the programme into the dark zone
and of the masker into the bright zone must be consid-
ered separately, based on the contrast provided by each
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FIG. 3. [Colour Online] Acoustic contrast measurements for
the narrow and wide loudspeaker array configurations.
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process. Figure 3 shows the acoustic contrast, C, for the
narrow and wide arrays. From these results it can be
seen that the wide array has a slightly higher contrast at
low-mid frequencies due to its wider aperture, but spa-
tial aliasing due to the inter-element spacing causes a
substantial reduction in contrast between 2 and 4 kHz.

To provide further insight into the acoustic contrast
results presented in Figure 3, room impulse responses
were captured using the microphone array grid depicted
in Figure 2, positioned at multiple locations within the
room. Output from the array was simulated using the
weights qp calculated above to produce maps of the ra-
diated tonal sound fields; these results are presented in
Figure 4 at 1.2, 2.4 and 4.8 kHz for each array configu-
ration.

From these results it can be seen that at 1.2 kHz, the
aperture of the wide array provides a more focussed beam
pattern than the narrow array, while at higher frequen-
cies, the aliasing limit of the wide array begins to become
evident. With the presented zonal geometry, at 2.4 kHz
a secondary lobe in the directivity begins to impinge on
the dark zone; this explains the pronounced decrease in
acoustic contrast around this frequency, as shown in Fig-
ure 3. At 4.8 kHz, the narrow array creates a tightly fo-
cussed beam in the direction of the bright zone, whereas
the sound field in the room with the wide array is es-
sentially diffuse, with multiple side lobes being radiated
in different directions. In rooms with longer reverber-
ation times, the ratio of direct to diffuse sound around
the loudspeaker array will decrease, hindering sound field
control at a distance from the array. Furthermore, indi-
vidual reflections may impinge on the dark zone in the
same way as is demonstrated with aliased side-lobes in
Figure 4?°. Undertaking a sound field mapping exercise
such as the one provided here, or a ray-tracing simulation
with important reflections included, gives significantly
more information to system designers than predictions of
inter-zone contrast alone, at the cost of increased com-
putational or measurement complexity. Figures 3 and 4
illustrate the physical limitations of the two array con-
figurations. However, neither acoustic contrast measure-
ments nor predictions of the spatial distribution of sound
pressure provide a definitive indication of whether each
system fulfils its intended purpose of providing speech
privacy.

IV. SUBJECTIVE ASPECTS OF SPEECH PRIVACY CON-
TROL

The privacy of a particular listener is violated when
others can understand content that is intended to re-
main confidential. As discussed in the introduction, this
is achieved in speech privacy control systems by both fo-
cussing the speech towards the target listener and radi-
ating additional masking noise into the dark zone, where
listeners who would otherwise be capable of eavesdrop-
ping are situated. In addition to pursuing privacy, suc-
cessful systems must also remain considerate towards
good-intentioned listeners who happen to be occupying
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FIG. 4. [Colour Online] Relative Sound Pressure Level with
tonal signals focussed to the bright zone (square markers)
at 1.2, 2.4 and 4.8 kHz for each source array configuration.
Dimensions are in metres.

the dark zone. These goals, being judged subjectively
by humans rather than measured, significantly compli-
cate the process of designing such a system. Therefore,
the first step in making the design process tractable is to
identify proxies for privacy and the subjective preference
of listeners.

A. Speech Privacy

Privacy is intimately linked with speech intelligibil-
ity, a quantity which itself can be measured in many dif-
ferent ways. Intelligibility is often defined as the per-
centage of sounds, words, keywords or sentences that
are correctly identified during speech-in-noise listening
tests?0 2%, The knowledge gained from such listening
tests and studies has led to the development of a range
of objective intelligibility prediction methods for different
applications. One such measure, which has been linked
to the assessment of speech privacy, is the Speech Intel-
ligibility Index (SII) and its predecessor, the Articula-
tion Index (AI)?°, whose values can be interchanged for
AI<0.5 using an empirically derived relationship®’.

A conceivable design framework for a speech privacy
control system, therefore, is to predict the SII in each
zone from a standard speech spectrum and the known
frequency response of the array. This can then be used
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to adjust the masker to satisfy a minimum SII in the
bright zone, and a maximum SII in the dark zone. This
improves upon the objective of maximising SIC, used by
Donley et. al'”, as it explicitly defines the intelligibility
requirements in each zone. The remaining question is
then how to set these requirements.

Subjective experiments on office privacy by Ca-
vanaugh et. al.?’ reported that for speech transmission
through office walls, the break point between adequate
and inadequate “confidential privacy” occurs at an equiv-
alent SII of 0.10, and at SII=0.17, everyday privacy re-
quirements are met. These claims have been validated in
more recent studies of office privacy?’ and are referenced
(in terms of the AI) in the current ASTM standard for ob-
jectively measuring speech privacy in open plan spaces®'.
Other research has related SII values between 0.22 and
0.33 to the Speech Reception Threshold (SRT) of 50%
words correct in listening tests with short, meaningful
sentences®?. This range of SII values suggests that for
low values of the SII, small changes in the SII result in
large differences in the level of intelligibility®®. This fea-
ture of the SII led Gover and Bradley** to reject the use
of the metric as a measure of speech security, which is
a more stringent condition encompassing the audibility
of speech sounds and vocal cadence, as opposed to the
intelligibility of individual words. In the same work, 50%
intelligibility of words within sentences was reported at
SIT = 0.11, and the threshold for understanding at least
one word corresponded to an SII of 0.05%*. Leakage of
the masker into the bright zone can impede intelligibil-
ity for the target listener, so complementary minimum
SIT limits must be set in this region. The standard that
defines the SII states that good communication systems
have an SII in excess of 0.75 and poor communication
systems have an SII below 0.45%°.

The wide range of SII values described above can be
attributed to the broad scope of the referenced experi-
ments and nuances in the various definitions of privacy
used in each instance. Since none of the aforementioned
experimental contexts exactly align with the specific task
of creating private sound zones, independent listening
tests will be carried out in order to define the require-
ments of the zonal privacy system.

B. Masker Preference

In addition to providing objective information about
the intelligibility of speech radiated from the array, lis-
teners can also provide important subjective information
regarding their preference for different masking signals.
These preference results can then be correlated with the
properties of the original stimuli to determine which met-
rics most accurately predict listener preference in the
considered context. One potential metric, Psychoacous-
tic Annoyance'??%, has previously been used to predict
listeners’ negative reaction to noise in a variety of con-
texts, for example in university facilities®”, to rate house-
hold fans®® and traffic noise®’. Psychoacoustic Annoy-
ance refers to a component of the overall sensation of
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annoyance that can be directly attributed to the acous-
tical structure of a noise. It does not take into account
other contributions to the actual annoyance that cannot
be obtained through signal analysis alone, such as the
perceived source of the sound, environmental context, or
the time of day. The Psychoacoustic Annoyance met-
ric, A(z), is defined for a single input signal x, and is
formulated as

Aw) = Nia) (14 /u3@) +odel)) . @

where

wg(x) = (S(x) — 1.75) x 0.25log(Ns5(x) + 10) (3)
for S > 1.75 acum, and
wrp(r) = 2.18/N24(2)(0.4F () + 0.6R(x))  (4)

where N5 is the instantaneous loudness in sones exceeded
for 5 percent of the input signal duration. Sharpness S
is measured in units of acum, and is correlated with the
level of high frequency content in the signal. Fluctuation
Strength F' and Roughness R are measured in units of
vacil and asper respectively, and each report the level of
low frequency (< 20 Hz) and high frequency (2 20 Hz)
modulations respectively.

The fluctuation of multi-talker babble usually results
in more effective masking than speech-shaped noise re-
produced at the same level*?, but is also reported to neg-
atively affect the Psychoacoustic Annoyance rating. The
question of whether babble is less annoying in practice is
a topic for further investigation, but is likely to depend
on the context, and the level and composition of ambient
noise in the playback environment®’. As a compromise,
therefore, to avoid tying results to any particular con-
text, stationary random noise maskers are considered in
this work. This is also consistent with studies that ref-
erence the SII in the context of privacy control®’*?, and
early studies into validating the Psychoacoustic Annoy-
ance metric®®. The perception of roughness in stationary
band-limited random signals is caused by random am-
plitude fluctuations, but the sensation is greatly reduced
for wideband signals compared to narrowband noise. Ac-
cordingly, from Equation 2 it can thus be hypothesised
that reducing the sharpness and loudness of the masker
are the predominant means by which a random noise
masking signal can be reduced in psychoacoustic annoy-
ance. The objective of reducing sharpness provides an
alternative criterion for selecting the cut-off frequency
for a low-pass filter applied to the masker, and can be
compared objectively and subjectively against low-pass
filtering the masker to prevent spatially aliased side-lobes
impinging on the bright zone.

V.LISTENING TEST DESIGN

The success of a personal audio system for speech pri-
vacy control relies on its ability to control the level of in-
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telligibility in each listening zone, without producing ex-
cess noise pollution. While instrumental metrics for these
factors have been suggested, the values of these metrics
at which adequate privacy performance is achieved are
unclear from the literature. Accordingly, sentence in-
telligibility and paired preference tests were conducted,
with listeners situated in the dark zone of the zonal au-
dio system. Six array-masker configurations were tested
in total, corresponding to two array widths with three
cut-off frequencies for the low-pass filter applied to the
masker. These conditions will be referred to using the
code [W]|N]y, for the wide and narrow arrays respec-
tively. The first pair of conditions, W4 and N 4, refers to
the case where the cut-off frequency is set to the point
where a spatially aliased side-lobe begins to impinge on
the opposite sound zone, as illustrated for the wide array
in Figure 4d. This cut-off frequency is 2.4 kHz for W,
and 8 kHz for N4. For the second pair of conditions, Wg
and Ng, the cut-off frequency is set to 4 kHz for both
arrays, in order to filter out frequencies that contribute
strongly to the sensation of sharpness'®. The final pair
of conditions, W, and N, refer to the case where the
low-pass filter is bypassed.

A. Speech Intelligibility Test

The chosen speech intelligibility test is a modified
version of the English Matrix Test*"*?, a descendent of
the Swedish*® and Oldenburg** matrix tests, so called
as sentence material is built up from a “matrix” of indi-
vidual words, forming unpredictable, but grammatically
correct five-word sentences. The left panel of Figure 5
shows a screen-capture from the custom designed MAT-
LAB interface, showing the ten options for each of the
five words in each sentence. A closed-set presentation
format, where the list of candidate words are visible to
participants, was chosen to reduce training effects*?. Ad-
ditionally, the test induces less listener fatigue because
the closed-set format slightly eases word understanding;
SRTs are approximately 1 dB higher in open-set presen-
tations of the same test’”. Pilot testing confirmed that
at the SRT of the closed-set test, participants reported
that speech could be considered private, and that without
access to the word list, understanding would be signifi-
cantly impeded. This is consistent with the published
slope of the reference psychometric function of 13%/dB
SNR at the SRT*?, i.e. a 1 dB change in SNR results in
a change of 13% in the intelligibility score.

The stimuli were presented to the test subjects us-
ing an auralisation process. Sentences in noise at the
desired SNR were convolved with the acoustic contrast
control filters and binaural room impulse responses mea-
sured from the loudspeaker array to the ears of a KEMAR
mannequin situated in the dark zone, facing the centre
of the array, and were presented to listeners over open-
backed headphones in a soundproofed room. 20 sentences
were presented for each condition, and the SNR was ad-
justed adaptively?® based on the percentage of correct
words at each presentation, relative to the target score
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FIG. 5. [Colour Online] Screen captures from the matrix

test interface after a sentence has been presented (left) and
the preference test interface (right).

of 50%. One training list of 20 sentences was presented
before the first sentence test, with a higher target intel-
ligibility score of 70%, so that participants could become
familiar with the speaker’s voice and the response format.

B. Preference Test

To assess which of the three low-pass filter configu-
rations was preferred for each array width, stimuli were
sampled from the intelligibility test at the SNR that cor-
responded with the SRT, and were aggregated into a
paired comparison test. For each participant, the overall
level of the three samples in each test were adjusted based
on pilot studies to ensure that all participants were com-
paring similar noise levels, without affecting the SNR.
The right panel of Figure 5 shows the interface for the
preference test. The instruction to participants was to
listen to both unlabelled stimuli, then, focussing only on
the noise, rather than any speech that may be perceivable
in the background, select which of the two noises they
prefer. Participants were asked to make a simple pref-
erence judgement, rather than rate or rank the sounds
in terms of their annoyance or any other attribute, due
to the potential for participants having different internal
definitions of these quantities. Twelve comparisons were
made for each array width, which constituted 4 repeats
of 3 pairs of cut-off frequencies.

N = 21 participants from across the University of
Southampton were invited to take part in the study. All
were between 18 and 40 years of age (u = 26.1,0 = 3.7
years), had self-reported normal hearing and were fluent
in the English language. In total, the test took around
45 minutes for each participant to complete. Participants
volunteered their time for the study. The following two
sections discuss the results of the sentence and preference
tests in turn, comparing each set of results with objective
and subjective metrics.

VI. SENTENCE TEST RESULTS AND DISCUSSION

The results of the sentence test are SRT's in dB, and
are presented in Figure 6 as a series of box plots for each
array and masker configuration. The SRTs for the wide
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FIG. 6. [Colour Online] Distribution of Speech Reception

Thresholds (SRTs) achieved for each array and masker con-
figuration. N=21 participants. Red plusses indicate outliers,
identified as the results which lie greater than 1.5 times the
box length from the edges of the box (approximately +2.70).
The reference SRT for the closed-set English matrix test*? is
represented with a dashed horizontal line.

array are significantly lower than for the narrow array,
indicating that the level of the masking signal must be
increased to achieve the same level of (un)intelligibility.
The wide array has poor high-frequency control due to
spatial aliasing, so a significant amount of high frequency
speech information is leaked into the dark zone. This ne-
cessitates an increase in masking signal level, compared
to the narrow array, which has more consistent levels of
acoustic contrast control in the speech frequency range,
as shown in Figure 3. The variability of the acoustic
contrast level across frequency is also responsible for the
large range of SRT's recorded for condition W,. The low-
pass filtered masker in this condition cannot adequately
mask consonant sounds, giving listeners increased oppor-
tunity to correctly guess words from the provided matrix
of sentences. This enlarges the inter-subject variability
beyond that usually expected from the normal-hearing
population.

A. Comparison with Sl

System designers require a target signal to noise ratio
that corresponds to conditions of sufficient unintelligibil-
ity in the dark zone, SNR4. The results from the listening
test above demonstrate that SNR, varies with different
arrays and masking signals. The SIT metric can be used
to provide a single number value that predicts SNRy, for
a given array and masker configuration. To obtain this
value, each stimulus that was presented to participants
during the matrix test was also passed through the SIT
algorithm, providing an objective rating of intelligibility
that could be compared with the listening test score for
that sentence. Each participant listened to a set of 20
sentences in each test condition. For each of these sets,
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the percentage of correct words identified in each stim-
ulus was fitted to the corresponding SII using a sigmoid
function. Each curve of SII values against intelligibility
was then interpolated at the 50% words correct level, and
when this intermediate value is averaged across all par-
ticipants and conditions, a score of 50% words correct
in the matrix test corresponds with an SII value of 0.05.
This value is selected as the SII required in the dark zone.

From a design perspective, the SII-based approach
to selecting the SNR is attractive as it eliminates the
need to conduct listening tests, but the limitations of
the method must be taken into account. Table I shows
the SNR required to achieve privacy, according to either
the measured SRT values, or conditions where the SII
= 0.05. Although this SIIT value represents the average
SRT across all tested array geometries and conditions,
as described above, there is a 5 dB difference in the
required SNR between the two methods in the case of
the wide array. This can be attributed to the design
of the SII algorithm, which aggregates SNRs from sev-
eral frequency bands into a single number rating using a
weighted average. If an array aliases within the speech
frequency range, and this results in a reduced contrast,
for example as shown in Figure 3 at 3 kHz for the wide
array, then the SNR in this band is greater than in other
bands. Consequently, some speech sounds can be more
easily understood than others, increasing the intelligibil-
ity over that predicted by the weighted average SNR*". It
is recommended therefore that array designs that exhibit
sharp reductions in acoustic contrast within the speech
frequency range, due to spatial aliasing or other effects,
be avoided as additional masking is required to compen-
sate, and the true intelligibility is harder to predict using
standard metrics.

Condition SNRa (dB)

SIl; = 0.05 SRT
Ws -16 -21
Wa -27 -32
Woo -12 -17
Ng -13 -15
Na -12 -12
Noo -12 -10

TABLE I. Comparison between dark zone signal-to-noise ra-
tios, SNRy, required for privacy when estimated using SII
simulations and experimental SRTs.

B. Identification of Feasible Masking Signals

The listening test results described above show the
SNR that is required in the dark zone to achieve privacy
at three low-pass filter settings for each array configu-
ration. However, this SNR can also be calculated using
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FIG. 7. [Colour Online] Surface plots of SII and Loudness
with variation in dark zone signal-to-noise ratio and masking
signal cut-off frequency. Upper Row: SII in dark zone. Middle
Row: SII in bright zone. Lower Row: Loudness of masker
in dark zone. White line: SII; = 0.05, Black line: SII, =
0.75. Arrows indicate regions of the parameter space where
intelligibility constraints are met.

SIT1=0.05 as a proxy for privacy, using auralisations of the
speech and noise emitted from the array, recorded in each
zone. Signal auralisations are not strictly necessary for
this purpose, as the SII algorithm only uses the spectra of
the speech and noise signals to form its intelligibility es-
timate. These spectra can be synthesised by combining
the frequency response of the array with the predicted
acoustic contrast and standard speech spectra. The ad-
justments to the speech-shaped maskers presented in the
test can be described using two parameters: the masker
level and the cut-off frequency of the low-pass filter. By
generating auralisations across a range of values of these
two parameters, and analysing the SII in the bright and
dark zones at each data point, contours of bright and
dark zone SII can be generated. These are shown for the
narrow and wide array in Figure 7.

Each point on each surface represents the outcome
from a single simulation, where the masker has been low-
pass filtered with some cut-off frequency, f., and has had
its gain adjusted to produce a given signal-to-noise ra-
tio in the dark zone, SNRy. This representation of the
masker level is chosen to facilitate comparison with the
listening test results presented in Section VI. The up-
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per row of plots shows the SII in the dark zone, for
the narrow array on the left and the wide array on the
right. The middle row shows the corresponding SII in the
bright zone. The intelligibility constraints SII; < 0.05
and SIT, > 0.75 are visualised as contour lines of equal
intelligibility through the parameter space in the upper
and middle plots respectively. All points in the param-
eter space below the white contour at SII = 0.05 repre-
sent situations with sufficiently low intelligibility in the
dark zone to claim privacy. Likewise, all points above
the bright zone constraint contour, shown by the black
line at SII, = 0.75, exceed the ANSI guideline for “good”
speech reproduction in the bright zone°.

From the results presented in Figure 7, it can be seen
that in order to provide speech privacy with a masker
whose filter cut-off frequency, f., is low, the SNR must
be reduced significantly as the masker and speech signal
do not overlap sufficiently in frequency for the masker to
be effective. As f. is increased, the speech and masker
spectra become more similar, so the masker gain can be
reduced (i.e. the SNR increased) whilst maintaining the
same predicted intelligibility level. Above 5 kHz, the con-
tours become approximately constant with an increase in
fe. This is a feature of the SIT metric, which assigns each
critical band an importance value. Above 4.8 kHz, the
relative importance of each critical band to speech intel-
ligibility sharply decreases, so changes in the difference
between the speech and noise spectra have little impact
on the final value of the SII.

The intelligibility contours from the upper four plots
in Figure 7 are transferred onto the lower row of plots to
provide an enclosed feasible region in which both intelli-
gibility constraints are met. The light blue points in the
lower panels of Figure 7 represent the experimental SRT
values from Table I. The dashed lines indicate the differ-
ence between the SNR required to achieve the measured
SRT and SII=0.05 at the three filter cut-off frequencies.
From this lower set of plots it can be seen that the op-
timal masking signal parametrisation within the feasible
region can be decided by considering the perceptual at-
tributes of the dark zone sound field, a decision which is
guided by preference test results and subjective metrics.
This will be discussed further in the following section.

It is important to highlight that the contours pre-
sented here are specific to the position of the zones, the
loudspeaker array used and the surrounding room acous-
tics. However, the discussion relating to the relative po-
sitions of the contour lines and the behaviour with differ-
ent spatial aliasing characteristics should hold for a range
of multi-zone problems, and therefore provide general in-
sight into the privacy control design problem. Certain sit-
uations can cause there to be no intersection between the
regions where SII;, > 0.75 and SII; < 0.05, such as when
the size of the array (in terms of the array length, D, or
the number of elements, L) prevents sufficient acoustic
contrast from being provided, or room reverberation is
too high. When this is the case, either the constraints on
the bright and/or dark zone intelligibility must be made
less onerous or the system must be redesigned.
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Condition A vS. Condition B
Ws 97.4% 2.6% Wa
Ws 11.8% 88.2% Weo
Wa 0.4% 99.6% Weo

Ns 22.3% 77.7% Na
Ng 22.7% 77.3% Noo
Na 50.5% 49.5% Neo

TABLE II. Percentage likelihood of one condition being pre-
ferred over another, using data gathered from the preference
tests.

VIl. PREFERENCE TEST RESULTS AND DISCUSSION

The paired preference tests, as described in Section
V B have been analysed using statistical tools by Perez-
Ortiz and Mantiuk?®. These tools analyse patterns of
preference across participants to enable outliers to be
removed, indicating potential misunderstandings of the
task. The raw preference results are converted to per-
centage likelihoods of one condition being chosen over
another, allowing both an ordering of conditions from
best to worst and an analysis of how significant those
preferences are. A preference of greater than 75% for
one condition over another is deemed to be significant™®.
The results for each of the comparisons are presented in
Table I1.

The preference test results for the wide array were
conclusive, with participants demonstrating a clear pref-
erence in all three paired comparisons. The least pre-
ferred condition was Wy, where the low-pass filter is set
at 2.4 kHz to prevent aliasing. Figure 6 shows that the
median SRT at this condition is -32 dB, at least 10 dB
lower than the other two conditions in the test. The cor-
responding increase in the masker level was clearly per-
ceivable, and was disliked by participants. In the com-
parison between Wg and W, a significant proportion
of participants selected W, the case where the masker
has broader bandwidth and a lower overall level. Pref-
erences were not as well-defined in the case of the nar-
row array, suggesting that the signals in each condition
were perceptually more similar than those with the wide
array. Applying the low-pass filter to reduce sharpness
(Ng) was disliked when compared with both the unfil-
tered condition N, and against N4, where the low-pass
filter cut-off was set to 8 kHz to prevent spatial aliasing.
This can again be related to the increased masker level
required when the cut-off frequency of the low-pass filter
is reduced to 4 kHz. No significant preference was shown
between the N, and N4 conditions when preferences are
aggregated across participants, but more than half (11 of
21) listeners consistently chose their preferred condition
across all four repeats of the Ny vs N, test. Only three
participants selected each condition twice (equivalent to
chance), indicating that for most listeners, it was pos-
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sible to distinguish the samples and make a repeatable
preference judgement.

After the completion of each preference test, par-
ticipants were asked to comment on any features of the
noise samples that they were listening for. Despite the
apparent correlation between masking signal level and
preference judgement, only 8 out of the 21 participants
mentioned loudness or quietness in their descriptions. 17
participants distinguished between sounds by referring to
their spectrum, using words such as “high/low pitched”,
“sharpness” or “harshness”. 10 participants used words
referring to naturalness or artificiality, e.g. “smooth”,
“natural”, “sounds like a jet engine / waterfall / the
London Underground”. When such a preference was ex-
pressed, participants unanimously preferred sounds they
deemed to be “natural” over those which were “artifi-
cial”. When correlated with the participants’ individ-
ual choices in the preference test, sounds with broader
bandwidth were deemed to sound more “natural”. Six
participants commented after the narrow array prefer-
ence test that although masking signals with wider band-
width were preferred in general, having too much high
frequency content was detrimental. Of these six, five
preferred the condition N4 over N, backing up their
comments with their preference decisions. Although par-
ticipants only listened to filtered random noise samples, a
surprising breadth of semantic descriptions were attached
to these sounds. This encourages future experimentation
on the acceptability of different types of masking signals
in different contexts.

A. Comparison with Subjective Metrics

Subjective metrics are designed to quantify percep-
tual features from signals, and are useful alternatives to
costly, complex jury testing. Table III shows the values
of the Psychoacoustic Annoyance, Loudness, Roughness
and Sharpness metrics when applied to the stimuli pre-
sented in the preference test; highlighted cells indicate
where the metric predicts the order of preference from
the test results. The complete psychoacoustic annoy-
ance metric fails to predict the order of preference in
the case of the narrow array, and the standard devia-
tion of the results is also large compared to that of the
other metrics. This is to be expected, as the uncertainty
of the combined metric will include the uncertainties of
the sub-metrics. Although the metrics themselves are
deterministic, the uncertainty stems from the fine struc-
ture of the randomly generated speech and noise signals.
Sharpness, which was hypothesised during test develop-
ment to be an undesirable attribute, was instead found
to be inversely related to the preference results; signals
with higher sharpness values were preferred on average.
However, attention must be paid to the absolute sharp-
ness value. The formulation of the sharpness model'?
states that this attribute only affects psychoacoustic an-
noyance when it exceeds 1.75 acum (Eq. 2); only two of
the tested values exceed this threshold as speech-shaped
noise contains relatively little energy above 3 kHz, where
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sharpness begins to be perceived. Comments from par-
ticipants who selected the case N4 over N, suggest that
the increased sharpness of the N, condition was unde-
sirable.

The loudness and roughness metrics perform better
overall, with the roughness metric correctly predicting
the preference order of all conditions and the loudness
metric correctly identifying one of the most preferred op-
tions in the case of the narrow array. Cursory inspection
of Table III suggests that the roughness metric is the
superior predictor, but the absolute value and just no-
ticeable difference (JND) for roughness perception must
also be taken into account. The roughness of unmodu-
lated noise is caused by random amplitude fluctuations
and is therefore dependent on its bandwidth®’. For ex-
ample, peak roughness between 0.2 and 0.3 asper occurs
for noise with a bandwidth of 100 Hz, decreasing there-
after to around 0.05 asper at full audio bandwidth. For
amplitude modulated tones, the threshold of roughness
perception is 0.07 asper, and the just noticeable differ-
ence limen AR/R is 17%. Therefore, while the roughness
values of the stimuli can be distinguished from one an-
other, the absolute roughness level of all the tested stim-
uli is already very low. Roughness is difficult to explicitly
control without also affecting other perceptual features,
as no explicit amplitude modulation is included in the
masker. Furthermore, the roughness of a given signal in-
creases slightly with signal level’’, and is thus nonlinear.
This is exemplified in the case of the wide array where, al-
though the roughness metric correctly predicts the order
of preference, this effect is due to the large level differ-
ence between stimuli. The recommendation is, therefore,
that a masking signal should be determined based pri-
marily on minimising loudness, with attention also being
paid towards minimising the residual roughness of the
masker. This further motivates investigation into the
context-dependence of masker preference, as the prefer-
ence for “naturalness” expressed by participants appears
to be well-modelled by the roughness metric when ap-
plied to stationary random noise. An investigation using
a range of natural masking sounds may also shed light on
the advantages and disadvantages of masker fluctuation,
which is negligible for the stimuli tested here.

B. Selection of Preferred Masker

Analysis of the preference test results shows that
loudness and roughness should be minimised when select-
ing a masking signal. The surface plots in the lower two
panels of Figure 7 show the variability of loudness with
respect to the dark zone SNR and the masker cut-off fre-
quency. System designers can be guided by generating
equivalent contour and surface plots for candidate array
designs. Within the feasible region enclosed by the upper
and lower intelligibility constraints, the point with the
lowest loudness should be selected. This point usually
lies on the dark zone constraint boundary (white con-
tour), as masking signals that just satisfy this constraint
have just enough energy to provide sufficient masking.
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Condition,
Annoyance Loudness Roughness Sharpness
pref. order

We, 1 80.0+0.5 77.7£0.2 0.044+0.003 1.61+0.01
Ws, 2 84.8£0.6 81.3+0.2 0.0640.003 1.21+0.08
Wa, 3 91.4+1.1 85.7£0.3 0.084+0.006 1.05+0.08
Noo, =1 84.84£2.0 79.3£0.1 0.04£0.003 1.88+0.08
Ny, =1 83.24+1.8 79.6£0.1 0.04£0.003 1.80=+0.06
Ns, 2 82.8%0.7 79.7£0.2 0.05£0.003 1.58+0.07

TABLE III. Metric values of stimuli presented to participants
in the paired-preference test. Uncertainties are £1o. High-
lighted cells indicate where the metric correctly predicts the
order of preference within each array width.

In areas where the loudness contours are approximately
constant under adjustment of one parameter, this may in-
dicate that the corresponding signals are physically sim-
ilar, for instance, low-pass filtered speech shaped noise
with cut-off frequencies between 8 and 16 kHz. Analy-
sis of the predicted roughness at positions with similar
loudness can provide fine-tuning to the selected masker,
though this requires a full auralisation of the signal in the
dark zone, rather than simply an estimate of the spec-
trum of the masker reproduced in the dark zone, which
is sufficient for the estimation of loudness.

VIIl. SUMMARY OF DESIGN METHOD

The overall structure of the proposed design process
is described in block diagram form in Figure 8. The
method requires an estimate of the transfer responses
from a candidate array design to the designated bright
and dark zones. These transfer responses, whether de-
rived from measurements or simulations, enable the pro-
duction of sound zoning filters, which can be used to
create auralisations of speech and masker signals in each
zone. Speech intelligibility is evaluated in both zones
using the Speech Intelligibility Index (SII) metric®®, to
determine the range of reproduction levels that satisfy
the SII constraints of SII< 0.05 in the dark zone and
SIT> 0.75 in the bright zone. If these constraints can be
met simultaneously, the masker with the lowest loudness,
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FIG. 8. Block diagram of the personal audio system design
method.
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evaluated in the dark zone can be selected. Otherwise,
the array geometry or the positions of the zones are po-
tentially unsuitable for effective private sound zone re-
production, and alternatives that offer greater acoustic
contrast should be considered.

A further consideration regarding the overall accept-
ability of a designed system, is that the dominant output
from the system should be speech, rather than noise. In
other words, the level of the masking signal in the dark
zone should be kept below that of the speech programme
in the bright zone. Systems where this is not the case
are likely to be condemned as sources of noise pollution,
as this may impede conversation between occupants of
the dark zone. This condition can be checked by com-
paring the acoustic contrast provided by the array across
the speech bandwidth against the SNR required for pri-
vacy. For the two presented configurations, the acoustic
contrast is between 15 and 20 dB across the speech fre-
quency range, and the required SNRy to ensure privacy
is -12 dB for both configurations, using unfiltered speech-
shaped maskers. This means that the required level of
the masker in the dark zone is lower than that of the
speech in the bright zone.

IX. CONCLUSIONS

The creation of private sound zones can be attained
by radiating a masking signal into the dark zone of a
conventional personal audio system. Successful systems
must adhere to speech intelligibility constraints in each
zone, whilst also considering the potential for the mask-
ing signal to become annoying to listeners in the dark
zone. Listening test results, objective intelligibility pre-
dictions and subjective metrics have been combined to
form guidance on how to design such a system to achieve
these targets.

The horizontal spacing of source array elements can
lead to spatial aliasing of the masker within the speech
frequency range. One strategy to prevent aliased side-
lobes from compromising the bright zone sound field, pro-
posed by Donley et. al.'”, is to apply a low-pass filter to
the masker. However, this impedes the effectiveness of
the masker, requiring higher masker levels to achieve the
same intelligibility contrast. Listening test results indi-
cate that in system geometries where spatial aliasing in
the speech bandwidth is unavoidable, it is more accept-
able to use a broadband speech-shaped masker that can
be reproduced at a lower level, compared to eliminating
the spatially aliased component with a low-pass filter. It
is recommended to perform in-situ directivity measure-
ments above the aliasing frequency to determine whether
spatially aliased side-lobes, or any associated specular re-
flections, impinge on the bright zone.

The symmetric zonal layout and stationary, random
noise maskers used in this work were intended to mitigate
contextual biases associated with different listening sce-
narios. Despite this, listeners likened the masking sounds
presented in the preference test to a wide range of natu-
ral and unnatural environmental sounds. Correlation of
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these preference results with perceptual metrics suggests
that the reduction of subjective roughness is important.
This prompts further investigation into the acceptability
of different types of masking signals, particularly in con-
junction with a study on how this is affected by context.
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