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ABSTRACT

FACULTY OF ENGINEERING AND PHYSICAL SCIENCES

School of Electronics and Computer Science

Doctor of Philosophy

INTELLIGENCE-AIDED TRANSCEIVER DESIGN FOR MILLIMETER WAVE

COMMUNICATIONS

by K. Satyanarayana

The millimeter wave (mmWave) frequency band spanning from 30 GHz to 300 GHz o�ers

a tremendous potential frequency resource for future wireless communication systems in

order to meet the ever-increasing capacity demand. However, an important challenge

at mmWave frequencies is that they su�er from high propagation loss because of the

oxygen absorption, rain-induced fading and foliage attenuation. In order to mitigate the

propagation losses, directional transmission would be employed. Furthermore, owing to

the high cost and high hardware complexity as well as power-hungry nature of analog-

to-digital and digital-to-analog converters, a hybrid beamforming architecture relying on

both analog beamforming and digital precoding is conceived. However, the impairments

in the analog beamforming employed at the radio-frequency (RF) would limit the achiev-

able rate of mmWave hybrid systems. Therefore, we enhance the achievable data rate

of mmWave hybrid systems with the aid of diversity and beamforming schemes. More

explicitly we conceive a dual-function hybrid beamforming transceiver, where both diver-

sity and beamforming gains can be attained. This is achieved by separting the sub-arrays

emerging from a full array by a su�ciently large distance so the correlation between the

sub-arrays is minimum. Then to further enhance the data rate, we considered full-duplex

communication at mmWave frequencies relying on hybrid beamforming, where we aimed

for mitigating the self-interference (SI) by jointly designing the RF transmit and receive

beamformer weights and the precoder as well as combiner matrices. The proposed so-

lution preserves the signal's dimensionality, while mitigating the SI. We show that the

proposed design is capable of reducing the SI by upto 30 dB, hence performing similarly

to the hypothetical interference-free FD system.

However, we note that the aforementioned designs rely on the assumption of having per-

fect beam-alignment and channel impulse response knowledge. Therefore, in order to

relax this assumption, we invoke machine learning tools for intelligent beam-alignment
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based on the location of the user, where we demonstrate that our design performs sim-

ilarly to beam-sweeping based beam-alignment relying on high-complexity exhaustive

beam-search. Furthermore to counteract the channel aging phenomenon, we propose

learning-assisted channel prediction. In order to reduce the signalling overhead and de-

tector complexity at the receiver, we propose deep learning assisted semi-blind detection

for index modulation mmWave MIMO systems. More particularity, we propose a detec-

tor for index modulation systems operating without relying on the explicit knowledge

of the CSI at the receiver. We observe by our simulations that the number of compu-

tations required for learning-assisted soft-detection is four times lower than that of the

conventional soft-detector.
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No precedent in the history has seen the unprecedented success story as the wireless tech-

nology in grabbing billions of users � neither television nor the personal computer, or

the washing machine and not even the omnipotent Internet!

1



Chapter 1
Introduction

The �rst transatlantic cable was seen as a folly and a hoax. But it heralded the greatest

communications revolution in history � The Legend.

1.1 Introduction

E
ver since Jagadeesh Chandra Bose has demonstrated the feasibility of electromag-

netic wave transmission, wireless researchers have endeavored to ful�ll the dream

of �awless telepresence. Fig. 1.1 shows the evolution of wireless communication. The

�rst commercial cellular phone has been introduced in early 1980s, which is commonly

referred to as the �rst generation (1G) of mobile phones, where typically frequency mod-

ulation was used in the analog domain, as shown in Fig. 1.1. Following the success of 1G

phones as well as the digital revolution, the wireless industry has moved to the 2G system

known as Global System of Mobile Communications (GSM). The GSM was designed by

international consortium of the European Union, but owing to its popularity, it rapidly

spread across the entire globe. Developing the 3G systems was the result of a broader

global collaboration within the third-generation partnership project (3GPP). This global

standardization body has then also developed and rati�ed the 4G and 5G systems.

Nonetheless, given the explosive increase in the data rate demands as shown in Fig. 1.1,

and the dearth of spectral resources in the sub-6 GHz band, harnessing millimeter wave

(mmWave) frequencies for 5G and beyond has the bene�t of large bandwidths resources

in support of high data rates [1]. However, an important challenge in harnessing mmWave

frequencies is that they su�er from high propagation losses because of the attenuation

imposed by atmospheric absorption, foliage density and rain-induced fading [1]. To

mitigate the propagation losses, typically directional transmission is employed, where

large antenna arrays are used for attaining beamforming (BF) gains [2]. Conventionally,

directional transmission is achieved by invoking digital signal processing s relying on

2
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Figure 1.1: Evolution of wireless communication in keeping pace with the demand.

analog-to-digital/digital-to-analog converters (ADCs/DACs) for each of the RF chains.

However, since large antenna arrays have to be employed at mmWave frequencies for

attaining high BF gain, dedicating an ADC/DAC to each of the RF chains would impose

high cost, complexity and power consumption. Hence, to circumvent the need for a

large number of power hungry ADCs/DACs and to reduce the hardware complexity, a

HBF design is conceived, where the signals generated by digital signal processing in the

baseband relying on a few RF chains are fed to analog phase shifters in the RF stage

before transmission from the antennas [3�5].

On the other hand, it is generally assumed that bidirectional radio communication in

the same frequency band is not possible because of the high self-interference that re-

sults from the transmitter's own transmission at the local receiver which drowns out the

low-power received signal. However, the research conducted in [6,7] proposed a solution

to this challenge, where simultaneous transmission and reception in the same frequency

were designed, which is termed as full-duplex (FD) wireless communication. Henceforth,

the FD communication philosophy has attracted the attention of the wireless commu-

nication researchers, given its potential to double the spectral e�ciency. However, the

signi�cant amount of self-interference (SI) at the local receiver tends to prevent FD com-

munication from attaining satisfactory performance gains. Typically, the SI cancellation

at the local receiver is carried out by a combination of passive and active methods [6,8].

The passive methods aim for increasing the path loss of the interfering signal through

antenna isolation so as to reduce the SI power [9]. By contrast, the active methods rely
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on the knowledge of the transmitted signal and they are generally carried out relying

on three di�erent approaches [10], namely radio-frequency (RF) cancellation, antenna

cancellation, and digital cancellation. In the RF cancellation, the transmitted signal at

known the local transmitter is used as a reference signal in the RF chain to reconstruct

and then to subtract the SI. In the antenna cancellation, two replicas of the transmitted

signal having opposite phases are generated using multiple transmit and receive antennas

and the SI is removed by adding the two opposite-polarity replicas [11]. In contrast to

RF and antenna cancellation, digital cancellation is typically employed together with the

RF or antenna cancellation to further suppress the SI in the baseband [11, 12]. How-

ever, the bene�ts obtained by cascading RF/digital cancellation to remove the SI may

remain limited because of the distortions at various stages, such as the power ampli�er

non-linearity, I/Q imbalance, and phase noise [3]. This is especially more pronounced

in mmWave communications because of the high non-linearities of the ADCs/DACs at

mmWave frequencies [13]. Hence, considering these non-linearities caused by the AD-

Cs/DACs, power ampli�ers, I/Q imbalance and phase noise, the residual SI would be

quite high. In the state-of-the-art contributions on FD, most of the work has been

focused on SI cancellation for MIMO relay systems [14�18], while some other related

work includes dynamic resource allocation for FD systems [19]. More recently, Wang

et al. [20] has derived a closed-form expression for achievable rates of FD MIMO relay

systems communicating over Rician fading, when linear receivers are employed. Consid-

ering the limitations of the input circuitry, Day et al. derived upper and lowers bounds

for the achievable sum rate of FD MIMO systems [21]. Everett et al. [22] studied the

performance of passive self-interference suppression designed for FD, where the authors

demonstrate that as high as 70 dB of SI suppression is possible in certain environments.

More recently, machine learning aided wireless transmission has gained attention owing

to its more accurate predictions and superior performance over conventional methods

dispensing with learning [23]. For example, the state-of-the-art designs in localization

literature are predominantly focused on learning [24�26]. More particularly, learning

based approaches in the localization have been shown to be capable of minimizing the

location error. Wang et al. [27] demonstrated experimentally that a channel state infor-

mation (CSI) based �ngerprint relying on deep learning achieves a better performance

than its counterparts. Capone et al. [28] employed a rudimentary learning technique for

obstacle avoidance aided cell discovery during beam-alignment. An experimental study

on indoor localization conducted by Chen et al. [29] attributed its superior performance

to learning, where the authors invoke a convolutional neural network assisted learning

scheme. Learning assisted algorithms have also been conceived for �nding the most ap-

propriate adaptive modulation and coding (AMC) mode. To increase the accuracy of

link-adaptation, Daniels et al. [30] conceived a framework for overcoming the limitations

of AMC aided MIMO-OFDM relying on supervised learning algorithms [31], such as the

K-Nearest Neighbor (KNN) techinque. In addition to KNN, Daniels et al. [32] also pre-

sented an online AMC learning method, where support vector machines were employed.
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In [33], link adaptation has been proposed for single carrier frequency domain equaliza-

tion, again using the KNN algorithm. More recently, a broader class of machine learning

algorithms, namely deep learning methods have been applied in both the context of

indoor localization [34] as well as in detection [35].

Fig. 1.2 shows a typical mmWave transceiver chain illustrating the di�erent processing

stages spanning from baseband to the RF stage before transmission. In this thesis, we

focus our attention mainly on baseband precoding, combining and RF beamforming, as

shown in Fig. 1.2.

Furthermore, Fig. 1.3 shows the genealogy of the thesis. More particularly, it provides the

map of the mmWave transceiver design pertaining to baseband precoding and analog RF

beamforming. The focus of this thesis is on mmWave hybrid beamforming architectures

and designs, as shown in Fig. 1.3. By invoking both conventional and sophisticated

machine learning tools, we aim for designing mmWave transceivers that are both energy-

and spectral-e�cient. To elaborate further, in Chapters 3 and 4, we �rst propose hybrid

beamforming designs for conventional mmWave hybrid systems, where we focus primarily

on the blocks highlighted in Fig. 1.2. Then subsequently, in Chapters 5 and 6 we invoke

machine learning tools to enhance the throughput of the system by circumventing channel

estimation and detection.

In the next Chapter, we provide the a survey of both mmWave hybrid architectures

and hybrid precoding designs, as well as self-interference cancellation methods for full

duplex communication systems. Furthermore, as a pre-requisite, we present a short

tutorial on machine learning followed by state-of-the-art wireless communication designs

amalgamated with machine learning tools.

1.2 Contributions

The novel contributions of this thesis are summarized below. This work resulted in

following publications [1, 4, 5, 36�38,38�41].

1. A new hybrid BF architecture, where an antenna array is partitioned into two

or more sub-arrays is conceived. In this architecture, the sub-arrays emerging

from a full array are separated by a su�ciently large distance that minimizes the

correlation between sub-arrays, say for example ≥ 5λ, where λ is the wavelength,

so that the channel of the sub-arrays becomes uncorrelated from one another. The

rationale behind the sub-array separation is to attain diversity gains in addition to

the BF gains provided by the sub-arrays.

2. We analyze the capacity of the proposed architecture and conclude that using two

sub-arrays strikes an attractive compromise, since the diversity gain obtained from
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Figure 1.2: Block diagram of a transmitter and receiver.

the two sub-arrays out-weighs the loss in the BF gain imposed by splitting the ar-

ray. By contrast, dividing the array into more than two sub-arrays would result in a

reduction of BF gain, which the additional diversity gain attained cannot compen-

sate for. We then analyze a codebook based on mutually unbiased bases (MUBs)

amalgamated with DFT-based analog BF in the RF stage for the aforementioned

mmWave MIMO systems.

3. We develop an adaptive array design for hybrid beamforming in mmWave com-

munication that adapts the hybrid beamforming architecture as well as the digital

precoding depending on whether the channel is of line-of-sight (LOS) or non-line-of-

sight (NLOS) nature. Explicitly, we design an architecture relying on an adaptive

array, where the array is fully-connected in LOS channel with an antenna spacing
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of λ/2. By contrast, it is sub-array-connected where the antenna array is parti-

tioned into sub-arrays having a su�ciently large separation so that each sub-array

experiences independent fading in NLOS channel conditions.

4. We then utilize the adaptive array to propose adaptive virtual cell formation in the

PHY layer of Cloud-Radio Access Networks (C-RAN) relying on mmWave hybrid

beamforming, since the dynamic selection of remote radio heads (RRHs) is similar

to a mmWave transmitter that adaptively switch between the fully-connected and

array of sub-array (ASA) designs. In virtual cell formation, the user may maintain

its connection with one or two RRH(s) depending on our proposed design criterion.

We �rst present an algorithm conceived for virtual cell formation in support for

a single mobile user, where the RRHs connected to the user experience di�erent

channel conditions (LOS/NLOS). Then we extend our algorithm to a multi-user

scenario, where the mobile users are distributed randomly and experience di�erent

channel conditions (LOS/NLOS).

5. To further enhance the spectral e�ciency, we consider FD communication at mmWave

frequencies relying on hybrid beamforming, where we aim for mitigating the SI by

jointly designing the transmit and receive RF beamformer weights and the precoder

as well as combiner matrices. To design the beamformer, precoder and combiner

matrices, we �rst obtain the fully-digital solution, where we employ an iterative al-

gorithm relying on the idealized simplifying assumption of having perfect CSI. Then

we derive the HBF solution from the digital solution obtained using least-squares

approximation [42]. The proposed solution preserves the signal's dimensionality1,

while mitigating the SI. Based on our simulation results, we show that the proposed

design is capable of reducing the SI by upto 30 dB, hence performing similarly to

the interference-free FD system.

6. We then extend our FD hybrid beamforming design to K-user frequency selective

interference channels, where the precoder and combiner are designed to minimize

both the SI and multi-user interference (MI) in mmWave systems using beamform-

ing. In this design, we aim for preserving the signal dimension, while mitigating

both the SI and MI. Finally, we develop an iterative matrix decomposition for

hybrid precoding aided OFDM systems, where the digital TPC weights are em-

ployed in the OFDM scheme's frequency-domain, while the analog RF beamformer

weights are applied to the time-domain signal.

7. We propose a learning assisted adaptive transceiver regime based on the near-

instantaneous post-processed SNR, where the adaptation switches between multi-

plexing versus diversity oriented transmission modes as well as by appropriately
1In contrast to spatial suppression [43], where the signal is projected into the null space of the

interference, which may result in a reduced signal dimension, our design preserves the dimensionality
of the signal subspace where the rank of the received signal is equal to the number of signal streams
transmitted.
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con�guring the modulation employed so as to facilitate both low-BER and high-

rate operation. The receiver relies on the instantaneous post-processed SNR to

decide on the transmitter's multiplexing versus diversity aided transmission mode

and on the choice of the speci�c modulation scheme to be employed with the aid of

supervised learning relying on the feed-back information forwarded to the BS. In

this paper, we invoke the KNN classi�cation technique at the receiver for decision

making, as a design example. We show through simulations that at a target BER

of 10−3, the learning-assisted adaptation scheme achieves a signi�cantly higher

throughput corresponding to an SNR gain of about 5 dB, while maintaining the

required target BER compared to that of conventional link-adaptation carried out

based on hard threshold values.

8. We propose deep learning assisted semi-blind detection for index modulation mmWave

MIMO systems. More particularity, we propose a detector for multi-set space-time

shift-keying (MS-STSK) without relying on the explicit knowledge of the CSI at the

receiver. We also extend our design to a transmission scheme, where the MS-STSK

is coupled with beam index modulation (BIM), whilst dispensing with CSI knowl-

edge for detection. This philosophy makes our design spectral-e�cient, since it

eliminates the need for pilot-assisted channel estimation. We demonstrate by sim-

ulations that our proposed design detects the MS-STSK information with a high

integrity while circumventing the CSI estimation. We also show by simulations that

our design outperforms the ML-aided detection in the face of channel impairments

introduced during the CSI estimation. Furthermore, we demonstrate that the net

Discrete-input Continuous-output Memoryless Channel (DCMC) capacity of the

ML-aided detection is lower than that of our proposed learning-assisted detection.

In other words, the DCMC capacity is signi�cantly reduced by the pilot overhead.

9. To address the beam-alignment challenge in mmWave vehicular networks, we pro-

pose a multi-�ngerprint based database, where the �ngerprints are collected for

di�erent vehicular tra�c densities in a given location. Then, the BS intelligently

chooses the �ngerprint based on the tra�c density and location information, where

we invoke deep learning for the selection of the �ngerprint. Thereafter, the BS

starts the training process to select the speci�c beam-pair from the �ngerprint,

which meets the received signal power target. The mobile station feeds back the

index of the beam-pair from the selected �ngerprint, provided it meets the thresh-

old. This signi�cantly reduces the search complexity involved. We demonstrate

by our simulations that having multiple �ngerprint-based beam-alignment pro-

vides a superior performance over the single �ngerprint based beam-alignment.

Furthermore, we show that our learning-aided multiple �ngerprint design provides

better �delity than that of the scheme employing multiple �ngerprints but dispens-

ing with learning. Additionally, our proposed learning-aided reduced-complexity

beam-alignment design performs similarly to beam-sweeping based beam-alignment

relying on high-complexity exhaustive beam-search.
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10. Finally, to counteract the e�ects of channel aging, we propose a learning-assisted

channel prediction technique relying on a radial basis function neural network,

where we show by simulation that upon employing su�cient training the neural

network-aided channel prediction can faithfully reproduce the current channel. We

empirically show that depending on the Doppler spread, the neural network used

for channel predictions has to be periodically retrained. In other words, we demon-

strate by simulations that the overhead dedicated to the CSI feedback for faithful

reproduction of the actual channel at the transmitter is low for low Doppler spreads.

1.3 Thesis Outline

The structure of thesis is presented in Fig. 1.3 and Fig. 1.4. More particularly, Fig. 1.3

shows the genesis of this thesis under the umbrella of mmWave hybrid beamforming

systems. To elaborate further, this thesis �rst embarks on conventional transceiver de-

sign for both half- and full-duplex hybrid beamforming systems. Then our conventional

transceiver designs are enhanced with the aid of the machine learning techniques in

Chapters 5 and 6. Explicitly, machine learning tools are invoked for channel prediction,

beam alignment and symbol detection. On the other hand, Fig. 1.4 shows the �ow of
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the thesis structure, where Chapters 3 and 4 focus on dual-function hybrid beamforming

system design, while Chapter 5 discusses multi-functional hybrid beamforming designs

relying on index modulation systems. Both the dual-function and multi-function hybrid

beamforming designs rely on having channel knowledge, an issue which will be detailed

in Chapter 6.

More explicitly, the structure of the thesis is organised as follows.

Chapter 2: Literature Survey

In Sec. 2.1.1 we commence our discourse of this thesis by studying the radio wave propa-

gation e�ects in mmWave systems. Then in Sec. 2.2, we analyze the array gain required

for compensating the propagation losses, as well as beamsteering, beamwidth and an-

tenna types, namely patch and horn antennas. Subsequently in Sec. 2.3 we provide a

link-budget analysis discussing the number of AEs required for achieving a given spectral

e�ciency for a given transmit power. Furthermore, while Sec. 2.4 presents the state-of-

the-art in mmWave hybrid architectures and beamforming solutions followed by Sec. 2.5,

which considers energy-e�cient hybrid beamforming designed for mmWave channels. Ad-

ditionally, in Sec. 2.6 we survey the state-of-the-art in the context of full duplex designs,

Finally, an exposition of machine learning for wireless communications is presented in

Sec. 2.7.

Chapter 3: Dual-Function Hybrid Beamforming

Transceiver Design

In Sec. 3.2, we conceive a dual-function hybrid beamforming transceiver design, where

both diversity and beamforming gains are obtained. The capacity analysis of this design

is presented in Sec. 3.2.1. Then, Sec. 3.3 we develop a hybrid precoding technique

relying on the DFT and MUB matrices. Subsequently in Sec. 3.4, we propose a dual-

stage adaptation technique, where the adaptation takes place in the architecture front

as well as in the hybrid precoding, depending on whether the channel is LOS or NLOS

nature. Then in Sec. 3.4.2, we extend our adaptive design to a C-RAN scenario relying

on virtual cell formation as an application. Finally, our conclusions of the chapter are

presented in Sec. 3.5.
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Chapter 4: Hybrid Beamforming for Full Duplex

mmWave Systems

In this chapter, we advocate the employment of beamforming in full duplex mmWave

systems for mitigating the self-interference. More particularly, in Sec. 4.2 we propose a

beamforming solution for both transmitter and receiver nodes in a single-user scenario.

The convergence of the solution and its overall performance are discussed in Sec. 4.2.2

and Sec. 4.2.5, respectively. Then in Sec. 4.3, we extend our proposed design to a multiple

user scenario, where a solution is derived for mitigating both the self-interference and

multiuser interference. We provide our performance results characterizing this scenario

in Sec. 4.3.3. Finally, the Chapter conclusions are presented in Sec. 4.4.

Chapter 5: Learning-Aided Transceiver Design

for Multi-functional mmWave Hybrid Systems

In this chapter, we invoke machine learning for enhancing the performance of multifunc-

tional mmWave hybrid systems. We commence our discourse by presenting a learning-

aided adaptive transceiver design in Sec. 5.2, where the mmWave transmitter adapts

between the transmission modes of multiplexing and diversity gains and discussion on

the complexity of the design and results are presented in Sec. 5.2.3 and Sec. 5.2.4, re-

spectively. Furthermore, in Sec. 5.3 we invoke machine learning tools, such as a neu-

ral network, for detection in our multifunctional MIMO system. More particularly, in

Sec. 5.3.3 we propose a neural network design for MS-STSK operating system both with

and without BIM. Our discussions on the receiver complexity and performance results are

presented in Sec. 5.3.4 and Sec. 5.3.5, respectively. Additionally, we extend our proposed

neural network design to soft-detection in Sec. 5.4. The corresponding performance ver-

sus complexity results are analyzed in Sec. 5.4.1 and Sec. 5.4.2. Finally, our conclusions

are presented in Sec. 5.5.

Chapter 6: Deep Learning-Aided CSI Acquisition

for mmWave Systems

This chapter's focus is mainly on beam-alignment and small-scale fading channel co-

e�cient prediction. In Sec. 6.2, we propose a multi-�ngerprint based beam-alignment

technique proposed for vehicular communications, where we invoke learning for intelligent

beam-alignment in Sec. 6.2.2. Our performance results and discussions on the complexity

imposed are presented in Sec. 6.2.4 and Sec. 6.2.5, respectively. Subsequently, to com-

bat the channel aging phenomenon of wireless communication, Sec. 6.3 discusses neural
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network assisted channel prediction. Our performance results and complexity analysis

are provided in Sec. 6.3.3 and Sec. 6.3.2. Finally, the chapter conclusions are presented

in Sec. 6.4.

Chapter 7: Conclusions and Future Work

In this chapter, we provide a summary of our �ndings and future scope of the work

highlighting some salient future research ideas.



Chapter 2
Literature Survey

A man's feet should be planted in his country, but his eyes should survey the world

� George Santayana

2.1 Introduction

G
iven the escalating mobile data rate demands, the world is pacing toward the

next generation of wireless communication aiming for increased spectral e�ciency.

Recently, mmWave communication has gained much attention as one of the key disruptive

technologies promising further increased data rates by harnessing the wide bandwidths

available at mmWave frequencies [1].

5G

100 GHz10 GHz1 GHz

LTE−A

LTE mmWaves

100 MHz

5G

sub−6 GHz

Figure 2.1: Carrier frequencies of next-generation wireless communications.
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Fig. 2.1 shows the frequencies of the next-generation wireless communication, where the

frequencies above 10 ∼ 30 GHz are classi�ed as belonging to the mmWave band, since

the wavelength of those frequencies is on the order of millimeters.

Although the mmWave band has gained attention and reached a certain prominence

at the time of writing, the �rst mmWave communication system dates back to the

late 1890s, when Sir Jagadish Chandra Bose pioneered the development of mmWave

components: coherer, spark transmitter, horn antenna, polarizer, dielectric lens and

cylindrical di�raction grating. By relying on these components, Bose demonstrated

the feasibility of transmission and reception of electromagnetic waves at 60 GHz, over

23 meters through two intervening walls by remotely ringing a bell and detonating

gunpowder. This was the �rst mmWave communication system in the world.

In the next section, we study the key large-scale propagation channel e�ects at mmWave

frequencies.

2.1.1 Radio Wave Propagation E�ects for mmWave

In this section, we study the mmWave propagation characteristics, namely, the atmo-

spheric attenuation, path loss model, Doppler spread and coherence bandwidth.

Atmospheric E�ects

Some of the key challenges involved in mmWave communication are due to its high

propagation losses imposed by the attenuation due to foliage, atmospheric absorption

and rain-induced fading. Fig. 2.2 shows the attenuation caused by oxygen absorption

and foliage. More particularly, Fig. 2.2(a) depicts the propagation loss attributed to

rain-induced fading, water vapour, and oxygen absorption; while Fig. 2.2(b) shows the

attenuation due to foliage at di�erent frequencies. Because of the aforementioned losses,

the signal-to-noise ratio (SNR) would be typically low at the receiver [1, 44].

Therefore, to mitigate the propagation losses, high-gain directional transmissions have

to be employed using large antenna arrays [2]. Given that the wavelength at mmWave

frequencies is on the order of a few millimeters, large antenna arrays can be packed into

a compact area for attaining high BF gains, which will be discussed later in Sec. 2.2.1.

Path Loss Model

Having brie�y discussed the atmospheric e�ects at mmWave frequencies, we now focus

our attention on the received power. The free space loss (FSL) of a signal for a unity



16 Chapter 2 Literature Survey

10
-4

2

5

10
-3

2

5

10
-2

2

5

10
-1

2

5

1

2

5

10

2

5

10
2

S
p
ec

ifi
c

A
tt

en
u
at

io
n

(d
B

/k
m

)

50 100 150 200 250 300

Frequency (GHz)

Oxygen (O2)

Water Vapour (H2O), = 7.5 g.m
-3

Light Rain (2 mm/hr)

Heavy Rain (50 mm/hr)

(a) Propagation loss due to rain-induced fading, water vapour, and oxygen absorption.

0

10

20

30

40

50

60

70

80

F
o
li

ag
e

A
tt

en
u
at

io
n

(d
B

)

0 50 100 150 200 250 300

Frequency (GHz)

Df = 5m

Df = 10m

Df = 15m

Df = 20m

Df = 25m

Slant pine, 10m

(b) Attenuation due to foliage.

Figure 2.2: Atmospheric e�ects observed at mmWave frequencies.
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gain transmit and receive antenna is given by [45]

Pr =
Pt
K

(
λ

4πd

)2

, (2.1)

where d is the propagation distance, λ is the operating wavelength, K is a dimensionless

constant and Pt is the transmit power.

However, the FSL of (2.1) does not always hold in practice. It may only be accurate

when there is only a LOS path and when the antennas are perfectly aligned on boresight.

A modi�ed model that best �ts the path loss measurements is given by the log-distance

model formulated as [44]

Pr(d) = PtKfs

(
do
d

)α
, ∀d ≥ do, (2.2)

where do >> λ is a close-in FSL reference distance in the far-�eld, while the constant

Kfs and the path loss exponent α are adjusted accordingly to �t the measurements. It is

convenient to express (2.2) on a logarithmic scale, since the received power signi�cantly

changes even for small distances, when considered in linear scale. Thus we have,

Pr[dBm] = Pt[dBm] +Gr +Gt + 10 logKfs − 10α log

(
d

do

)
∀d ≥ do, (2.3)

where Gr and Gt are the gains of the transmit and receive antennas, respectively. Note

that the pathloss exponent α may be di�erent for di�erent environments. Furthermore,

by accounting for the atmospheric losses in addition to FSL, we can express (2.3) as

Pr[dBm] = Pt[dBm] +Gr +Gt + PL(d) ∀d ≥ do, (2.4)

where PL(d) includes both the FSL as well as the atmospheric losses.

Di�raction

Di�raction is a phenomenon observed in radio signals (in general any wave) when they

impinge on an obstacle. Di�raction is de�ned as the ability to propagation around

an object; in other words, resulting in the bending of waves around the corners of the

obstacle, as shown in Fig. 2.3, which is more dominant below 6 GHz. However, di�raction

at mmWave frequencies is weak, hence cannot be relied upon for mmWave propagation [1].

Indeed, the received power may fall by more than 40 dB when the receiver is moved by

just a few centimeters at the corner of an obstacle [44,46].



18 Chapter 2 Literature Survey
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Figure 2.3: Illustration of di�raction in radio signals.

Re�ection

While mmWave frequencies may have limited di�raction, they rather tend to be re-

�ected. Empirically evidenced [47] that mmWave signals at frequencies 28, 38, 60, and

70 GHz are strongly re�ected by human beings, buildings, walls, lampposts, trees [47].

Therefore, re�ective properties may be invoked to mitigate the lack of di�raction by

electronically steering the antenna array to �nd the re�ected and paths scattered by the

nearby obstacles.

Doppler E�ects

For a user moving at a velocity v towards a transmitter whose velocity is v0, the frequency

of the signal observed at the receiver is given by [48]

f ′ =
c+ v

c− v0
f, (2.5)

where f is the frequency of the signal from the transmitter and c is the velocity of

electromagnetic signal.

Thus, the shift in the frequency, which is referred to as Doppler shift, observed at the

receiver can be expressed as

fd = f ′ − f (2.6)

=
v − v0
c− v0

f. (2.7)
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For a given transmitter and receiver velocity, we can say from (2.6) that the Doppler

shift is proportional to the transmitter frequency. While the conventional Doppler spread

models developed by Clarke [49] and Gans [50], are suitable for omnidirectional antennas,

the Doppler spread model of mmWave signals has to be based on directional transmission,

which is contingent on the speci�c AoA [44]. Therefore, the Rayleigh fading distribution

assumption may not hold for directional transmission. More explicitly, the fading and

coherence time of mmWave signals depend on the particular beamwidth, velocity, fre-

quency, and the speci�c number of �nite multipath signals. Although there are no exact

Doppler spread models for mmWave signals at the time of writing, they tend to experi-

ence more rapid fading upon increasing the Doppler frequency [51]. Since the coherence

time expressed in (2.8) is inversely proportional to Doppler spread [51], the mmWave

channels coherence time typically becomes shorter with high Doppler spreads.

Tc ≈
1

fd
. (2.8)

Delay Spread

Since the transmission of mmWave signals is highly directional while also being sparse,

the delay spread tends to be lower than that of sub-6 GHz frequencies. Therefore, the

coherence bandwidth [44,52] is generally high.

Bc ≈
1

5τRMS
. (2.9)

Following this rudimentary introduction to the radio wave propagation e�ects on mmWave,

in the next section, we brie�y highlight, how the AA gains may be achieved for compen-

sating the propagation losses discussed.

2.2 Antenna Array Gain

In this section, we touch upon the design of AAs including their directionality and

beamwidth obtained. We focus our attention on linear AAs. Consider a wavefront

crossing a linear AA having N elements at an angle θ, as shown in Figure 2.4. The

wave arriving at antenna element (AE) 1 travels an extra distance of d cos θ with respect

to the second element (AE 2), thus resulting in a phase di�erence of 2π
λ d cos θ between

the two. Similarly, the phase di�erence between the �rst AE and the N th element is

(N − 1)2πλ d cos θ. The response vector and the AF for such an array con�guration is

given by [53],
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d

AE N

AE 2

AE 1

AE 3
θ

(N -1)d
cos

(θ)

Figure 2.4: Signal passing through the array with N antenna elements (AE) at an angle
θ.

ar = [1 ejψ ej2ψ . . . ej(N−1)ψ] (2.10)

AF = a0 + a1e
jψ + . . .+ aN−1ej(N−1)ψ (2.11)

ψ = (2π/λ)d cos θ + β = kd cos θ + β, (2.12)

where a0, a1, . . . , aN−1 are feed coe�cients or voltage levels (amplitudes) of the array

[54], d is the spacing between the AEs and β is excitation phase of the array, which is

induced by the source because of phase changes involved the currents passing through

the array [54], [53]. k is the wavenumber equal to2π
λ , it is a measure of the number of

cycles of wave present in one meter of distance and ψ is often termed as wavenumber

variable as it depends on the wave number k.

For uniform linear array, a0 = a1 = . . . aN−1 = 1 and the array factor for such array is

given by [53]:

AF = 1 + ejψ + . . .+ ej(N−1)ψ

= ej
(N−1)

2
ψ

[
ej

N
2
ψ − e−jN2 ψ

ej
N
2
ψ − e−jN2 ψ

]

= ej
(N−1)

2
ψ

[
sin(N2 ψ)

sin(12ψ)

]
, (2.13)

assuming the center of the AA as the reference point, we get AF =

[
sin(N

2
ψ)

sin( 1
2
ψ)

]
.
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Figure 2.5: Array gain obtained at di�erent angular directions, the �rst null (zero gain)
is seen at 60o while �rst maximum is seen at 0o.

The direction, where the radiation or the gain of the AA is zero, is referred as a null.

The nulls of the array occur at θn = cos−1
(
λ

2πd(−β ± 2n
N π)

)
, where n = 1, 2, 3, ...;∀n 6=

N, 2N, ... Maximum gain of the antenna array occurs at θm = cos−1
(
λ

2πd(−β ± 2mπ)
)
,

where m = 0, 1, 2, ... The AF for 4 AEs at λ/2 spacing with zero excitation phase is

shown in Figure 2.5. The �rst null in Figure 2.5 occurs at 60o while the �rst maximum

occurs at 0o. Having obtained the array factor, the gain of the total array is de�ned as

the product of the gain of one AE and the AF [54] as follows:

Gtotal = Gelement | AF |2 . (2.14)

The directivity of an AA is de�ned as the radiation intensity of an array in the direction

of its strongest emission with respect to isotropic AA, which transmits uniformly in all
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directions. Mathematically, it is expressed as [53]:

Directivity(D) =
Gmax

Giso
,

and for d� λ, Giso =
λ

2Nd

Gmax = Gelement max
00≤θ≤360o

| AF |2= GelementN
2.

(2.15)

In practice, it is not possible to derive complete array gain in particular direction like a

pencil beam, where there is always some leakage of radiation in the undesired direction.

So the antenna gain with respect to isotropic antenna with directivity D is given by,

Gantenna = ηD = η
2Nd

λ
Gelement, (2.16)

where η is the e�ciency of the array in the desired direction.

As the number of AEs increase, narrower beams are observed, which increases the di-

rectionality of the array. The array gain for di�erent number of AEs at λ/2 spacing is

shown in the Figure 2.6. It is interesting to see from Figure 2.6 that the mainbeam lobe

of the array with 2 AEs is wider and spans from 140o to 230o than the mainbeam lobe

of the array with 4 AEs which spans from 150o to 205o. Similarly, the mainbeam lobe of

10 element AA is narrower than 2 and 4 element antenna arrays as shown in Figure 2.6.
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(b) Beamwidth with 10 AEs.

Figure 2.7: Polar plots representing the beamwidth of 4 and 10 AEs.

For better understanding of the beam patterns, polar plots of the radiation pattern

is shown in Figure 2.7. It is clear from Figure 2.7 that the radiation pattern of the

mainbeam lobe becomes narrow as the number of AEs increase from 4 to 10. Figure

2.7(a) and Figure 2.7(b) correspond to the array gains obtained in Figure 2.6 for 4 and

10 AEs. The mainbeam lobe width for di�erent number of AEs and its variation with

the angle of departure/arrival of the signal will be discussed in the Section 2.2.1 and

Section 2.2.2.

Another important factor that a�ects the mainbeam lobe is the spacing between the

antennas. As the spacing between the AEs increase from λ/2 to λ, grating lobes are

observed as shown in the Figure 2.8 for AE spacing of λ. Grating lobes are the mainbeam
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lobes in the undesirable direction, which are formed because of the over-sampling and

the repetition of the AF values in the region −kd ≤ ψ ≤ kd, when kd > π [54]. Grating

lobes are unnecessary for the BF in cellular communications and can be avoided by

maintaining the space between the antenna d < λ/2. Also in Figure 2.8, when the

spacing between the AEs decrease from λ/2 to λ/16, the beam becomes wider resulting

in loss of the directionality of the AA. The mainbeam lobe in Figure 2.8 at λ/16 distance

spreads with almost equal gain in all angular directions, that is from 0o to 360o, with a

small de�ection in 150o to 230o directions.
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Figure 2.8: Array gain with λ/16, λ/8, λ/2, and λ spacing between the antennas.

The polar plots at di�erent spacing between the AEs is shown in Figure 2.9. The radiation

pattern of the mainbeam lobe is widespread with d = λ/16 as shown in the Figure 2.9(a),

which corresponds to the array gain in Figure 2.8 at λ/16 spacing, on the other hand

with d = λ, a grating lobe or sidelobe in the undesired direction is observed as shown in

the Figure 2.9(c), which corresponds to the array gain obtained in Figure 2.9 at λ spacing

between AEs. The grating lobes can be eliminated completely by maintaining d ≤ λ/2.

Therefore narrower beams without grating lobes can be achieved by maintaining d = λ/2

as shown in Figure 2.9(b).

In mmWave communications, since the directional transmission is considered, steering

the mainlobe beam in the direction of the UEs is crucial. In the following section, we
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Figure 2.9: Polar plots representing the beam patterns at (a) λ/16, (b) λ/2 (c) λ spacing
between AEs.
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Figure 2.10: Mainbeam lobe direction at broad side and end �re arrays.
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describe how a beam is guided in the desired direction.

2.2.1 Beam Steering

An AA is normally designed such that the maximum array gain occurs at broad side.

Broad side array shown in Figure 2.10(a) refers to the directivity or the maximum array

gain in the direction normal (90o) to the axis of the array. Figure 2.10(a) shows the

mainbeam lobe at 90o and 270o away from the axis of the array, whereas an end �re

array as shown in Figure 2.10(b), refers to the directivity or the maximum array gain in

the direction parallel to the axis of the array. Figure 2.10(b) shows the mainbeam lobe

at 0o and 1800, which is along the axis of the array. So the mainbeam lobe in an array

occurs at broad side when ψ = kd cos θ + β = 0. To steer the beam electronically in a

direction say, θ0, the excitation angle β is set to −kd cos θ0. This translates the beam in

the desired direction θo with wavenumber variable ψ = kd(cos θ − cos θo). Figure 2.11

depicts the steering of a beam from 90o to 60o by setting β = kd cos 60o.

It is worth noticing in Figure 2.11, the increase in the beamwidth of the lobe as the beam

direction is steered to 60o from 90o. In the next subsection, the beamwidth at di�erent

steering angles for di�erent number of AEs is studied.

2.2.2 Beamwidth

Half power beamwidth is de�ned as the angular separation of radiation from the main

lobe to half the power of the main lobe, i.e -3 dB from the main lobe. Double the

half power beamwidth is referred as 3 dB beamwidth as shown in Figure 2.12. The

beamwidth, for example, in Figure 2.12, is around 40o, and the sidelobe attenuation

level is around 13 dB below the mainlobe. The beamwidth for a uniformly linear antenna

array towards the desired direction θo is obtained by linearizing the wavenumber variable

ψ about θ = θ0, and is given by [54],

4φ3dB =
1

kd sin θo
4ψ3dB for 0o < θ < 180o

= 2

√
4ψ3dB
kd

for θ0 = 0oand 180o,

(2.17)

where 4ψ3dB is the beamwidth at broadside array, and it is equal to 0.8862πb
N . `b' is the

broadening factor, and it depends on the type of the window and the attenuation of the

sidelobe level. Larger attenuation of the sidelobe results in a larger broadening factor.

Broadening factors for di�erent windows are given in Table 2.1, where R and Ra are the

sidelobe attenuation levels in dB and linear scale.

In Figure 2.13, beamwidth for di�erent number of AEs at di�erent directions of trans-

mission is shown. As shown in Figure 2.13, as the beam is steered from 0o to 90o, the
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Figure 2.11: Beam steering through wave number translation from 90o to 60o.

beamwidth decreases. The beamwidth is not constant with the angle at which the signal

hits the array. It changes with the direction of transmission/reception [53]. Also, with

increase in the number of AEs in an array, the beamwidth decreases in the desired di-

rection. In other words, the beamwidth of an array depends on the length of the array,

and the steering angle.

Depending on the space and gain requirements of the base station and the mobile station,

it is important to study the type of antennas to be employed. In the next subsection we

discuss two promising antenna types for mmWave communications.
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Rectangular b=1,(R = 13 dB)
Hamming b=2, (R = 40 dB)

Taylor-Kalser b=6(R+12)
155

Dolph-Chebyshev b=1 + 0.636

[
2
Ra

cosh

(√
a cosh2(Ra)− π2

)]2
Table 2.1: Broadening Factors for Di�erent Windows [54].
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Figure 2.14: A typical horn antenna.

2.2.3 Type of Antennas for mmWave

In cellular communications, it is equally important to study the type of antennas em-

ployed at the base station and the mobile station. In this subsection, we discuss two

promising antenna types for mmWave communications: horn antennas, and patch an-

tennas. Horn antennas are widely used in ultra-high-frequency (UHF) band where they

o�er relatively high gains and directionality compared to other antennas. Horn antennas

can provide gain as high as 25dBi. However, it is normally operated at low gains for

higher steerability [55]. Compared to other antennas, horn antenna have minimal loss

resulting in the high directivity with maximal e�ciency which is equal to its gain. A

typical horn antenna is shown in the Figure 2.14. E and H represents the direction in

which the electric �eld is �ared where the �eld distribution at the aperture of the horn

antenna causes the radiation pattern. The radiation pattern and the gain can be altered

by changing the dimensions of the horn antenna. Increasing the length of the antenna

results in higher gains and directivity.

On the other hand, patch antennas are very �exible to integrate at the mobile station as

they can be printed on the circuit board [56]. A typical patch antenna has a directivity

gain around 5-7dBi and the steerability of a patch antenna is< 180o in azimuthal domain.

However to achieve the degree of freedom up to 360o in azimuthal domain, two sets of
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Figure 2.15: A typical patch antenna mounted on a substrate with permitivity εr.

patch antennas are used [55] . A typical patch antenna is shown in the Figure 2.15.

The patch antenna in Figure 2.15 is mounted on the substrate with permitivity εr. The

substrate's permitivity depends on the material of the circuit board. A patch antenna

with larger widths support larger bandwidths.

Table 2.2: Link budget for a typical mmWave communication system

.

Link Budget Downlink Uplink

Transmit power (dBm) 40.00 20.00
Transmit antenna gain (dBi) 25.00 12.00

Carrier frequency (GHz) 28.00 28.00
Distance (km) 0.5 0.5
Free space propagation loss (dB) 115.32 115.32
Other losses (shadowing, fading) 20.00 20.00
Receive antenna gain (dB) 12.00 25.00
Received power (dBm) -59.01 -75.88
Bandwidth (GHz) 0.50 0.5
Thermal noise (PSD) (dBm/Hz) -174.00 -174.00
Noise �gure 7 7
Thermal noise (dBm) -80.01 -80.01
SNR (dB) 20.9- 4.13
Implementation loss (dB) 3.00 3.00
Spectral e�ciency 6.00 1.2
Data rate (Gbps) 3.00 0.6

Having discussed the fundamentals of the antenna design, we now aim at analyzing the

link budget for mm-wave communications. But prior to this, it is important to under-

stand the path loss model that best �ts for mmWave communication. In the next section,

some preliminaries on the di�erent path loss models in the literature are discussed.
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2.3 Link Budget Analysis

To establish a communication link between a transmitter and a receiver, it is important

to understand the power consumption at the transmitter and the power required at the

receiver to obtain the desired data rate for a given channel with the thermal noise at

the receiver. This analysis for establishing a link of a communication system is usually

referred to as link budget. The link budget of a communication system depends mainly

on the base station and the mobile station requirements, such as transmit power, antenna

gains, signal-to-noise ratio (SNR) and the required throughput of the link through the

channel.

A link budget for a typical uplink and downlink in mmWave communications system is

shown in the Table 2.2 [57]. For the downlink communication as shown in Table 2.2,

a 28GHz carrier is chosen with a base station transmit power of 40dBm [57]. Using

the path loss model in (2.3), which best �ts for the 28 GHz communication system

as described in (2.3) the propagation loss for over 0.5 km distance using (2.3) in LOS

environment (np = 2) with average shadowing loss of 20 dB is 135.32 dB. Our aim is

to achieve a data rate of 3Gbps with 0.5GHz bandwidth, [58] has demonstrated using

system level simulation that the data rate as high as 7.5 Gbps can also be achieved. For

successful establishment of the link with 3 Gbps throughput, using Shannon's channel

capacity [59], it requires 17.9 dB of SNR. Also, the e�ciency of the RF components at

such high frequencies could possibly be low [60]. So owing to the other system losses such

as power drop in the circuitry, ADC/DAC, impedance mismatch, an additional 3 dB loss

is considered, hence a total of 20.9 dB SNR is required to establish the link. We assume

a noise �gure of 7 dB [61], and the thermal noise1 of -174 dBm/Hz. We also assume 12

dB of receive antenna gain. The reason for assuming 12 dB gain at the mobile station is

because of the space constraints to pack large AAs, where 12 dB is a plausible assumption

as it can be derived with 4 AE array with 6 dBi gain of each individual element using

patch antennas. With these values in 2.2 and using (2.3) in Pt = Gt+Gr +PL, the base

station is required to have an antenna gain of around 25 dBi. We assume the gain of

an AE at the base station to be 10 dBi [57] as a low gain antenna would provide higher

steering capability and minimal power leakage to side lobes [55] . So now we would need

15 dBi additional gain to achieve a rate of 3 Gbps. From (2.16), the total gain of the

AA for d = λ/2 spacing is Gantenna = ηGelementN . In dBi scale, we can view the gain of

Gantenna as the sum of the gains obtained by the array and the element as:

Gantenna(dBi) = 10 log η +Gelement(dBi) + Array Gain(dB) (2.18)

Therefore, an additional 15 dBi is derived from the array. To obtain 15 dBi gain from

the array with η = 1, we would need 1015/10 ≈ 32 AEs. However, in practice η 6= 1,
1Thermal noise is 10 log(1000KT ) dBm, where K = 1.38064852 × 10−23 is the Boltzmann constant

and T is the room temperature in kelvin = 300.
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Figure 2.16: Array gain for di�erent number of AEs at η = 1, 0.75, and, 0.5.

since there would be leakage of power (radiation) in other directions, particularly during

steering. In other words, it is highly impractical to have a beamwidth that is very narrow

like a pencil beam so as to derive full gain from AAs. So for a successful connection of the

link, a little more than 32 AEs are required depending on the e�ciency or the directivity

of the array. Figure 2.16 shows the array gain at three di�erent e�ciencies. For η = 0.75,

around 40 AEs are required to obtain an array gain of 15 dBi and for η = 0.5, as many

as 60 AEs are required.

Similarly, the receive antenna gain of 12 dBi in Table 2.2 at the mobile station can be

derived using 4 AE array with an element gain of 6dBi. At the base station, horn antennas

can be used as they provide relatively high gain with maximum e�ciency compared to

other antennas [55], as discussed in the subsection 2.2.3. And at the mobile station,

considering the space and �exibility, patch antennas can be integrated. However, patch

antennas azimuthal coverage is usually less than 1800, while using 2D AA, would sweep

entire 3600.

As we go up the frequency ladder from the microwave frequencies to the millimeter wave

frequencies, the availability of bandwidth to meet the data requirements of the mobile
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users increases signi�cantly. However, as we move up along the frequency ladder, with

signi�cant increase in bandwidth, there is a signi�cant propagation loss associated with

the frequencies as shown in Figure 2.17. With double the frequency, there is a 6 dB loss

in the propagation. The dip at 60GHz is because of the atmospheric attenuation and it

increase with the propagation distance. Therefore, 60 GHz frequency is not suitable for

outdoor environment.

One way to overcome the propagation loss is by using BF with AAs as discussed in the

above section. Owing to the fact that at millimeter wave frequencies the spacing between

the antennas grow smaller and smaller, large number of AEs can be employed at the base

station to derive high gains using AAs.

To have a better understanding of how large is the size of the array or how many number

of antennas are required at the base station, we consider again the link budget in Table

2.2, for a spectral e�ciency of 6 bps/Hz at di�erent frequencies. Figure 2.18 shows the

number of AEs required to compensate the path loss at di�erent frequencies. These

values at di�erent frequencies are obtained using the similar analysis discussed for 28

GHz. Because of the heavy propagation losses at high frequencies, there is an exponential
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growth in the number of AEs required. Also, for example, at 78 GHz, for 500 meters of

distance, few hundreds of antennas are needed to compensate the path loss.

Besides shadowing, mmWave communications also su�er from other losses due to atmo-

sphere absorption, which increases with the distance, foliage, and rain attenuation.

Received power at the mobile station at di�erent distances for various frequencies is

shown in Figure 2.19. It is interesting to investigate the path loss associated with the

distance so as to know the coverage area and the number of AEs required for BF to

increase the cell area. From Figure 2.19, we see that 57, 60, and 64 GHz have relatively

high attenuation due to atmospheric absorption and they are not suitable for outdoor

environment. 78GHz, too, has relatively high propagation loss than 28, and 38GHz.

However, the deployment of a carrier frequency also depends on the BF gain required

to compensate the path loss. Figure 2.20 shows the number of AEs required to achieve

spectral e�ciency of 6bps/Hz at various frequencies with di�erent cell radius.



36 Chapter 2 Literature Survey

-130

-120

-110

-100

-90

-80

-70

-60

R
e
c
e
iv

e
d

P
o
w

e
r

[d
B

m
]

0 100 200 300 400 500 600

Distance (m)

♣

♣
♣

♣
♣

♣
♣

♣
♣

♣
♣

♣
♣

♣
♣

♣
♣

♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣

♠

♠
♠

♠
♠

♠
♠

♠
♠

♠
♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠ ♠

28GHz

38GHz

57GHz

♣ 60GHz

64GHz

♠ 78GHz

Figure 2.19: Downlink received power with di�erent cell radius at frequencies 28, 38, 57,
60, 64, and 78 GHz. Transmit power is as in Table 2.2

It is evident from Figure 2.20 that for 60GHz several hundreds of antennas are required

to compensate the losses due to attenuation using BF. Frequencies 57, 60 and 64 GHz,

are more suitable only for indoor environments, as is employed in IEEE802.11ad, whereas

for 28, and 38 GHz with less than a hundred antennas, a communication link up to a cell

radius of 600 meters can be made. Although 78GHz demands few hundreds of antennas

to cover the cell radius of 600 meters, given the �exibility and the size of the antennas, it

is easy to integrate that many number of antennas at the base station at such frequencies.

In the foregoing sections, mmWave channel characteristics, antenna design and prop-

agation loss as well as link budget analysis for mmWave communications is studied.

Particularly, we have expounded that high path loss at mmWave frequencies entails high

array gains, which can be harnessed with the employment of AAs. In the next section,

we delineate on the architectures that can be implemented for achieving array gain (also

referred as BF gain).
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Figure 2.20: Number of AEs for di�erent cell radii to achieve spectral e�ciency of 6bp-
s/Hz at 28, 38, 57, 60, 64, 78GHz.

2.4 Beamforming Architectures

We have seen in Sec. 2.3 that exploiting the high bandwidth of mmWave carriers requires

employing a large number of antennas to provide a high array gain/BF gain. Fundamen-

tally, BF is an angular spatial �ltering carried out relying on an array of phase shifters.

In contrast to omnidirectional transmission, BF is an operation invoked for steering the

signal in a speci�c direction, as shown in Fig. 2.21. The bene�t of BF is readily observed

in terms of the SNR gain. This improvement in the SNR is attributed to the BF gain,

which is some times referred as array gain, as discussed in Sec. 2.3.

Conventionally, BF is carried out by a pair of popular techniques, namely analog and

digital BF. Considering the limitations of ABF and the complexity involved in digital

BF, a hybrid solution may be preferred. In other words, hybrid BF relying on the

amalgamation of both digital and ABF may be proposed for combining their bene�ts.

Hence in the next section, we expound on analog, digital, and the state-of-the-art hybrid

BF architectures.
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2.4.1 Conventional Beamforming

• Digital Beamforming: Figure 2.22 (a) shows the architecture of DBF, where

the signal is processed using purely digital processing elements, with the speci�c

array weights to adjust both the amplitude and phase of the signal. The resultant

signal is then fed to the DAC for analog conversion, which is then upconverted

at the RF stage and transmitted. Note that in Fig. 2.22 (a), a DAC and RF

chain is dedicated to each and every AE. Furthermore, we have seen in Sec. 2.3

that for a spectral e�ciency of 6 bps/Hz, a few hundred antennas are needed to

achieve su�ciently high BF gain to compensate for the path loss. In other words,

DBF having a few hundred antennas entails the same number of DACs at the

transmitter and ADCs at the receiver. Additionally, we note that the sampling rate

of the DACs/ADCs has to be increased proportionally with the bandwidth which

in turn makes DACs/ADCs power hungry [62]. Given that large bandwidths are

harnessed at mmWave frequencies, employing pure DBF would markedly increase

both the hardware complexity and the power consumption � the power required

for DACs/ADCs grows exponentially with the number of bits sample (resolution)

� which scales with the bandwidth requirements. Nonetheless, conventional multi-

input multi-output (MIMO) designed signal processing for frequencies below sub-6

GHz relies heavily on DACs/ADCs, because the associated bandwidth is lower

than in mmWave systems.

• ABF: In contrast to the DBF scheme of Figure 2.22 (a), in the ABF arrangement

shown in Fig. 2.22 (b), the signal is only processed in the analog domain. In
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Figure 2.22: Conventional beamforming architectures: digital beamforming and ABF.

other words, the signal is directly fed to the DAC for analog conversion and then

upconverted to the RF stage. The upconverted signal is then phase shifted using an

array of phase shifters and then transmitted. In contrast to DBF, the ABF scheme

of Fig. 2.22 (b) only has a single DAC and RF chain, which is connected to each

and every AE through analog phase shifters. Thus this design exhibits high energy

e�ciency because of the absence of power-hungry DACs. However, the angular

resolution is typically inaccurate in ABF [63], because of the quantized angular

values used. Furthermore, the amplitude constraints imposed on the phase shifter

would further erode the performance of the system in terms of its SNR gain. These

constraints makes it a challenge to steer the nulls, adjust the sidelobes and to form

multiple beams. While the angular resolution can be increased upon increasing the

size of the AA [64], a hidden advantage of having constant-amplitude phase shifters

is the absence of power imbalance, which is often caused because of the di�erent

average SNRs of the antennas. The performance may degrade if the average SNR

is not identical across the AEs, since it may a�ect the diversity gain of the system.
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Therefore, power imbalance is an undesirable phenomenon observed in wireless

communication systems [65].

2.4.2 Hybrid Beamforming Architectures and Design

As discussed in the previous section, having DBF entails having an RF chain dedicated

to each and every AE, which imposes both high cost and high complexity. On the other

hand, employing analog only beamforming would introduce inaccuracies in terms of the

angular resolution. Therefore, a hybrid beamforming [66] based on the amalgamation

of analog and digital beamformers is expected to strike an attractive compromise. In

this section, we commence our discussion by the state-of-the-art hybrid beamforming

designs, namely the fully-connected design [4,5] and the sub-array connected design and

then hybrid precoding techniques conceived for the proposed architectures.

2.4.2.1 Hybrid Architecture

• Fully-connected Architecture: In the fully-connected architecture [4], the sig-

nal in the baseband is precoded using a linear TPC. The precoded signal is then

up-converted and fed to the analog phase shifters, which then is sent to the trans-

mit antennas for transmission. However, in the fully-connected design, a full AA,

where the AEs are separated by λ/2 distance, is connected to all the RF chains

using phase shifters, as shown in the Fig. 2.23. The channel `seen' by this design is

spatially correlated across the antennas with an angular spread, of say δ for a given

cluster. Quantitatively, the adjacent antennas which receive signals have a phase-

di�erence of 180◦. In this way, directional transmission relying on a beamforming

order of Nt can be achieved at the transmitter.
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Consider the single-user mmWave MIMO system shown in Fig. 2.23, where the

transmitter is equipped with Nt transmit antennas and the receiver with Nr receive

antennas. Then the received signal vector after RF and baseband combining is
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given by:

y =
√
PWH

BBW
H
RFHFRFFBBs+WH

BBW
H
RFn, (2.19)

where H is the statistical channel model expressed as:

H =

√
NrNt

NcNray

Nc∑
nc=1

Nray∑
nray=1

α
nray
nc ar(φ

nray
nc )aTt (φ

nray
nc ), (2.20)

and the transmitter is equipped with NRF
t chains and the receiver with NRF

r chains,

where FRF is the RF beamformer matrix of size Nt × NRF
t , FBB is the baseband

TPC matrix of size NRF
t × Ns, WH

RF is the RF combiner matrix of size NRF
r ×

Nr, WH
BB is the baseband combiner of size Ns × NRF

r , while y is the Ns × 1

received vector, s is the symbol vector of size Ns, where Ns < NRF
t and n is

the noise vector of identical and independent distributed entries with distribution

CN (0, σ2I). Furthermore, H is the statistical channel matrix of size Nr × Nt

so that E[‖H‖2F ] = NtNr, while α
nray
nc ∼ CN (0, 1) is a complex-valued Gaussian

random variable, whose amplitude and phase are Rayleigh and uniform distributed,

respectively. For a uniform linear array (ULA) with Nr and Nt AEs the response

vectors ar and at are expressed as:

ar(φr) = [1 ej
2π
λ
d cos(φr) . . . ej

2π
λ
(Nr−1)d cos(φr)]T , (2.21)

at(φt) = [1 ej
2π
λ
d cos(φt) . . . ej

2π
λ
(Nt−1)d cos(φt)]T . (2.22)

Finally, φt and φr, Nc and Nray are the AoD and arrival, and the number of clus-

ters and rays, respectively. To conceive 3D beamforming, the response vectors

ar(φr),at(φt) can be extended to uniform planar arrays (UPA) as a function of the

elevation angle.
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Figure 2.24: State-of-the-art sub-array-connected design.

• Sub-Array-Connected Architecture: In the arrays of the sub-array-connected

design (ASA) of Fig. 2.24, the signal is precoded in the baseband using a linear
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TPC. However, in contrast to the fully-connected design of Fig. 2.23, the precoded

signals are fed to the phase-shifters of a sub-array before transmission. In contrast

to the fully-connected design of Fig. 2.23, in ASA the AA is split into sub-arrays,

where each sub-array is connected to an RF chain for digital processing, as shown

in Fig. 2.24. The ASA reported in the state-of-the-art literature is constituted by

sub-arrays separated by a distance of λ/2 from each other as shown in Fig. 2.24,

where the channel is spatially correlated across all the antennas. The correlation

between the sub-arrays depends on the angle of departure of the signal at the

transmitter, which can be seen in the response vector (aTt ) in (2.20) [64]. More

explicitly, aTt in (2.22) is a function of the AoD2. However, since the sub-array

spacing is small (which is λ/2), the angular spread of the AoD from one sub-array

to another sub-array would be very small, which results in increased correlation of

the signals.

If the channel `seen' by the sub-array i of the transmitter is Hi, then the channel

matrix of the design can be expressed as

H = [H1 . . .HNRF
] ,

where each of the sub-channelsHi is correlated with the other sub-channelsHj , ∀i 6=
j. It is instructive to note that the number of phase shifters required by the ASA

architecture is lower than that required by the fully-connected design. For exam-

ple, with Nt transmit antennas and NRF
t RF chains, the fully-connected regime

would require NtN
RF
t phase shifters, while the ASA design would only need Nt

phase shifters.

In the next section, we discuss the state-of-the-art hybrid precoding designs for the

aforementioned hybrid architectures.

2.4.2.2 Hybrid Precoding: A Survey

In the foregoing section, we discussed a pair of prominent hybrid beamforming architec-

tures. We now focus our attention on the design of hybrid precoding techniques for the

above-mentioned architectures.

In contrast to the DBF, where a single digital TPC is employed, in HBF, a digital TPC

FBB is applied in the baseband and an analog beamformer FRF in the RF stage, as

shown in Fig. 2.23.

There is a vast body of work in the literature on designing both the digital TPC and the

analog beamformer matrix. The design of both the FBB and FRF matrices is typically
2When the AoDs are similar, the rank of the channel matrix H in (2) is less than the full rank, which

means that the channel is correlated.
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carried out jointly as a hybrid product that mimics the optimal digital solution, which

is the right singular matrix of the channel matrix H. Mathematically, this is formulated

as

min
FRF,FBB

‖Fopt − FRFFBB‖2F . (2.23)

s.t.|FRF(m,n)|2 = 1. (2.24)

It is important to note that decomposing the matrix F(j)
opt into the product of F(j)

RF and

F
(j)
BB is not straightforward because of the constraints imposed on the F(j)

RF matrix, where

the entries in F(j)
RF must have constant modulus to avoid having power imbalance in the

system. Therefore, the state-of-the-art designs mainly focus on appropriately designing

the matrices FRF and FBB which closely approximates the optimal precoder Fopt.

Early designs of hybrid precoding relied heavily on compressive sensing based algorithms

[67�69]. More explicitly, Ayach et al. [67] proposed a technique for jointly designing

the TPC and analog beamformer by exploiting the sparsity of the mmWave channel.

To evaluate the hybrid product, the authors invoked Basis pursuit method, where the

entries of the ABF matrix constitute the columns of the array response vectors. As a

further solution, Alkhateeb [68] et al. developed an iterative solution by employing the

basis pursuit variant relying on the partial knowledge of the channel response. Similarly,

Kwon [69] et al. designed the ABF matrix by selecting the N t
RF array response vectors

relying on the basis pursuit, while the digital TPC is formed by an optimal combination of

array response vectors. For a planar array, a subspace construction algorithm is proposed

in [70], where the subspace is constructed by the Kronecker product of the horizontal and

vertical spatial features of the array. In this design, the authors advocated the spatial

covariance matrix based ABF, while ZF precoding is used as the digital TPC.

Other compressive sensing based hybrid precoding techniques are proposed in [71�74].

More particularly, by exploiting the sparse nature of the mmWave CIR in the angular

domain, the ABF matrix of (2.23) can be reformulated as a sparse recovery problem,

where the classic orthogonal matching pursuit (OMP) algorithm [75] relying on a code-

book constituted by array response vectors having quantized angular values is employed.

In other words, the columns of the ABF matrix are formed from the codebook of ar-

ray response vectors. By exploiting the angular-domain structured sparsity of mmWave

CIRs, Gao [76] et al. proposed a grid matching pursuit strategy associated with adaptive

measurement matrix. The authors of [67] invoke the Basis pursuit algorithm to obtain

the ABF matrix. However, in contrast to [67], the authors of [76] design the digital TPC

for ensuring that it minimizes the sum-MSE of all data stream; thereby circumventing

the step of deriving the fully-digital solution.
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Sohrabi [77] et al. discussed a heuristic algorithm, where the analog beamformer matrix

is determined iteratively by employing the gradient descent algorithm, while the digital

TPC is obtained as the classic water-�lling solution. By formulating (2.23) as a manifold

optimization, Xiang [78] et al. developed a low-complexity alternating minimization

method for determining the analog beamformer matrix. More particularly, the authors

proposed the phase extraction method of [78] relying on semide�nite relaxation. On the

other hand, the classic least squares solution is invoked to obtain the digital precoder,

which minimizes the Euclidean distance between optimal and hybrid precoder for a �xed

analog beamformer. In [79], the authors transformed (2.23) into a simultaneous matrix

orthogonalization problem, where they employ the Jacobi algorithm [80] to arrive at the

ABF matrix. Then the unconstrained digital precoder is obtained from the e�ective

channel by minimizing the Euclidean distance.

In [81], Zhang et al. also exploited the sparsity of the mmWave CIR by utilizing the

truncated higher order SVD [82] for evaluating the analog beamformer matrix. The dig-

ital TPC is then obtained by applying the truncated SVD to the e�ective channel. A

Gram-Schmidt orthogonalization based greedy algorithm has been proposed by Alkha-

teeb et al. [83], where the ABF vectors were iteratively selected from a given codebook

by maximizing the mutual information. Then the SVD of the e�ective channel is car-

ried out to derive the digital TPC. While the authors of [84] proposed a minimum mean

squared error based solution for both the digital and analog BF matrices, Rusu et al. [85]

minimized the mean squared error between the optimal digital solution and the analog

precoder for a �xed digital TPC, where the digital TPC is obtained by reformulating

(2.23) as an orthonormal Procrustes problem [86]. In [87], Cai et al. relied on traditional

methods such as ZF/MRT, where the authors set the magnitude of the ABF matrix to

unity and then selected the phase as that of the ZF precoder of the channel matrix. The

digital precoder is then obtained again by applying the ZF technique to the e�ective

channel matrix.

In frequency-division duplex (FDD) systems, the receiver typically has to feed back the

channel estimate to the transmitter for the TPC to compensate for the channel-e�ects

about to be encountered during the next transmission. However, feeding back the channel

coe�cients to the transmitter would result in a high overhead. An appealing practical

solution for feeding back the channel information to the transmitter is based on a carefully

designed quantized TPC weight codebook, which is known both to the transmitter and

the receiver. Explicitly, based upon the CIR estimate the receiver selects the best TPC

matrix from its codebook, and reports the selected index to the transmitter over the

feedback channel. This technique is referred to as limited-feedback design.

Song et al. [88] proposed a codebook design for mmWave systems using the classic OMP

algorithm. In [89], Alkhateeb and Heath proposed e�cient RF codebook designs for

limited feedback mmWave systems, where the ABF matrix is designed to maximize the

received signal power, while the digital TPC is obtained by minimizing the interference
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between the users. By exploiting the channels' reciprocity, a heuristic codebook design

was advocated by Eltayeb et al. [90]. In [91] the authors employed the semide�nite

relaxation based greedy algorithm for analog codebook design, while linear precoding is

applied on the e�ective channel for digital TPC. In [92�95], the authors discussed the

classic DFT based ABF, while ZF precoder and gradient descent algorithm are invoked

in [92, 93] and [94], respectively. The rationale for choosing the DFT codebook is that

when the channel is spatially correlated, the codewords of the DFT fall in the statistical

distribution of the optimal precoder solution. A greedy hybrid precoding algorithm

relying on the Gram-Schmidt orthonormalization for limited feedback frequency selective

systems is proposed in [96], where the codebook that minimizes the average mutual

information is designed. Table 2.3 shows the summary of the state-of-the-art hybrid

precoding designs reported in the literature, where the solution of each design aims to

decompose the hybrid product of (2.23). Although there is a plethora of hybrid precoding

designs discussed in the literature, the aforementioned designs impose a high complexity

in terms of computations. Moreover, the performance of a practical codebook design

depends on the choice of the codebook entries, as detailed by Clerckx et al. [97], which

will be detailed in Chapter 3. In other words, the e�ciency of a practical hybrid precoding

design critically hinges on its performance versus complexity trade-o�, which will also be

discussed in Chapter 3.

Table 2.3: Summary of the state-of-the-art hybrid precoding designs, where each design
aims for decomposing the hybrid product of (2.23).

Paper Solution Method Precoder Design Codebook Design

[67�69] Basis pursuit X
[70] Subspace construction X
[71�74] OMP X
[76] Grid matching pursuit X
[77] Heuristic algorithm X
[78] Alt. minimizing algorithm X
[79] Matrix orthogonalization X
[81] Truncated higher order SVD X
[83] Gram-Schmidt based iterative X
[84, 85] MMSE X
[87] ZF/MRT X
[88] OMP X
[89] Maximizing signal power X
[90] Heuristic X
[91] Semide�nite relaxation X
[92, 93] DFT X
[95] DFT + MRT X
[94] DFT + Gradient Descent X
[96] Min. mutual information X

In Sec. 2.3 we have analyzed the number of AEs required to compensate for the path loss

in order to achieve the desired spectral e�ciency, while in and Sec. 2.4, we have discussed
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the state-of-the-art hybrid beamforming solutions. In the next section, we provide an

energy-e�cient HBF design, where the number of AEs per user is judiciously activated

based on the his/her propagation loss. Then, we also present switching o� the digital

precoder when the channel exhibits line-of-sight (LOS).

2.5 Improved Energy-E�cient HBF
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Figure 2.25: System Model.

Let us consider the BS communicating with K users, each equipped with Nu antennas

and NRF
u RF chains, where the users may be geographically separated from each other,

as shown in Fig. 2.25. In this design, the BS is equipped with Nt antennas and NRF
t

chains, where the BS processes the signal digitally using NRF
t chains in the baseband

and then the processed signal is phase shifted using NRF
t Nt phase shifters in the RF

stage before its transmission from the Nt antennas, as shown in Fig. 2.26. This design is

referred to as fully-connected hybrid beamforming, where every RF chain of the design

in Fig. 2.26 is connected to Nt AEs using Nt phase shifters. It is also important to

emphasize that the attainable BF gain is dictated by the number of active AEs, which is

equivalent to the number of active phase shifters, since the output of the phase shifters

is fed to the AEs as shown in Fig. 2.26.

It is instructive to note that the aim of the BF in mmWave systems is to compensate

for the propagation loss involved. Therefore, in our design of Fig. 2.26 the number of

phase shifters active at any given time is distance-dependent. This is because the BF

gain required to compensate for the propagation loss for each user may be di�erent, since

it is dependent on the user's distance from the BS. Let us consider Fig. 2.25 again as

a `toy' example. In this �gure, user 1 and user 2 are located at distances of d1 and d2,

respectively, from the BS, where d1 < d2. Since user 1 is closer to the BS, the propagation
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loss3 experienced by the user 1 is lower than that of user 2, which is farther from the

BS. As a result, the BF gain required to compensate for the loss is higher for user 2

than that of user 1. Therefore, the number of active phase shifters required at the BS

for user 1 in order to compensate for the path loss is lower than the number of active

phase shifters needed for user 2. This philosophy makes our design more energy-e�cient

than the conventional design where all the phase shifters remain active at a given time.

Furthermore, in the scenario where there are more than one beams for a given user, BIM

for that user may be employed to further enhance the throughput of the system.
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Figure 2.26: Pictorial illustration of the number of active phase shifters at any time.
Note that the design on the left side of the �gure shows a single RF chain serving a user
by employing a speci�c number of active phase shifters. However, there may be a group
of RF chains that may serve multiple users that share similar channel conditions. The
design on the right side of the �gure shows the grouping of RF chains to serve a speci�c
group of users. It can also be interpreted as a set of fully-connected RF chains with the
same number of active phase shifters to serve a user .

We also note that the beam of user 2 is narrower than that of user 1 as a bene�t of

having a higher-gain radiation pattern due to having more active phase shifters for user

2 so as to compensate for his/her higher propagation loss [1]. In other words, a high BF

gain is achieved by activating a large number of phase shifters.

To expound further, let us consider Fig. 2.26, which shows the active phase shifters at the

BS at a given point of time. Note that the BS seen in the �gure shows a fully-connected
3The propagation loss considered in this paper is free-space loss; however, in practice, other large-

scale fading factors such as foliage density, attenuation due to rain-induced fading, and shadowing should
also be considered. Our design will still work when considering all these factors, but we opted to focus
on the free space loss for the sake of simplifying the discussion.
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Figure 2.27: Graphical illustration of the variation in the number of active phase shifters
depending on the user's distance and SNR, and of the the number of RF chains grouped
to serve each user as a function of time.
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design, where all the phase shifters are connected to all the transmit antennas and each

RF chain is connected to all the phase shifters. It can be seen in the �gure that the

number of active phase shifters shown in blue color of the �rst and the last RF chains

are di�erent, since the BF gain required for the respective users is di�erent.

Having discussed the number of active phase shifters, we now focus our attention on the

speci�c allocation of the RF chains, where more than one RF chain may be connected to

the same number of active phase shifters4 in a fully-connected fashion as shown at the

right side of Fig. 2.26 [4, 98]. In other words, a plurality of RF chains grouped together

may either serve a single user or a group of users. It is important to emphasize that �rst

we assign a single RF chain per user at the BS and only the remaining RF chains will be

distributed accordingly. More explicitly, the assignment of multiple RF chains to each

user at the BS depends on the availability of beams. This is because the number of RF

chains grouped together to serve a user is equal to the number of beams available for

transmission to that user. More explicitly, if the user's channel is capable of supporting

a single beam, then the number of RF chains in the group cannot be more than one.

Hence, for the sake of fairness, the total number of RF chains, which is NRF
t , at the

BS is grouped in such a way that more RF chains are grouped for serving users having

more possible beam directions in order to grant them additional degrees of freedom in

the angular domain. However, the maximum number of RF chains in a group is limited,

which will be discussed later in the paper. Note that this design can also be readily

extended to sub-array-connected design [4, 37].

To elaborate a little further, Fig. 2.27(a) illustrates the distance of users 1 and 2 from

the BS terminal versus time. In this illustration, we assume that the BS is equipped with

1024 AEs and 32 RF chains, where each RF chain is connected to 1024 phase shifters5.

It can be seen from Fig. 2.27(b) that as the users' distance of Fig. 2.27(a) increases from

the BS, the SNR of each user decreases because of the propagation loss. This loss can

be compensated by BF gain, where the number of activated phase shifters required to

perform BF increases with the propagation loss. This becomes evident from Fig. 2.27(c),

which illustrates the number of active phase shifters for the users of Fig. 2.27(a). As

an example, let us consider user 1 of Fig. 2.27 (a) at time instant 4, where the user

is 800 meters (m) away from the BS, while the SNR observed is −24 dB, as shown in

Fig. 2.27(b). Accordingly, the number of active phase shifters needed to compensate for

the path loss and to achieve an SNR of 3 dB is 5126, as presented in Fig. 2.27(c). In other

words, 512 of the 1024 phase shifters connected to a RF chain are required to achieve a

BF gain of 10 log(512) ≈ 27 dB [1]. Similarly, observe for user 2, who is at a distance

of 200 m, only 128 of the 1024 phase shifters have to be activated for achieving same

SNR of 3 dB. In contrast to the conventional design, where all 1024 phase shifters are
4Note that the rest of the phase shifters are switched o�.
5The total number of phase shifters is equal to 1024*32= 32768.
6The mathematical relationship between the number of AEs required and the BF gain value is given

by Eq. (13) of [1].
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activated regardless of the users' distance, our design becomes more energy-e�cient by

appropriately adapting the number of active phase shifters, which will become explicit

from Fig. 2.27(d).

It can be seen from Fig. 2.27(d) that the energy consumed by the users of our design is

markedly lower than that of the conventional design, where all the phase shifters remain

active all the time. More explicitly, in the conventional design, all phase shifters are

used without considering the BF gain requirements, hence wasting energy owing to its

higher-than-necessary BF gain. By contrast, our design activates exactly the required

number of phase shifters, while attaining exactly the required BF gain. For example, we

have seen that user 1 at time instant 4 would utilize 512 out of 1024, while user 2 utilizes

only 128 out of 1024 phase shifters, which corresponds to 50% and 19%, respectively, of

the energy consumed by the conventional design. The energy consumption ratio (ECR)

is calculated as the ratio of the number of active phase shifters to the total number of

phase shifters, given by

ECR =
Number of active phase shifters
Total number of phase shifters

. (2.25)

Observe in Fig. 2.27(d) that energy consumption ratio of the conventional design is 1,

while it varies for our design depending on the number of activated phase shifters.

Having judiciously activated the required number of phase shifters, the RF chains are

arranged as groups to serve users depending on the channel conditions of the user. Let

us again consider Fig. 2.27(e), where at time instant 4, the number of RF chains serving

user 1 is 4 out of the available 32, while 3 out of the available 32 RF chains invoked for

serving user 2. The choice in the number of RF chains that form a group is decided by

the number of potential beam directions of the users. However, the maximum number of

RF chains serving a user depends on the number of RF chains allocated to the preceding

group. For example, let us assume there are 8 users and each user has 10 potential beam

directions. Let us furthermore assume that there are 32 RF chains. In this scenario, for

the sake of fairness, every user is served by 4 RF chains. On the other hand, for example,

user 2 has 3 beams, which means that it can be served by a maximum of 3 RF chains,

because having additional RF chains would be redundant7. So in this setting, user 4

may be served by 5 RF chains since the user has 6 more additional beams available for

data transmission.

The �owchart of the proposed design is presented in Fig. 2.29. First the BF gain required

for each of the K users is calculated, as detailed in [1]. Then we compute the number

of AEs necessary to compensate for the propagation loss. Having obtained the number

of active AEs required, the RF chains are appropriately distributed at the BS to serve

individual users. However, �rst we assign a single RF chain per user at the BS and

only then will the remaining RF chains be distributed, where the number of beam-pairs
7The number of RF chains is equal to the number of beams for transmission.
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available for communication is decided. Having allocated the RF chains, then link-

adaptation may also be carried out for every user, which we will discuss in Chapter 5.

Initially, one RF chain is allocated to every array of phase shifters

Compute the number of active antennas  

required to obtain the necessary beamforming

gain.

active phase shifters required for that specific user.

To serve maximum number of users, one

Yes No

For K users, compute the beamforming gain

If  total number of RF chains < number of users

assignment.

more than one RF chain may be connected after initial one RF chain

Depending on the number of beam−pairs available for communication,

After allocation of RF chains, a two−stage link adaptation is 

carried out for each user.

A two−stage link−adapation is carried out for every user: 

1. Switching off/on digital precoder.

 RF chain is connected to that number of

2. Learning assisted AMC transmission

required for each user

1. Switching off/on digital precoder.

2. Learning assisted AMC transmission

Figure 2.29: Flowchart of the proposed design.

Although at mmWave carrier frequencies can have a high contiguous bandwidths, the

e�cient use of spectral resources is crucial to meet the escalating data rate demands.

Therefore, in the next section, we focus our attention the employment of full duplex

communication at mmWave frequencies, which would further improve the attainable

spectral e�ciency.

2.6 Full Duplex Communications

It is generally assumed that bidirectional radio communication in the same frequency

band is not possible because of the high self-interference that results from the transmit-

ter's own transmission at the local receiver. However, the research conducted in [6, 7]

proposed a solution to this challenge, where simultaneous transmission and reception

using the same carrier frequency was demonstrated, which is termed as full-duplex (FD)

wireless communication. Henceforth, the FD communication philosophy has attracted

the attention of the wireless communication researchers, given its potential to double

the spectral e�ciency. However, the signi�cant amount of self-interference (SI) at the

local receiver tends to prevent FD communication from attaining satisfactory perfor-

mance gains. Fig. 2.30 shows the interference levels at various stages of the full duplex

transceiver. To elaborate more, for a transmitted signal power of 20 dBm as shown in
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the Fig. 2.30, the SI signal constitutes mainly of three components: the linear component

of 20 dBm strength, which is the main signal; the non-linear components of -10 dBm

strength [3]; and the transmitter noise of -40 dBm strength [3].

−10 dBm
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−30 dBm

−40 dBm
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Figure 2.30: Interference levels at various stages of the full duplex transceiver.

Typically, the SI cancellation at the local receiver is carried out by a combination of

passive and active methods [6, 8]. The passive methods aim for increasing the path

loss of the interfering signal through antenna isolation so as to reduce the SI power [9].

By contrast, the active methods rely on the knowledge of the transmitted signal and

they tend to rely on three di�erent approaches [10], namely RF cancellation, antenna

cancellation and digital cancellation, as shown at the right of Fig. 2.30. In the RF

cancellation, the known transmitted signal at the local transmitter is used as a reference

signal in the RF chain to reconstruct and then to subtract the SI. This can be achieved by

estimating the leakage-path transfer function, which is required for the reconstruction

of the leaked signal in support of its cancellation. In the antenna cancellation, two

replicas of the transmitted signal having opposite phases are generated using multiple

transmit and receive antennas and the SI is removed by adding the pair of opposite

replicas [11]. In addition to RF and antenna cancellation, digital cancellation is typically

employed together with the RF or antenna cancellation to further suppress the SI in the

baseband [11, 12]. Fig. 2.31 depicts the various processing stages involved during the SI

cancellation in a FD receiver. In Fig. 2.31 SI cancellation levels of about 60 dB in the

analog domain and of about 50 dB in the digital domain are desirable. However, the

harmonics arising due to the presence of nonlinear components in the power ampli�er

degrade the quality of SI cancellation, resulting in a signi�cant residual SI.
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Figure 2.31: Stages of SI cancellation in a typical full duplex receiver.

However, the bene�ts obtained by cascading RF/digital cancellation for mitigating the

SI may remain limited because of the distortions imposed at the various stages, such

as the power ampli�er non-linearity, I/Q imbalance and phase noise [3]. The SI levels

may further increase in the face of the imperfections in the analog- or (and) digital-

domain cancellation(s). These impairments become particularly pronounced in mmWave

communications because of the high-level non-linearities of the ADCs/DACs at mmWave

frequencies [13]. Hence, when considering these realistic non-linearities caused by the

ADCs/DACs, power ampli�ers, I/Q imbalance and phase noise, the residual SI become

quite high. In the state-of-the-art contributions on the FD systems, most of the work
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has been focused on SI cancellation designed for MIMO-aided relaying systems [14�

18], while some other related work includes dynamic resource allocation conceived for

FD systems [19]. More particularly, Riihonen et al. [14] analyzed a broad range of

MIMO mitigation schemes, such as natural isolation, time-domain cancellation, and

spatial suppression. Furthermore, the authors of [14,99] observed that employing MMSE

�ltering in conjunction with the above-mentioned schemes e�ciently mitigates the SI. A

FD cooperative network relying on a pair of two amplify-and-forward relays is considered

in [15], where the authors proposed distributed space-time coding to mitigate the SI. More

explicitly, the dispersive SI channel was interpreted as the action of a convolutional FEC

code at each relay node and then the signals from pair of relay nodes was deemed to

form a space-time code. Ju et al. [100] designed the precoder and decoder matrices

relying on the simplifying assumption of having perfect CSI. As a further solution, Lin

et al. [18] proposed a joint MMSE TPC constituted by the pair of precoders at the relay

and source in order to reduce the residual SI level. The authors conceived an iterative

solution by splitting the original problem into two subproblems. In other words, the

authors designed the precoder at the source and relay separately by formulating into a

pair of dedicated convex optimization problems.

A similar approach has been reported by Nguyen et al. [101, 102], where the authors

proposed designing the TPC matrix by maximizing the spectral-e�ciency, while also

accounting for the residual SI associated with the FD MIMO systems. In this design,

the authors invoked a sequential convex approximation method for designing the TPC

matrix. As an extension, Nguyen also presented a TPC solution, which maximizes the

energy-e�ciency by formulating and solving the resultant concave-convex fractional pro-

gram. In [103], Mohammadi et al. proposed a beamforming solution for FD relay sys-

tems, where maximum ratio transmission (MRT) and maximum ratio combining (MRC)

reception is carried out at the relay. More speci�cally, the authors aim for designing

the weight vectors for both the MRT and MRC schemes by maximizing the instanta-

neous throughput of the system. The optimization problem is solved by reformulating it

into semide�nite relaxation to arrive at the sub-optimum solution; by contrast, Cirik et

al. [104] designed the TPC and receiver combiner matrices that maximize the harmonic-

sum of the SINRs. The authors relied on an iterative distributed algorithm for �nding a

local maximum.

In addition to the joint TPC and detection techniques presented in the state-of-the-art de-

signs, Suraweera et al. [105] proposed antenna selection for minimizing the SI, where the

speci�c antenna combination that provides maximum SINR between the source-to-relay

and relay-to-destination links is selected. Furthermore, to eliminate the zero-diversity

behavior observed in FD systems, the authors advocated a simple power allocation design

at the relay. There is a vast body literature that focused extensively on the transmit

power allocation optimization of FD systems. More particularly, in FD MIMO relay
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systems, the transmit power allocation at the relay node is typically designed by ex-

ploiting the observation that the end-to-end performance is limited by the weakest link.

Therefore, by noting that the end-to-end performance can be improved by decreasing the

transmit power at the relay node, Riihonen et al. [106, 107] proposed a transmit power

adaptation scheme for mitigating the residual SI level. To further enhance the spectral

e�ciency, the authors of [106, 107] conceived an opportunistic adaptation between half-

duplex (HD) and FD modes of transmission based on the instantaneous CSI. The e�ects

of the transmit power level on FD MIMO relay systems in terms of the coverage range

attained is studied in [108]

Additionally, to combat the inter-cell interference in FD MIMO systems sophisticated

interference management techniques have been proposed in [109]. The main idea is to

bin the transmissions over complimentary channel realizations such that the inter-node

interference occurring at the mobile receivers during one time slot can be completely

negated by the inter-node interference occurring at another time slot. In [110], interfer-

ence alignment is invoked to suppress both the SI and the inter-cell interference.

More recently, Wang et al. [20] has derived a closed-form expression for the achievable

rates of FD MIMO relaying systems communicating over Rician fading channels, when

linear receivers are employed. Considering the limitations of the input circuitry, Day et

al. derived upper and lower bounds on the achievable sum rate for FD MIMO in [21].

Everett et al. [22] studied the performance of passive self-interference suppression for

FD, where the authors demonstrate that as high as 70 dB of SI suppression is possible

in certain environments.

As far as FD communication is concerned, there is a paucity of literature on mmWave

communications relying on FD techniques. Additionally, employing beamforming would

further mitigate the SI. More recently, Xiao et al. [10] proposed a beamforming based

FD scheme for mmWave communication, where the authors designed the transmit and

receive beamforming weights to cancel the SI. In [111], Snow et al. demonstrated that SI

cancellation of upto 40 dB using DBF can be achieved relying on multiple coordinated

transceivers. Despite the application of both the analog and digital cancellations, there

is still a signi�cant residual SI. Therefore, using SI cancellation relying on beamform-

ing techniques is crucial at mmWave frequencies in addition to the conventional analog

and digital SI suppression methods in the face of the strongly non-ideal nature of the

ADCs/DACs and power ampli�ers, which result in high residual SI [13]. Unfortunately,

the designs in [10, 111] cannot be directly extended to HBF systems in mmWave com-

munications, given that they are proposed for a single RF chain, hence their extension

to multiple RF chains becomes mathematically intractable. Table 2.4 summarizes the

state-of-the-art designs that aim for mitigating the residual SI relying on diverse digital

signal processing techniques.
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Table 2.4: Summary of popular state-of-the-art designs that aim for mitigating the
residual SI relying on digital signal processing techniques.

Papers Residual SI Cancellation Type Solution

[14, 18,99] Digital signal processing MMSE Filtering
[15] Digital signal processing Convolutional space-time coding
[101] Digital signal processing Sequential convex approximation method
[105] Antenna selection Maximum SINR
[106,107] Power allocation Maximum throughput
[108] Power allocation Maximum coverage range
[109] Interference management Interference alignment
[103] DBF Semide�nite relaxation
[104] Digital precoding Distributed iterative algorithm
[111] DBF Implementation
[10] DBF (mmWave) Maximizing sum rate

2.7 Machine Learning: Primer

Beyond its powerful prediction and analytical capability, machine learning can be a major

driver of intelligent data driven wireless communications and networks. Therefore, in this

section, we focus our attention on the family of machine learning tools that may become

the driving force for next-generation communications systems.

2.7.1 Classi�cation of Machine Learning Techniques

Broadly speaking, machine learning is a computational technique that relies on experi-

ence to improve the performance of a system or to make accurate predictions. The expe-

rience refers to previously encountered data available for learning. By integrating sophis-

ticated tools from computer science, statistics and probability, machine learning analyses

the available data and conceives e�cient algorithms for accurate predictions [112]. Since

it is an experimental method, the success or accuracy of predictions is heavily dependent

on the data used during learning. Furthermore, given its dependency on data, machine

learning imposes data-volume-dependent complexity storage requirements.

Although there is a plethora of learning strategies, machine learning conceived for wireless

communications can be commonly classi�ed into four categories: supervised learning,

unsupervised learning, semi-supervised learning, and reinforcement learning [112]. The

key di�erences among the di�erent learning methods is the order and the choice of the

method by which training and testing data are used. We now brie�y describe each

learning method. We use the terminology `learner' to describe a machine which learns.

1. Supervised learning [112]: In this method, the data samples used during training

are labeled8. In other words, known data are used for training. Having trained the
8In machine learning labels refer to a particular class or category. For example, the training samples

may consists of data that makes distinction between classes A and B.
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learner, predictions are applied to unclassi�ed data, where the learner classi�es the

hitherto unseen, unclassi�ed data. Common examples associated with supervised

learning are regression, classi�cation, and ranking problems.

2. Unsupervised learning [112]: It is a self-organizing based learning method,

where the training samples are not labeled, i.e., they are unclassi�ed or uncat-

egorized, which is in contrast to unlike supervised learning. The absence of labeled

data in unsupervised learning makes it di�cult to quantitatively evaluate the per-

formance of a learner. Common examples associated with this type of learning are

clustering and dimensionality reduction.

3. Semi-supervised learning [112]: In this class of learning, the training samples

comprise both labeled and unlabeled data � typically more unlabeled data than la-

beled. The philosophy is that supplying the learner with a small amount of labeled

data in conjunction with a large amount of unlabeled data can produce predictions

with increased accuracy. Common examples associated with this semi-supervised

learning includes classi�cation, regression and also ranking related problems.

4. Reinforcement learning [112]: It relies on iterating between training and testing

phases. More explicitly, the learner acts as an agent by interacting with the envi-

ronment and reaping immediate rewards for each bene�cial action. The aim of the

agent is to maximize its reward over a period of interactions with the environment.

Because of its broad appeal, reinforcement learning is generally studied in �elds

such as game theory, control theory, etc. where the agent, i.e., the learner strikes a

balance between exploration and exploitation. In other words, the learner explores

the uncharted territory by exploiting the hitherto accumulated knowledge.

Let us commence by brie�y highlighting the key challenges involved during learning.

Let us de�ne a linear regression as [113]

ŷ = wTx, (2.26)

where w is the parameter that controls the system's behavior, while x and ŷ are the

input and predicted vectors, respectively.

Now the learner makes predictions based on the input vector x by adjusting the weight

w, so that the training error de�ned as

Etrain =
1

m

∑
i

(ŷtrain − ytrain)2i , (2.27)

is minimized, where y is the known vector during training of the ith sample, ŷ is the

predicted vector of the ith sample, and m is the total number of training samples.
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Having designed the parameter w which minimizes the error during training, then testing

data is used for evaluating its performance on mtest testing samples, which is expressed

as

Etest =
1

mtest

∑
i

(ŷtest − ytest)2i . (2.28)

We note that the regression line (2.26) always passes through the origin. However,

in general linear regression represents more sophisticated model, which also takes into

account an additional parameter ‘b′. This parameter is commonly referred to as an

intercept, and thus the model of (2.26) represents an a�ne transformation expressed as

ŷ = wTx+ b. (2.29)

In machine learning, it is desirable to achieve as low a testing and training error as

possible, while keeping the di�erence between the testing error and the training error

low. There are two undesirable scenarios that arise when these requirements are not met:

under�tting and over�tting. To elaborate a little further, under�tting occurs when the

training error based on the training set is not su�ciently low, i.e. the predictions made

based on the training set are inaccurate. On the other hand, over�tting occurs when

the training error is low, but the testing error is high. This generally happens when the

training dataset is too small; in other words, the di�erence between the training error

and test error is large. Fig. 2.32 illustrates the model �tting using machine learning,

where the under�tting is shown on the left and the over�tting on the right, while the

most appropriate �tting is presented between the two.

Underfitting Appropriate fitting Overfitting

Figure 2.32: Model �tting using machine learning.

To avoid both the under�tting and over�tting scenarios, the optimum design of param-

eters is paramount. Diverse learning frameworks can be formed in the literature but
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1940

2016

Warren and Walter [114]. The pioneering work on the neural network
using electrical circuits.

1943
Alan Turing [115]. Turing proposed a test, which is commonly referred
to as Turing Test, where the computer has to convince human that it is hu-
man and not a computer.

1950

Arthur Samuel [116]. First computer program that can also learn as it
ran.

1952

Frank Rosenblatt [117]. First arti�cial neural network, called percep-
tron, was designed for pattern and share recognition.

1958

Widrow and Ho� [118]. Two primitive neural networks: ADELINE and
MADELINE were proposed.

1959

John Von Neumann [119]. John Von Neumann's architecture took over
the computing scene, albeit the architecture itself is an imitation of neural
network.

1972

John Hop�eld [120]. Resurrection of neural networks � when John Hop-
�eld has created a network mimicking biological neurons.1982

David et al. [121]. Backpropagation was introduced in neural networks,
where the network will learn over a long period time.

1986

IBM [122]. IBM designed computer Deep Blue, which is a chess-playing
computer that beat world chess champion.

1997

AT&T Bell Labs [122]. Demonstrated digit recognition in handwritten
postcodes with good accuracy.

1998

Deep Neural Networks [123, 124]. Development of neural networks in
pattern recognition as well as the use of graphical processing units (GPUs).

2012
DeepMind [125]. Deep neural network beat the professional at what is
considered the world's most di�cult board game, Go.2016

Figure 2.33: Timeline of important milestones in the area of neural networks.

arti�cial neural networks (ANN) constitute the most popular machine learning tools be-

cause of their ability to mimic human intelligence. ANNs are inspired by the structural

and functional aspects of biological neural networks. ANN, given their ability to learn

and generalize, they have become one of the major pillars of machine learning. Fig. 2.33

shows the timeline of important milestones in the area of neural networks. Following the

major developments in neural networks from as early as 1943, we �nd that the �rst ANN

was designed in 1958 by Frank Rosenblatt.

The operation of an ANN is akin to that of the human brain in terms of organizing

neurons to evaluate certain operation. A biological neuron typically consists of the

nucleus, axons and dendrites, as shown in Fig. 2.34. The node which connects two or

more neurons is known as the synapse. Axons serve as a conduit between two neurons,

i.e. the signal traverses from one neuron to the next through the axons, as shown in

Fig, 2.34. As the signal travels from one neuron to the next, the membrane potential

of the latter is altered. If the change in the potential exceeds a certain threshold, the

neuron would send signals to all other neurons connected to it [127]. In this way, the

signal propagates through the human nervous system. Analogous to the biological neural

network, an ANN is comprised of several interconnected nodes. Furthermore, like the
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Figure 2.34: Human biological neuron [126].

connections emerging from dendrites and converging at the synapse, an ANN has a

number of incoming and outgoing connections, as shown in Fig. 2.35. Furthermore,

similar to the neuron's membrane potential, an activation value (score) is computed for

each neuron.

.

.

.

njN

nj1

nj2

f(.)

wjN

wj2

wj1

nj , bj

Figure 2.35: ANN model analogous to biological neural network.

The connection strength between two neurons of biological neural networks is represented

by a weight value in ANNs, as shown in Fig. 2.34. Having captured the connection

strengths from all the incoming signals to a particular neuron nj , the activation value

oj , which is analogous to a membrane's potential, is expressed as

oj (wj , bj ,nj) = f

(
bj +

N∑
k=1

njkwjk

)
, (2.30)
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where njk and wjk are the input signal and the connection strength from the kth neuron

to jth neuron, N is the total number of connections to the neuron nj , while bj is the

bias associated with the neuron nj . It is instructive to note that the main objective of

an ANN in machine learning is to infer the unknown functional mapping between the

input and the output connections. As previously mentioned, this functionality entails

modi�cation of the synaptic weights between the neuron connections, so that the both

the training error and testing error are minimized.
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Figure 2.36: Types of activation function.

In ANNs, the choice of the activation function is of salient importance, since it is the

driving force of the entire neural network. The key properties of an activation function

are: (a) the function has to be bounded for a bounded input; (b) the activation function

should be di�erentiable on R. Some examples of activation functions are: (a) threshold

function; (b) piecewise-linear function; (c) Sigmoid function; (d) ReLu function, which

are shown in Fig. 2.36.
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1. Threshold function [128]: Mathematically, the threshold function depicted in

Fig. 2.36(a) is given by [128]

f(x) =

1, if x ≥ 0.

0, if x < 0.
(2.31)

The threshold function's output is either 1 or 0. Therefore, this may be employed

in binary classi�cation problems, where the desired output is either 1 (yes) or 0

(no). However, it is unsuitable for non-binary classi�cations.

2. Piecewise-linear function: The piecewise-linear activation function of Fig. 2.36(b)

is given by [128]

f(x) =


1, if x ≥ 0.5.

x, if − 0.5 < x < 0.5.

0, if x ≤ −0.5.

(2.32)

Like the threshold function, this function may also be used for binary classi�cation,

since it outputs 0 for values below -0.5 and 1 for values above 0.5. Additionally, it

can also support non-binary classi�cation problems, since it follows a steep gradient

between -0.5 and 0.5. Since the gradient is steep, any small changes in the input

of the activation function would a�ect the output signi�cantly � which means

that this function has a tendency to bring the output to either end of the curve.

Furthermore, the function is bounded between 0 and 1, which means that it avoids

the unbounded escalation of the activation function.

3. Sigmoid function: This is the most commonly used activation function in the

ANN because of its smoothness and asymptotic properties. It is sometimes also

referred to as the squashing function, since it limits the amplitude range, as shown

in Fig. 2.36(c) and expressed as [128]

f(x) =
1

1 + exp(−wx)
, (2.33)

where w is the slope parameter. This is similar to piecewise-linear function, how-

ever, the di�erence is in the gradient between -0.5 and 0.5. The gradient in this

region is small and changes slowly. This may give rise to vanishing gradients. For

example, any small change in the input between the values -0.5 and 0.5 of the acti-

vation function may not see any change in the output. In other words, the network

may refuse to learn or change from the previous state.
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4. Recti�ed Linear Unit (ReLu) function [128]: Mathematically, the ReLu func-

tion is de�ned as [129,130]

f(x) = x+ = max(0, x). (2.34)

ReLu is a type of piece-wise linear function. However, unlike the bounded piece-

wise linear function of Fig. 2.36(b), this may saturate the activation function

Nonetheless, the advantage of ReLu activation function over the Sigmoid and Tanh

functions is that it always has a non-zero gradient for x+. Furthermore, the func-

tion does not compute exponentials or division, which makes the ReLu function

simpler to evaluate.

Although the sigmoid/ReLu functions have a better appeal amongst the other

activation functions, the choice of activation function may also depend on the

objectives such as analytical tractability and the nature of the output signal. For

example, to analyze an ANN in terms of its performance versus complexity, a

piecewise-linear function or a threshold function may be invoked.

Remark : If we observe the activation functions illustrated in Fig. 2.36, their common

property is non-linearity. If the activation is linear, then we may not need any hidden

layers, simply because a function of linear functions remains always linear, which can be

attained without any hidden layers in the network.

Fig. 2.35 shows that the neuron nj is connected to other multiple neurons; in general

an ANN is comprised of a layers of neurons connected to multiple neurons of multiple

layers. A classic ANN commonly referred to as the feedforward neural network is shown

in Fig. 2.37. The �rst and the last layers of an ANN are referred to as the input and

the output layers, respectively, while the layers between them are hidden layers. If the

number of hidden layers is more than one, then the neural network is referred to as a

deep neural network (DNN). The input signal is transmitted to the network through the

�rst layer and the neurons in the output layer represent the output signal, while the

hidden layers mimic the human intelligence with the aid of activation functions. There

exists a plethora of ANNs depending on the connection type between the neuron. For

example, in Fig. 2.37, the incoming connections of a layer are from the previous layer and

the output connections are to the subsequent layer. However, there are ANNs, where the

output connections of a layer may also be connected to its own layer and other layers.

Fig. 2.38 shows di�erent types of ANNs depending on the type of connection between

the neurons. Let us now expound on these networks in little more detail.

2.7.2 Feedforward Neural Networks

A neural network is said to be a feedforward neural network, if the incoming connections

of a neuron are from the immediately preceding layer, while the outgoing connections are
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to the layer succeeding immediately to it. For brevity, let us consider the feedforward

neural network of Fig. 2.37 with only a single layer � the training in the supervised

learning is carried out by minimizing the error between the desired output and the

predicted output. This is typically quanti�ed by a so-called loss function. The most

commonly used loss function is the mean squared error, which is given by [112,131]

LF =
1

S
S∑
i=1

∥∥∥yi − ydi

∥∥∥︸ ︷︷ ︸
mean squared error

+ ρ‖Wr‖22︸ ︷︷ ︸
regularization to avoid overfitting

, (2.35)

where S is the total number of training samples, y is the predicted output, yd is the

desired output, while ρ is the regularization factor used to avoid over-�tting [131], as

illustrated in Fig. 2.32. Having introduced the loss function, the weights are then designed

for minimizing the loss function. For the output layer, the weights may be designed by

adopting the gradient descent algorithm approach. For a neuron j in the output layer,

the weights wjk and bias bk are updated by applying the gradient descent algorithm on

the loss function, i.e., by taking derivative of the loss function with respect to each wjk,

yielding

wjk = wjk − γ
∂LF(wj , bj)

∂wjk
, (2.36)

bj = bj − γ
∂LF(wj , bj)

∂bj
, (2.37)

where γ is the learning rate of the gradient descent algorithm. Thus, the weights in

the outer layer are updated according to (2.36). Note that these weights are only for

the output layer of ANN. For the layer preceding it, the weights are updated by using

back-propagation. In back-propagation, the gradient of the loss function with respect to

the weights and biases is computed for each layer. We will now brie�y discuss the back

propagation for the layer preceding the output layer. However, similar procedure can be

followed for any number of layers. A more detailed discussion on back-propagation is

presented by Chauvin et al. in [132]. For neuron i in the layer preceding neuron j, the

error propagation value δi is formulated as

δi =
∂LF(Wi, b)

δoi

δoi
δneti

, (2.38)

where oi is the output of neuron i, while neti is the input signal of neuron i. Moreover, the

value δi in (2.38) depends on the activation function used. For example, if the activation

function is the sigmoid, then δi is given by

δi =

(oi − od)oi(1− oi), if i an output neuron,(∑
l∈L δlwli

)
oi(1− oi), ifiis an inner neuron,

, (2.39)
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Figure 2.39: Illustration of gradient descent optimization.

where l is the index of the layer with respect to the output layer, oi is the output of

neuron i, and oD is the desired output. Then, the weights are updated as

wij = wij − γδioj . (2.40)

The weights are continued to be updated until convergence is reached. It is instructive

to note that the weights obtained may not necessarily be optimal, since the gradient

descent algorithm can rapidly converge to a local optimum, as shown in Fig. 2.39.

Furthermore, the rate of convergence of the algorithm also depends on the learning rate

γ. A large γ value may miss the optimum solution, while a small γ will lead to slower

convergence. To circumvent this problem, other gradient descent algorithms which are

independent of the choice of the learning rate have also been proposed, such as Adagrad

and AdaDelta [133]. It is instructive to note that the regularization term in (2.35) ensures

that the neural network provides appropriate �tting, i.e., it avoids over�tting. However,

the choice of regularization function used in the loss function is critical for producing

accurate predictions. The most commonly used regularization functions are the L1 norm

and L2 norm.

• L1 -Norm: Let us consider the loss function in (2.35) by replacing the regularization

term by the L1-norm of the weight matrix, by ‖W‖. Then, our loss function can
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be written as [112,131,134]

LF =
1

S
S∑
i=1

∥∥∥yi − ydi

∥∥∥+ ρ‖W‖. (2.41)

This leads to a convex optimization problem, since the quadratic term in the above

objective function is convex and ‖.‖ is convex for all norms. Thus, this objective

function be equivalently written as

LF =
1

S
S∑
i=1

∥∥∥yi − ydi

∥∥∥ (2.42)

s.t. ‖W‖ ≤ t, (2.43)

where t is a positive parameter.

We observe that the objective function in (2.42) is quadratic and its contours

are ellipsoids. The left side of Fig. 2.40 shows the ellipsoid as well as the area

corresponding to the L1-norm of the radius t. We know that the solution is given

by the intersection of the contours with the L1-norm. Observe from the �gure that

it can be where some coordinates are zero, hence giving us a sparse solution [134].

The physical signi�cance of L1-norm based regularization is that its solution may

have a few non-zero values, which means that it may remove some features from

the solution. Therefore, L1-norm based regularization may be the best choice for

feature selection problems.

L2 Norm

w1

w2

L1 Norm

w2

w1

Figure 2.40: L1 and L2 norm regularization in neural networks.
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• L2-Norm: Let us now consider the loss function in (2.35) by using the L2-norm of

the weight matrix, ‖W‖22. Then, our loss function can be written as [112,131,134]

LF =
1

S
S∑
i=1

∥∥∥yi − ydi

∥∥∥+ ρ‖W‖22. (2.44)

This also leads to a convex optimization problem, since the quadratic term in the

above equation is convex and ‖.‖ is convex for all norms. Thus, this objective can

further be written as

LF =
1

S
S∑
i=1

∥∥∥yi − ydi

∥∥∥ (2.45)

s.t. ‖W‖2 ≤ t, (2.46)

where t is a positive parameter.

As in the L1-norm, the objective function in (2.45) is of quadratic form and its

contours are ellipsoids [134]. The right side of Fig. 2.40 shows the ellipsoid as well

as the area corresponding to the L2-norm of radius t. Again, the solution is given

by the intersection of the contours with the L2-norm. Observe from the �gure that

it can typically happen, where none of the coordinates are zero. In other words it

returns non-zero values.

However, in terms of complexity the L1-norm is more e�cient, since it returns a sparse

solution. In other words, some of the weights of the neural network may be driven to

zeros, which reduces the number of computations required for evaluating the output.

In the foregoing paragraph concerning the objective function minimization, we have

mentioned that the gradient descent algorithm may get trapped in local optima. In other

words, since the minimization of (2.35) relies on an iterative solution, the convergence of

the neural network's solution is heavily dependent on the weight and bias initializations.

Let us assume that there are two hidden layers connected to the same input, which rely

on the same activation function. Then having di�erent initial parameters would ensure

the best performance of the network, because having the same initial parameters for each

unit would update these units in the same way. In other words, some input patterns may

be lost in the null space during the forward-propagation, while some gradient patterns

may be lost in the null space during the back-propagation. So to ensure that neither

the input and nor the gradient patterns fall in the null space, di�erent initial parameter

are used, which motivates us to randomly initialize the weight parameters. Furthermore,

the value of the weight parameters is chosen in such a way that they are large enough

for propagating the information with integrity, but small enough to avoid saturating the

activation function, since this may lead to a low or zero gradient. However, the bias

parameter may be chosen heuristically, or may be assigned zero.
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It may also be promising to invoke machine learning to initialize the parameters, where

the parameters may be learned by an unsupervised technique applied to the same in-

puts. Furthermore, any algorithm which provides superior performance for one class of

problems may perform poorly for for another class.

While Fig. 2.38 shows few examples of di�erent neuron connection topologies, Fig. 2.41

shows the classi�cation of di�erent ANNs tailored for wireless communications. More

explicitly, the ANNs classi�ed in Fig. 2.41 may be invoked for solving wireless communi-

cation problems. The neural networks are typically classi�ed into three categories [135]:

feedforward neural network, deep neural network and recurrent neural networks; albeit

there other relatively uncommon neural networks such as spiking neural network [135]

, physical neural network and generative adversarial neural network. While Fig. 2.41

shows neural networks that are frequently used in communication systems, it is impor-

tant to emphasize that there is no universal machine learning algorithm that �ts every

task [136]. We have to jointly optimize our machine learning (neural network) algorithm

with the objective function.

Arti�cial Neural Networks for Wireless Communications

Feedforward NN

Convolutional NN

Radial Basis NN

Autoencoder

Time Delay NNProbabilistic NN

Extreme Learning
Machines

Deep NN

Deep Belief NN

NNs with Multiple
Hidden Layers

Recurrent NN

Long Short-Term
Memory

Fully Recurrent NN

Bidirectional NN

Stochastic NN

Neural Turing Machine

Gated Recurrent Units

Simple Recurrent NN

Figure 2.41: Classi�cation of ANNs [127].
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Figure 2.42: Recurrent Neural Network

2.7.3 Recurrent Neural Networks

Having studied the various parameters that a�ect the performance of neural networks,

we now portray the basic philosophy of an other class of neural networks: the recurrent

neural network. In the feedforward neural network of Subsection 2.7.2 the inputs and

output are only interlinked in a feedforward manner. By contrast, in the recurrent neural

networks, there is a more complex relationship between the input and the output. More

explicitly, as shown in Fig. 2.42, contrast to the feedforward neural network, in recurrent

networks a neuron from one layer may be connected to neurons in previous layers [112].

For example, in Fig. 2.42, the output neuron is connected to the neuron in the �rst hidden

layer. This is particularly useful for sequential information as well as to exploiting the

temporal behavior of the output. In other words, the recurrent neural network is an ANN

that has memory which allows us to store historical information. The recurrent neural

networks are helpful in scenarios such as user mobility prediction, where the objective is

to �nd the future location of a user based on his/her previous patterns/locations recorded
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in the past. In contrast to the feedforward networks, the recurrent networks are capable

of handling time-related tasks, since the activation function value depends on the data

stored in memory.

Although there are subtle di�erences between the traditional ANN and the recurrent

neural network, the associated parameter optimization follows the principles conceived

for feedforward neural networks. However, since there is a connection between the in-

put and the output as seen in Fig. 2.42, the conventional back-propagation algorithm

cannot be used. This motivates the NN community to conceive a modi�ed backprop-

agation method which is capable of unfolding the recurrent neural network in time by

stacking identical copies of the network. This method is commonly referred to as back-

propagation through time, which is detailed in [137]. Despite its powerful capabilities,

the back-propagation through time may get trapped in numerous sub-optimal local mini-

mum than that of the gradient descent algorithm. This is because of the loop connection

in the network. As an alternative solution, Williams et al. [138] proposed a real-time

recurrent learning algorithm for accurately evaluating the error gradient at every time

step. Fig. 2.41 shows di�erent types of recursive neural networks [127], namely the long

short-term memory, fully recurrent network, bidirectional network, stochastic network,

neural turing machine, gated recurrent units, and simple recurrent neural network. De-

pending on the task at hand, an appropriate recurrent neural network may be chosen for

gleaming accurate predictions. For example, the long short-term memory neural network

may be invoked for time-series prediction problems, while stochastic neural network is

employed to introduce random variations into the network so as to escape from the local

minima.

2.7.4 Deep Neural Networks

All ANNs having more than one hidden layer are considered deep neural networks. The

state-of-the-art deep neural networks include convolutional networks [127], deep recurrent

neural networks [112], deep feedforward networks [112], deep belief networks [139], long-

short term memory network [140], and deep Q-learning [141]. Although the history of

deep ANNs dates back to as early as 1940s, it gained prominence recently because of the

reasons summarized below [112]

• Increased computational power: The recent advances in the signal processing capa-

bilities, particularly in the graphical processing units (GPUs) have expedited the

execution of machine learning algorithms. To elaborate further, the advances in

GPUs have facilitated faster and more parallelized computation.

• Increased data: In today's information age, data have become the new oil, which

however cannot really be used if remains unre�ned.
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• Improved algorithms: Over the decades sophisticated training algorithms have been

developed. The computational e�ciency of the neural networks typically depends

on the activation function [129, 130]. Although there is still substantial on-going

research on the speci�c type of the activation function to be used in neural networks,

it was found that employing ReLu speeds up the training process because of the

reasons discussed in the context of Fig. 2.36.

A compelling advantage of using deep neural networks is that they can approximate any

arbitrary function, which means that for every possible input x the neural network has

the output f(x). This is referred to as function approximation.

Universal Approximation Theorem [142]: It states that a feed-forward

network with a single hidden layer containing a �nite number of neurons can

approximate continuous functions on compact subsets of Rn .

Let ϕ : R→ R be a non constant, bounded, and continuous function (called the

activation function). Let Im, denote the m-dimensional unit hypercube [0, 1]m and

the space of real-valued continuous functions on Im be denoted by C(Im). Then,

given any ε > 0 and any function f ∈ C(Im), there exists an integer N, real-valued

constants vi, bi ∈ R and real vectors wi ∈ Rm for i = 1, . . . , N so that

F (x) =
∑N

i=1 viϕ
(
wTi x+ bi

)
. Then, we can have |F (x)− f(x)| < ε,∀x ∈ Im.

2.7.5 Machine Learning in Wireless Communications:

State-of-the-art Designs

As mentioned at the beginning of Section 2.7 that beyond its powerful prediction and

analytical capabilities, machine learning can be a major driver of intelligent data driven

wireless communications and networks. More recently, ANN-aided wireless transmission

has gained substantial attention owing to its accurate predictions, which is often superior

to conventional methods dispensing with learning [135]. With the aid of machine learn-

ing, a low complexity transceiver design can be conceived [127]. More particularly, it

can be employed for perform intelligently allocating physical resources, scheduling users,

managing tra�c congestion, link-adaptation and SI cancellation.

In the literature of wireless communication, machine learning assisted algorithms have

been studied in the context of adaptive modulation and coding (AMC) [143]. To increase

the accuracy of link-adaptation, Daniels et al. [30] conceived a framework for overcoming

the limitations of AMC aided MIMO-OFDM relying on supervised learning algorithms

[31], such as the K-Nearest Neighborhood (KNN). In this design, without relying on

the lookup table, link-adaptation is carried out by KNN algorithm which selects the

speci�c AMC scheme for attaining both a high-rate and high-reliability. The KNN

algorithm will be discussed later in this treatise. In addition to the KNN, Daniels et
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al. [32] also conceived an online AMC, where support vector machines were employed. In

[33], link adaptation has been proposed for single-carrier frequency domain equalization,

again using the KNN algorithm. More recently, a broader class of machine learning

algorithms, namely deep learning methods have been applied in both the context of

indoor localization as well as in detection [35]. In [35], Samuel et al. proposed the deep

neural network assisted detection of MIMO signals. However, this proposed scheme is

not �exible enough for accommodating diverse modulated constellations.

Some other state-of-the-art designs focused on learning for localization [24�26]. More

particularly, learning based approaches used in localization have been shown to be more

e�cient in terms of minimizing the location error. More explicitly, Wang et al. [34]

proposed a �ngerprint based localization algorithm relying on the classic feedforward

neural networks, where the CSI acts a �ngerprints. To elaborate, the aim of the neural

network is to predict the CSI of the device, based on which the location is obtained. An

experimental study of indoor localization conducted by Chen et al. [29] also attributed

the superior performance to attained learning, where the authors invoke a convolutional

neural network assisted learning scheme. An autoencoder based deep learning is proposed

by Khatab et al. [26] for indoor localization. In this method, the received signal strength

(RSS) is used for training the neural network, where the RSS database is regularly

updated to take into account the changes in the environment for updating the weights

designed. To a further development, Capone et al. [28] employed a rudimentary learning

technique for obstacle avoidance aided cell discovery for beam-alignment.

Furthermore, machine learning has also been applied recently in the context of channel

decoding and detection. Dorner et al. [144] demonstrated the feasibility of point-to-

point communications using unsynchronized o�-the-shelf software-de�ned radios relying

on NNs. In this work, the authors aimed for designing an end-to-end MIMO system

dispensing with the conventional model-based of transmission. More explicitly, Dornel

et al. invoked learning for an end-to-end communications system by interpreting it as

an autoencoder. Furthermore, Jin [145] et al. proposed sub-optimal deep learning based

detection in the context of MIMO relay channels. Nachmani [146] et al. demonstrated

that NN-aided belief propagation used for channel decoding improves the performance at

a reduced complexity, where the authors invoked recurrent neural networks, for shrink-

ing the search space of the conventional belief propagation technique. Liang et al. [147]

analyzed the performance of the NN based iterative belief propagation. More explicitly,

they [147] concatenated a convolutional neural network to the output of the belief prop-

agation network, where the convolutional network is used for mitigating the estimation

errors of the belief propagation. A theoretical model was conceived for feature extrac-

tion based on autoencoders by Yan [148] et al. In this work, the autoencoder network

is amalgamated with an extreme learning machine for signal detection in MIMO-OFDM

systems. In [149], Gui et al. proposed a deep learning network for non-orthogonal multi-

ple access, while in [150] Huang et al. proposed channel estimation and DOA estimation
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Table 2.5: Summary of NN applications in wireless communications.

Papers Machine Learning Method Contribution

[30] KNN Adaptive modulation and coding
[32] SVM Adaptive modulation and coding
[33] KNN Link adaptation
[24�26] Classic feedforward NN Localization
[29] Convolutional NN Indoor localization
[144] Autoencoder NN End-to-end communication
[145] Classic feedforward NN Detection in relay systems
[146] Recurrent NN Decoding of linear codes
[147] Convolutional NN Channel decoding
[148] Autoencoders Symbol detection
[151,152] Classic feedforward NN SI cancellation in FD
[153] Classic feedforward NN Channel estimation
[149,150] Long short-term NN Data detection
[154] Assorted NNs Data sequence detection

for massive MIMO systems. However, in the latter case, the channel is assumed to be

time-invariant during the DOA estimation. A technique termed as sliding bidirectional

recurrent neural network is proposed for data sequence detection in both classical and

molecular communication systems.

In full duplex communications, machine learning may also be invoked for modeling the

nonlinearities of the power ampli�ers. Furthermore, since the transmitter and receiver

have di�erent local oscillators, there may be a mismatch of gain and phase between the

transmitted and received symbols, which is termed as IQ imbalance. The IQ imbalance

tends to be more pronounced at mmWave frequencies. Thus both linear distortions and

IQ imbalance may signi�cantly a�ect the success of SI cancellation. In this scenario,

machine learning comes to rescue our aid for modeling these impairments and cancelling

them in the digital domain. Very recently Alexios [151] applied neural networks to model

the pth order harmonics, which arise due to the nonlinear components in the power am-

pli�ers. More explicitly, he demonstrated experimentally using a hardware testbed that

a simple neural network based non-linear canceler is capable of matching the perfor-

mance of the conventional non-linear cancellation at a signi�cantly lower computational

complexity. As a further advance, Hanqing et al. [152] demonstrated the feasibility of

real-time non-linear SI cancellation using a software de�ned radio relying on deep neural

networks, demonstrating that a SI reduction of 17 dB can be achieved in the digital

domain. The above-mentioned contributions detailing the bene�ts of machine learning

techniques in wireless communications are summarized at a glance in Table 2.5.



Chapter 3
Dual-Function Hybrid Beamforming

Transceiver Design

Everyone is playing roles. Mother, friend, caretaker, friend, boss, etcetera. Every role

comes with values and intentions. Identify all the roles you are playing. What are the

values and intentions of those roles

�Akiroq Brost

3.1 Introduction

R
ecent studies show a further escalation of the capacity demand [155], especially in

the microwave band [156]. Hence next generation systems aim for additionally har-

nessing mmWave frequencies [63], as a bene�t of the abundant availability of bandwidth.

However, mmWave frequencies su�er from a high pathloss because of the attenuation

due to water vapour, oxygen absorption and the foliage. As a result, the signal-to-noise

(SNR) ratio would be typically low [63] at the receiver. To compensate the propagation

losses, directional BF is considered to be promising [2]. Furthermore, since the λ/2 spac-

ing between the antennas would be on the order of millimeters at mmWave frequencies,

large number of antennas can be accommodated in a compact space for achieving high

BF gains. However, employing DBF having large number of antennas, where both the

amplitude and phase are controlled digitally using ADCs/DACs, would result in a high

cost and hardware complexity imposed by the RF chain dedicated to every AE and owing

to the high power consumption of the ADCs [62]. Although employing ABF, where the

AA is connected to an RF chain through ampli�ers and controllable analog phase shifters

is capable of reducing the complexity imposed, the angular resolution of ABF is typically

inaccurate [63]. Hence hybrid beamforming combining analog and DBF for mmWave sys-

tems was conceived in [157], where the ensuing digital processing is capable of correcting

76
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the analog imperfections [158]. In hybrid solutions, ABF is carried out at the RF front

end, where the digitally precoded signals are phase-shifted and then fed to the transmit

antennas. Similarly, at the receiver RF front end the received signals are phase-shifted

and then fed to the digital combiner operating in the baseband. Two di�erent hybrid

beamforming designs have been reported in [159], namely a so-called full-array-connected

design and, sub-array-connected design [159]. In the full-array-connected design the dig-

ital precoded signals are phase-shifted and then fed to all the transmit antennas. By

contrast, in the sub-array-connected design, after phase shifting the digitally precoded

signals are fed only to a subset of the antennas. Hence, the sub-array-connected imple-

mentation is more energy e�cient than the full-array-connected design [159].

In FDD systems, the receiver has to feed back the channel estimation to the transmitter

for the TPC to compensate the channel-e�ects about to be encountered. However, feeding

back the channel coe�cients to the transmitter would result in an overhead [160]. An

appealing practical solution for feeding back the channel information to the transmitter

is based on a carefully designed TPC weight codebook, which is known both to the

transmitter and the receiver. Explicitly, based upon the CIR estimate the receiver selects

the best TPC matrix from its codebook, and relays its index to the transmitter over the

feedback channel. This technique is referred to as, limited-feedbacks design.

Song et al. [88] proposed a codebook design for mmWave systems based upon a technique

referred to as orthogonal matching pursuit. As a further solution, Rajashekar and Hanzo

[94] discussed a codebook design using vector quantization conceived for �nite modulation

alphabets. In [96], Alkhateeb and Heath proposed RF codebook designs for limited

feedback mmWave systems. By exploiting the channels' reciprocity, a heuristic codebook

design was advocated by Eltayeb et al. [90]. Naturally, the performance of a practical

codebook design depends on the codebook entries as detailed by Clerckx et al. [97].

On the other hand, the sub-array-connected design, constitutes to a large extent an open

problem owing to the mathematical intractabilities and other challenges [159]. Early

work on codebook design for sub-array-connected solution was reported in [161], where

the analog beamformer weights are obtained using beam-search algorithms, which how-

ever impose high complexity, while [162] discussed a precoding design inspired by the

successive interference cancellation.

Against this background, the novelty and rationale of this chapter are as follows:

1. A new hybrid BF architecture, where an AA is partitioned into two or more sub-

arrays is conceived. In this architecture, the sub-arrays emerging from a full array

are separated by a su�ciently large distance that minimizes the correlation between

sub-arrays, say for example ≥ 5λ, where λ is the wavelength, so that the channel

of the sub-arrays becomes uncorrelated from one another. The rationale behind the

sub-array separation is to attain diversity gains in addition to the BF gains derived

from the sub-arrays.
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2. We analyze the capacity of the proposed architecture and conclude that using two

sub-arrays strikes an attractive compromise, since the diversity gain obtained from

the two sub-arrays out-weighs the loss in the BF gain imposed by splitting the array.

By contrast, dividing the array into more than two sub-arrays would only result in a

reduction of loss of BF gain which the additional diversity gain cannot compensate.

3. We analyze a codebook based on mutually unbiased bases (MUBs) amalgamated with

DFT-based analog BF in the RF stage for the aforementioned mmWave MIMO sys-

tems. Early work on MUBs was reported in [163,164] for sub-6 GHz systems, where

the bene�t of employing MUBs is their lower complexity than that of Grasmannian

scheme of [165], while performing close to a system relying on the simplifying as-

sumption of having perfect CSI.

4. Then, we investigate the performance of hybrid beamforming system in the face

of mutual coupling relying on a practical codebook using DFT and MUB precoders

of [98].

5. Furthermore, we propose an adaptive array design for hybrid beamforming in mmWave

communication that adapts the architecture as well as the digital precoding depend-

ing on whether the channel is LOS or NLOS. Explicitly, we design an architecture

with an adaptive array, where the array is full-array-connected in LOS channel

with antenna spacing λ/2, and sub-array-connected, where the AA is partitioned

into sub-arrays with separation su�ciently large enough so that each sub-array ex-

periences independent fading, in NLOS channel conditions.

6. Finally, we utilize the novel adaptive array design to propose an adaptive virtual cell

formation in the PHY layer of Cloud-Radio Access Network (C-RAN) for mmWave

hybrid beamforming aided systems, since the dynamic selection of RRHs is similar

to a mmWave transmitter that adaptively switch between the fully-connected and

ASA designs. In virtual cell formation, the user may maintain its connection with

one or two RRH(s) depending on our proposed design criterion. We �rst present

an algorithm for virtual cell formation for a single mobile user, where the RRHs

connected to the user experience di�erent channel conditions (LOS/NLOS). Then

we extend our algorithm to a multi-user scenario, where the mobile users are dis-

tributed randomly and experience di�erent channel conditions (LOS/NLOS) with

the RRHs. Moreover, given the fronthaul constraints in C-RAN, for multi-user

setting, we consider the maximum number of users that can be supported by the

fronthaul link.

The remainder of this chapter is organized as shown in the Fig. 3.1. In Sec. 3.2 we present

our hybrid architecture conceived, followed by the capacity analysis of the proposed

design. Subsequently, in Sec. 3.3, we discuss our hybrid precoder design, where we select

the speci�c TPC matrix from the codebook designed for analog RF and digital baseband.
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Sec. 3.2: Dual−Function Transceiver Design

1. Capacity Analysis
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Figure 3.1: The organization of this chapter.

Then in Sec. 3.4, we propose a dual stage adaptation based on the characteristics of the

mmWave channel. Finally, we provide the chapter conclusions in Sec. 3.5.

3.2 Dual-Function Transceiver Design

In Chapter 2, we have considered a suite of state-of-the-art hybrid precoding designs, with

an emphasis on the fully-connected and on the sub-array-connected architecture. We

discussed that the fully-connected design requires more phase shifters than the sub-array-

connected design. Recall that in the sub-array-connected design discussed in Sec. 2.23,

the AA is partitioned into sub-arrays, where each sub-array is positioned in the immediate

vicinity of the subsequent array. However, the splitting of the array into sub arrays leads

to undesired beamforming gain reduction. Furthermore, the tight close-placement of the

sub-arrays result in the loss of diversity gain, since they do not experience independent

fading. This motivates us to conceive a dual-function transceiver for mmWave systems.

In contrast to the state-of-the art, let us now consider an ASA design, where the AA

is partitioned into an array of sub-arrays and each sub-array is su�ciently separated

by a distance from the other sub-array, with one or more RF chain(s) dedicated to

each sub-array, as shown in the Fig. 3.2. In contrast to conventional ASA, in our pro-

posed architecture, the angular spread of the departure angles from one sub-array to

another would be wide enough to experience independent fading, since the sub-arrays

are placed at a su�ciently large distance. Hence, because of the wider angular spread in

our proposed design the channel of one sub-array is uncorrelated with that of the other

sub-arrays, while the channel within a given sub-array is correlated. Thus, this design

is capable of providing a diversity gain as determined by the number of sub-arrays that

are spatially separated, in addition to the BF gain provided by each sub-array.
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Let us now consider the single-user mmWave MIMO system shown in Fig. 3.2, where

the transmitter is equipped with Nt antennas and the receiver with Nr antennas. The

received signal vector after RF and baseband combining at the receiver is given by

y = WH
RFW

H
BBHFRFFBBs+ n, (3.1)

where

H = [H1 H2 . . .HNsub
]
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is the channel matrix of size Nr ×Nt so that

E[‖H‖2F ] = NtNr,

and each sub-channel matrixHi of sizeNr×Nt/Nsub is modeled as in (2.20). Furthermore

the transmitter is equipped with Nsub RF chains, where FRF is the RF beamformer

matrix of size Nt ×Nsub, which is expressed as

FRF = diag(f1, f2, . . . , fNsub
),

where fi is a vector of size Nt with only Nsub non-zero entries, while s and y are the

transmitted and received vectors of size Ns, respectively.

In the proposed ASA architecture of Fig. 3.2, a cluster of rays having an angle of depar-

ture φi impinges on each sub-array. Hence, the channel seen by the sub-array is spatially

correlated across the antennas of the sub-array. Furthermore, since every sub-array is

separated from another sub-array by a su�ciently large distance, the channel of a spe-

ci�c sub-array is uncorrelated with that of another sub-array, hence the channel matrix

becomes less correlated than that of the fully-connected architecture. For a given AA,

splitting it into two or more widely separated sub-arrays would result in an uncorrelated

channel. As a result, the degrees of freedom in the spatial domain increases, hence in-

creasing the diversity order attained. However, the additional diversity comes at the cost

of degrading the BF gain of the AA. Hence, there is a trade-o� between the diversity and

the BF gain attained. In the next section we discuss the achievable rate of the proposed

architecture.

Note that the receiver design can have the fully-connected or sub-array-connected archi-

tectures as shown in Fig. 3.2 (a) and Fig. 3.2 (b), depending on the speci�c requirements,

such as space constraints, power consumption, BF and diversity gains required, while

each sub-array can have multiple RF chains associated with a fully-connected design

at the transmitter, as shown in Fig. 3.2 (b) for the 2-sub-array-connected architecture.

Fig. 3.2 (a) shows a single RF chain in each sub-array as in state-of-the-art ASA, while

Fig. 3.2 (b) is more generic, where each sub-array has multiple RF chains. More explic-

itly, Fig. 3.2 (b) shows the proposed sub-array architecture, where each sub-array may

be fully-connected.

3.2.1 Capacity Analysis of the Proposed Architecture

In this section we analyze the system model of (2.19) in terms of its Shannon capacity

and outage capacity.
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3.2.1.1 Shannon Capacity

With the aid of the system model given in (2.19), the achievable rate (Shannon capacity)

before combining is formulated as [166]:

C = log2det
(
INs +

P

NsN◦
FHBBF

H
RFH

HHFRFFBB

)
, (3.2)

where C is the number of bits transmitted per second per channel use (bps/cu) and P

is the total transmission power, det(.) is the determinant, INs is the identity matrix of

size Ns ×Ns and N◦ is the noise power.
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In Fig. 3.3 we provide a comparison of the achievable rate of the fully-connected design,

of the state-of-the-art ASA design using 2 sub-arrays, and of the proposed 2, 4, 8 sub-

array-connected architecture of Fig. 3.2. As shown in Fig. 3.3, the state-of-the-art ASA

design's performance is inferior to the fully-connected design by about 5dB. On the other

hand, the proposed 2-sub-array-connected design outperforms the fully-connected design

with a gain of around 1dB, because in the case of our 2-sub-array-connected design, both
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the diversity and the BF gains are obtained. This is because in our proposed 2-sub-array-

connected architecture the BF gain reduction imposed by splitting the full AA into 2 sub-

arrays is lower than the diversity gain obtained. However, it is worth observing from the

�gure that the extra diversity gain o�ers only diminishing returns upon further increasing

the number of sub-arrays, which does not compensate for the BF gain reduction due to

splitting the array into more sub-arrays. Hence, the most appropriate number of sub-

arrays that yields both high BF and diversity gains is 2. This design can be referred to

as a dual-functional MIMO [167] equipped both with BF and diversity gains.The RF

beamformer FRF and the baseband TPC FBB can be obtained from [67, 88] or from

the DFT and MUB, which will be described later in Sec 3.3. However, owing to the

assumptions of an in�nite block length with a probability of error approaching zero, the

Shannon capacity does not provide a generic performance measure for practical systems,

where �nite block lengths associated with �nite error probability are encountered. Thus,

to analyze the performance of the proposed system we opt for the to outage capacity

metric.

3.2.1.2 Outage Capacity

Owing to the assumptions of in�nite block length with the probability of error approach-

ing zero, the classic Shannon capacity does not provide a good performance measure for

practical systems, where �nite block lengths with �nite error probability are designed.

Thus, to analyze the practical performance of the proposed system we continue with its

outage capacity analysis. The system is said to be in outage, when the rate falls below

a minimum, which is referred to as the outage capacity [168]. To better understand

the dual-functionality of the transmitter in the system conceived, we analyze the out-

age capacity when the receiver is equipped with a single antenna and the transmitter is

equipped with Nt antennas and Nsub sub-arrays. This analysis can be extended to Nr

receive antennas. An outage event occurs whenever the Shannon capacity calculated in

(3.12) falls below a threshold rate Cout. Thus, the outage capacity associated with the

outage probability pout is given by

pout = P
(
log2

(
1 + ‖h‖2SNR

)
< Cout

)
, (3.3)

where P represents the probability, h is the Rayleigh fading distribution and ‖h‖2 is the
sum of squares of random variables, which is Chi-square distributed with 2Nsub degrees

of freedom. Then (3.3) can be expressed as [168],

pout = P
(
‖h‖2 < 2Cout − 1

SNR

)
. (3.4)
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The p.d.f. of ‖h‖2 is 1
(Nsub−1)!h

Nsub−1e−h, h ≥ 0. At high SNRs, we obtain [64],

pout =
(2Cout − 1)Nsub

Nsub!SNRNsub
, (3.5)

and SNR = NtP
N2
subN◦

, where Nt
Nsub

accounts for beamforming, while 1
Nsub

ensures equal power

allocation for all sub-branches.

Fig. 3.4 shows the outage capacity for a �xed outage probability of 1%. Observe that

splitting the array into two sub-arrays provides a better outage capacity than the fully-

connected array. Regardless of the number of AEs, the performance starts degrading

upon further partitioning of the array, as seen in Fig. 3.4.

3.2.1.3 Optimum Number of RF Chains:

It is instructive to note that, Sohrabi and Yu [77] derived a theoretical bound for the

optimum number of RF chains required for the fully-connected architecture to achieve

the maximum attainable rates of unconstrained digital BF. It was shown in [77] that to
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achieve the rates of a digital BF design, the number of RF chains in the fully-connected

design should be at least twice the number of spatial streams. This holds for our proposed

design as well. Explicitly, in our proposed design, each sub-array can have multiple RF

chains for supporting multiple streams, that is, each sub-array can behave as the fully-

connected design as shown in Fig. 3.2(b). This implies that:

FRF = diag (F1, F2) , (3.6)

while F1and F2 are expressed as:

F1 =
[
f
(1,1)
1 , f

(1,2)
1 , . . . , f

(1,NRF/2)
1

]
, (3.7)

F2 =
[
f
(2,1)
2 , f

(2,2)
2 , . . . , f

(2,NRF/2)
2

]
, (3.8)

where f(m,n)m represents the vector in the nth column of the mth sub-array. In this paper,

for brevity, we consider NRF = 2, which leads to the architecture of Fig. 3.2 associated

with two sub-arrays. In contrast to the fully-connected architecture of Fig. 2.23, this

design requires less phase shifters, which makes it more energy e�cient. For example,

for Nt transmit antennas and NRF RF chains, the fully-connected architecture would

need NtNRF phase shifters, while the proposed ASA design would need NtNRF/2.

Furthermore, since the transmit antenna diversity o�ers diminishing returns upon in-

creasing in the number of transmit antennas, it is essential to understand the transmit

antenna diversity gains obtained and the loss incurred in the BF gains, when partitioning

a given AA into more sub-arrays. Hence, to have a better understanding of the optimum

number of sub-arrays, we embark upon investigating it by analyzing the symbol error

probability in terms of the diversity order and the BF gain.

Let us consider a MISO system having L sub-arrays and N/L AAs for each sub-array,

where N is the total number of AEs. If γi = P
Lσ2 |αi|2 is the SNR of the branch between

the ith sub-array of the transmitter and the receiver, where αi is a complex-valued

Gaussian random variable and N/L is the gain derived from BF using the sub-array

i as shown in the Fig. 3.5, then the total SNR in the branch is given by N
L γi. For QPSK

modulation, the symbol error probability of the MISO system conditioned on α is given

by [64]

Pe = 2Q

(√
2N

L
Γ

)
, (3.9)

where Γ = (γ1 + γ2 + . . .+ γL) is the total SNR of the system.
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By substituting Γ = γ1 + γ2 + . . .+ γL, we have

Pe = 2Q

(√
2NP

L2σ2
‖α‖2

)
, (3.10)
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where ‖α‖2 is a chi-squared distribution with 2L degrees of freedom. Upon integrating

over the distribution, we obtain

Pe ≈
(

2L− 1

L

)
2(

4NP
L2σ2

)L . (3.11)

At high SNRs, we have,

Pe ≈
1

L!

2(
NP
L2σ2

)L , (3.12)

i.e.,

Pe ∝
1

L!

(
L2σ2

NP

)L
. (3.13)

Having arrived at the symbol error probability (Pe), which is related to the bit error

probability (P be ), it is evident from (3.13) that for a given P and σ2, Pe is inversely

proportional to the BF gain (N/L) and, proportional to the number of sub-arrays by a

factor of L
L

L! .

To better understand the diversity and the BF gains achieved in splitting of an antenna-

array into sub-arrays, we considered a (16× 1) MISO system. Fig. 3.6 plots the bit error

probability (P be ) of the fully-connected design and of the 2, 4, 8 sub-array-connected

design. As expected, the curves in Fig. 3.6 tally with the Pe derived in (3.13) for di�erent

con�gurations. It is seen from Fig. 3.6 that at high SNRs, the 8 sub-array-connected

design achieves better error rate than that of the fully-connected design, and the 2, 4

sub-array-connected designs. This is because of the diversity order, which is seen in the

denominator of (3.13). It is conducive to say that the diversity o�ers better gains than

the BF in the case of the bit-error rate. However, this behavior is not re�ected in the

capacity plot seen in Fig. 3.3. This is because the diversity gain erosion is only partially

compensated by the beamforming gain when the array is partitioned into more than two

sub-arrays.

3.3 Hybrid Beamforming Implementation Design

In this section, we expound on the signal processing aspects of mmWave systems. More

explicitly, we focus our attention on the HBF, where we �rst present our analog RF

beamformer design followed by the baseband precoder.
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3.3.1 Analog RF Beamformer

In this section we present the design of the ABF in mmWave systems. In this treatise,

we consider the DFT-aided codebook for RF beamforming, since the codewords in the

DFT based beamforming weight-vectors match with the statistical distribution of the

optimal beamforming weight vectors [169]. Furthermore, it satis�es the constant modulus

constraint posed by the phase shifters. Fig. 3.7 shows the achievable rate for di�erent

spatial correlations using on DFT-based RF beamforming scheme. It is seen in Fig. 3.7

that with the increase of spatial correlation, the achievable rate of the DFT-aided RF

codebook approaches the rate of the digital TPC relying on the idealized simplifying

assumption of perfect CSI. Since the mmWave channel exhibits high spatial correlation,

the choice of the DFT as our analog RF beamformer enhances the system throughput.
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Motivated by this, we employ a DFT-based codebook for analog RF beamforming using

phase shifters, since the DFT matrix satis�es the constraints to be met by the phase

shifters, such as having constant modulus entries from a �nite alphabet. Furthermore,

for the baseband TPC matrix, we invoke a codebook design constructed based upon
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MUBs as a bene�t of its e�cacy and low complexity, which will be detailed later in this

section.

For the fully-connected design, the NRF
t columns of the analog RF beamformer matrix

FRF are selected from the DFT-matrix, by picking those which exhibit maximum cor-

relation with the columns of the right singular matrix of the channel H=UΣV, i.e. we

have

DFTNt =



1 1 1 . . . 1

1 ω ω2 . . . ωNt−1

1 ω2 ω4 . . . ω2(Nt−1)

1 ω3 ω6 . . . ω3(Nt−1)

...
...

...
. . .

...

1 ωNt−1 ω2(Nt−1) . . . ω(Nt−1)(Nt−1)


,

where ω = exp (−j 2πNt ) and

FRF(:, i) = max
i

<DFTt(:, i), V>, (3.14)

where V is the right singular matrix of the channel. Similarly, the NRF
r columns ofWRF

are selected from the DFT-matrix, by picking those which exhibits maximum correlation

with the columns of the left singular matrix of the channel H, i.e., we have

WRF(:, i) = max
i

<DFTr(:, i),U>, (3.15)

where U is the left singular matrix of the channel.

For the sub-array-connected design, the RF weights at the transmitter for each sub-

array are selected from the DFT matrix of size (Nsub ×Nsub), which exhibits maximum

correlation with the dominant right singular vector of the sub-channel. Similarly, the

RF combiners weights are calculated at the receiver, depending on whether the fully-

connected or the sub-array-connected design are preferred.

Having carried out analog RF beamforming, the channel seen by the baseband TPC after

RF beamforming is the e�ective channel given by:

He� = W∗
RFHFRF,

where the digital baseband precoder is applied to the e�ective channel matrix He�.

In the next section, we characterize the digital baseband precoder by considering a range

of practical constraints.
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3.3.2 Digital Baseband Precoder

In the 3GPP long term evolution (LTE), the digital baseband precoder is employed by

selecting one of the codewords from the codebook entries derived from a �nite alphabet,

such as QPSK {1,−1, i, − i}. To feed back the best available precoder matrix from the

codebook, the receiver has to evaluate the achievable throughput for every legitimate

precoding matrix in the codebook for every rank, and relay the best precoder matrix

index to the transmitter over the feedback channel. However, in practice the choice of

the codebook design mainly hinges on the performance versus complexity trade-o�. As

a solution for designing the codebook, some key properties of a practical codebook, such

as in LTE, are outlined as follows.

1. The Codebook Entries: The choice of a typical codebook is governed by the

entries of the codebook [97], since the complexity of a codebook depends on the

number of complex multiplications and complex additions required for evaluating

the performance metric of a given precoder [170]. Thus the complexity and power

consumption are commensurate with the number of complex operations involved

in the precoder. Hence it is important to speci�cally design the codebook entries

for mitigating the complexity.

2. The Nested Property: Having a nested structure for the codebook reduces the

number of calculations required, if the transmitter has the capability for adapting

its rank of transmission depending on the channel quality. That is if the transmitter

switches from lower rank transmission to higher rank based on channel information

knowledge provided by the receiver over the feedback channel, then calculations

carried out for lower rank transmission can be used for higher rank transmission,

since the lower rank precoder is also a part of the precoder used for a higher

rank [97].

3. Power Ampli�er Imbalance: The power ampli�er imbalance across the anten-

nas is highly undesirable at the transmitter [171]. Due to its power imbalance at

the transmitter, the average signal-to-noise ratio per physical antenna would not

be the same across all antennas [65,171]. This would result in the loss of diversity

gains as one of the antennas which has a lower signal-to-noise ratio will not be able

to contribute much to the �nal signal-to-noise ratio [65]. Hence, power imbalance

would cause the system to perform badly in terms of diversity gain as in correla-

tion. So one way to avoid power imbalance is by using the constant modulus or

constant gain codebook.

In the next section, we employ the baseband digital precoder selected from the speci�c

codebook derived from the mutually unbiased bases (MUBs). The rationale for choosing

MUBs is that they exhibit all the aforementioned properties.
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3.3.2.1 Mutually Unbiased Bases for Codebook Design

In this section, we begin by discussing what mutually unbiased bases (MUBs) are and

how they are generated. Later we focus our attention on the motivation behind designing

a codebook based upon mutually unbiased bases.

The concept of MUBs was �rst introduced in quantum mechanics in [172]. In wireless

communication, MUB based precoding codebook in baseband is proposed in [163,164].

Let B and B′ be two orthogonal bases of a N dimensional Hilbert space, then B and B′

are said to be mutually unbiased if |< b,b′ >|2= 1
N , ∀ b ∈ B and b′ ∈ B′.

However, the number of mutually unbiased bases (MUBs) for a given dimension is limited.

The cardinality C of pairwise MUBs for a given dimension N is C(N) ≤ N + 1 [173�175].

In particular, if the dimension of interest is a power of prime then the cardinality C(N)

of pairwise MUBs is N + 1. For dimension N which has at least two prime factors has

no exact value of C(N).

Lemma 3.1. (Andreas and Martin) [176], Suppose the factorization of N into dis-

tinct primes pi is N = pα1
1 pα2

2 . . . pαrr . Then the cardinality

C(N) ≥ min{C(pα1
1 ), C(pα2

2 ), . . . , C(pαrr )} (3.16)

We refer to [177] for proof.

We shall now discuss the generation of MUBs for power of primes. We divide the primes

into two categories, odd prime and even prime, where we generate MUBs separately for

each case.

Odd Prime Power

Lemma 3.2. (Andreas and Martin) [176], Let Fn be the �nite �eld with n elements

and of odd characteristic p and ωp = exp(2πi/p) is the pth root of unity. Denote the

standard basis and sets Ba = {va,b | a, b ∈ Fn} then the set of vectors given by

va,b =
√
n

(
ω
tr(ax2+bx)
p

)
x∈Fn

, (3.17)

form an extremal set of n+ 1 MUBs of dimension n.

We refer to [176] for proof.
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Example: For N = 3, the construction yields MUBs as

B0 = {v0,0, v0,1, v0,2} = {3−1/2(1, 1, 1), 3−1/2(1, ω3, ω
2
3), 3−1/2(1, ω2

3, ω3)}
B1 = {v1,0, v1,1, v1,2} = {3−1/2(1, ω3, ω3), 3−1/2(1, ω2

3, 1), 3−1/2(1, 1, ω2
3)}

B2 = {v2,0, v2,1, v2,2} = {3−1/2(1, ω2
3, ω

2
3), 3−1/2(1, ω3, 1), 3−1/2(1, 1, ω3)}

Even Prime Power

For even prime powers, as in [163], we construct MUBs by using Hadamard matrix. For

a dimension N = 2n, where (n = 1, 2, . . .), we start by an Hadamard matrix A2n , which

satis�es the property of a MUB. Thus the Hadamard matrix is the easiest existing MUB.

Using the Hadamard matrix A, we construct other basis by �nding a column vector v

such that all the elements in AHv have magnitude equal to the (1/2n). And we obtain

the basis B by element wise multiplication1 of v with A i.e., if A = [a1 a2 . . .a2n ] then

B = v⊗A8 = va1 va2 . . .va2n ]. We continue this procedure until all the 2n + 1 basis

are obtained.

Example: For N = 23 i.e., n = 3, the construction of MUBs is illustrated below:

Step 1: First obtain a Hadamard matrix A8,

A8 =
1√
8



1 1 1 1 1 1 1 1

1 −1 1 −1 1 −1 1 −1

1 1 −1 −1 1 1 −1 −1

1 −1 −1 1 1 −1 −1 1

1 1 1 1 −1 −1 −1 −1

1 −1 1 −1 −1 1 −1 1

1 1 −1 −1 −1 −1 1 1

1 −1 −1 1 −1 1 1 −1


Step 2: Find a column vector vi such that all the elements of AHvi have magnitude

equal to the (1/2n). For N = 8 dimension, the columns vectors vi are:

v1 =



1

1

−i
i

−1

1

−i
−i


, v2 =



1

i

−1

−i
−1

−i
−1

−i


, v3 =



1

−i
1

i

−i
−1

−i
1


, v4 =



1

1

−1

1

−i
−i
−i
i


, v5 =



1

−i
−i
−1

i

−1

−1

−i


, v6 =



1

−1

−i
i

i

i

1

1


, v7 =



1

−i
−i
1

1

i

−i
−1


1⊗ denote the element wise operation
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Step 3: Now the remaining N − 1 bases are obtained by element wise multiplication of

the vector vi with A8. We have,

B = v1 ⊗A,
C = v2 ⊗A,
D = v3 ⊗A,
E = v4 ⊗A,
F = v5 ⊗A,
G = v6 ⊗A,
H = v7 ⊗A,

Therefore with identity matrix I8, we have obtained N + 1 = 9 MUBs. There are also

other ways to generate MUBs. MUBs generation using Galois ring is discussed in [176].

It is worth noticing that when the dimension is a power of 2, the elements in the MUBs

are either −1, 1,−i or i. In other words, the entries of the MUBs are the powers of i.

Thus it can be seen that as if the MUBs are constructed from a �nite alphabet drawn

from the set of points X = {−1, − i, 1, i}. We shall now discuss the motivation behind

the choice of using MUBs as a codebook for baseband precoding.

These factors motivates us to employ MUBs. In a communication system, normally, the

number of RF chains would be a power of 2. This gravitates us to look up for MUBs

when the dimension is a power of 2 [163, 164]. It is interesting to see that for an even

prime power, the entities of MUBs are the powers of i .

Also, it satis�es all the properties of a codebook, which shall be shown in this section

with an example. Also, the entries are drawn from a �nite alphabet X = {−1, −i, 1, i},
the matrix has the nested property and all the entries are of constant modulus.

Example: We shall now illustrate the codebook construction from MUBs for 4 transmit

antennas.

Following the steps discussed, MUBs for dimension N = 4 are:

A =
1

2


1 1 1 1

1 1 −1 −1

1 −1 −1 1

1 −1 1 −1

 ,B =
1

2


1 1 1 1

−1 −1 1 1

−i i i −i
−i i −i i

 ,
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C =
1

2


1 1 1 1

−i −i i i

−i i i −i
−1 1 −1 1

 ,D =
1

2


1 1 1 1

i i −i −i
1 −1 −1 1

−i i −i i


Having obtained the MUBs for N = 4, we now construct the codebook F of cardinality

16 (4-bit feedback).

Left circular shift of each of these matrices by p modulo 4 places, where p = 1, 2, 3, 4,

gives the codebook of cardinality C = 16 with 4-bit feedback.

Having obtained the precoder matrices of the codebook

F = {Apmodulo 4,Bpmodulo 4,Cpmodulo 4,Dpmodulo 4} ∀p = 1, 2, 3, 4,

i.e., after circular shift to left by p modulo 4 places for each matrix, we get codebook

F = {A0, A1, A2, A3, B0, B1, B2, B3, C0, C1, C2, C3, D0, D1, D2, D3}. For
instance,

A1 =
1

2


1 1 1 1

1 −1 −1 1

−1 −1 1 −1

−1 1 −1 1

 ,A2 =
1

2


1 1 1 1

−1 −1 1 1

−1 1 −1 −1

1 −1 1 −1

 ,

A3 is obtained by shifting A circularly to left by 3 modulo 4 places.

Thus we have obtained a codebook of cardinality 16 which satis�es the properties such

as constant modulus, restricted alphabet. Having obtained the TPC matrices of the

codebook F = {Apmodulo 4,Bpmodulo 4,Cpmodulo 4,Dpmodulo 4 ∀p = 1, 2, 3, 4}, after the
above-mentioned circular shift to left by p modulo 4 places for each matrix, we arrive at

the codebook

F ={A0, A1, A2, A3, B0, B1, B2, B3,C0, C1, C2, C3, D0, D1, D2, D3}.

We select the TPC matrix from the speci�c codebook, which maximizes the minimum

SNR for the e�ective channel using a zero forcing (ZF) receiver [89].

The SNR of the kth stream of (6.1) using a ZF receiver is given by [89]:

SNR =
P

NsNo (F∗BBH
∗
e�He�FBB)−1kk

, (3.18)

where He� = W∗
RFHFRF. Thus, the TPC which maximizes the minimum SNR is found

by solving the following optimization problem

FBB = arg max
FBB∈F

λmin{He�FBB}, (3.19)
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Algorithm 3.1 Proposed RF and Baseband Codebook Design
Acquire codebook F and store in memory

1: Obtain vectors vi from Hadamard matrix ANRF
t

such that magnitude of all elements
of AHvi is 1;

2: Obtain MUBs by element-wise multiplication of vi with A, ∀ 1 ≤ i ≤ NRF
t − 1;

3: Obtain the codebook F by left circular shift of each MUB to p places, where p =
1, . . . , NRF

t − 1;
Selection of Digital TPC from the codebook

1: We have H = UΣVH ;
2: Obtain columns of FRF and WRF from DFTNt such that FRF = max < DFTNt(:
, i),V >, 1 ≤ i ≤ NRF

t , and WRF = max < DFTNr(:, i),U >, 1 ≤ i ≤ NRF
r ;

3: Set the e�ective channel to He� = WH
RFHFRF;

4: Select the TPC from the codebook which satis�es: FBB =
arg maxFBB∈F Λmin{He�FBB};

5: WBB is chosen as ZF combiner.

where λmin is the minimum singular value of {He�FBB}.

Since the mmWave channel of the adjacent AEs is correlated because of their λ/2 spacing,

using MUB baseband TPC amalgamated with DFT-aided RF beamforming signi�cantly

reduces the complexity, while having an improved performance in spatially correlated

channels.

The algorithm 3.1 shows the pseudo code of the proposed design.

3.3.3 Complexity and Performance Analysis of the MUB Codebook

The codebook search complexity is quanti�ed in terms of the number of computations re-

quired for �nding the best TPC matrix. This requires NsN
RF
r (NRF

t −1) complex-valued

additions for evaluating He�FBB [164], but no complex multiplications are required as

multiplication with {±1,±i} are trivial operations [178]. In other words, multiplication

of matrix with {±1} is sign change operation, while multiplication with {±i} is a sign

change operation with swapping real and imaginary parts. In practical digital systems,

changing sign or swapping numbers is a trivial operation. On the other hand, the digital

TPC operating in the baseband using the same number of RF chains, such as [67], would

need NsN
RF
r (NRF

t − 1) complex additions plus NsN
RF
r NRF

t complex-valued multiplica-

tions [164]. Thus, the MUB based codebook reduces the overall search complexity by an

order of O(NsN
RF
r NRF

t ).

The entries of the codebook are drawn from a �nite alphabet of say, X = {i, −i, 1, −1},
which meets the constant modulus constraint and hence avoids any potential power im-

balance for the system. Furthermore, the codebook exhibits a nested structure, which

means that the computations that are performed for higher-rank transmissions can be
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reused for lower-rank transmissions. For example, for a rank 4 MUB matrix, the com-

putations made for rank 2 transmission can be used for rank 3 transmission and compu-

tations made for rank 3 transmission can be used for rank 4 transmission.

Let us now characterize the performance and achievable rate, when the DFT-MUB based

RF and the baseband precoding are invoked for the fully-connected architecture. We

performed Monte Carlo simulations for investigating the performance gap between the

digital baseband TPC based on SVD of the channel matrix and the hybrid TPC relying

on limited-feedback. The system con�guration and parameters, such as the number of

RF chains, antennas and modulation schemes are shown in Table 3.1.

Parameters Values

Modulation 4 QAM
Nc 4
Nray 6
Nt 8, 32, 64
Nr 8, 16, 32
Ns 1, 2
NRF
t 2, 4

NRF
r 2, 4

Nsub 1, 2
φ
nray
nc ∼ U [0, 2π)

Table 3.1: System parameters.

Fig. 3.8 plots the achievable rates of unconstrained digital precoding using SVD , of

orthogonal matching pursuit [67], of DFT-MUB and DFT-Identity, where the identity

matrix is chosen as the baseband TPC, using (3.12) for a 8 × 8 and 32 × 16 MIMO

systems. In this �gure, the DFT-MUB based codebook design with 4-bit feedback is

investigated. In this system, two spatial streams were transmitted using 4 RF chains

both at the transmitter and at the receiver. It is seen from Fig. 3.8 that the performance

gap between the SVD based TPC and the DFT-MUB based codebook is around 2.5dB

for 32×16 and as low as 0.8 dB for 8×8 MIMO con�gurations considered. Furthermore,

there is a gap of around 1dB against the orthogonal matching pursuit aided precoding

design for 32 × 16 MIMO, whereas for 8 × 8 MIMO the performance of DFT-MUB

matches with the orthogonal matching pursuit. We also compared our results against

DFT-Identity based system, where the TPC is constructed by selecting �rst Ns columns

of the identity matrix. Against DFT-Identity aided system, there is around 0.5 dB gain

when DFT-MUB is performed.

We also performed Monte Carlo simulations to investigate the attainable uncoded bit

error rate (BER) performance of a 8 × 8 MIMO system using 4 QAM. In this con�gu-

ration, two spatial streams using 4 QAM were transmitted over NRF
t = 4 and NRF

r = 4

RF chains. Fig. 3.9 shows the comparison between the BERs of the DFT-MUB aided

codebook design using 4-bit feedback, of the SVD based TPC, of the DFT-Identity and
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Figure 3.8: Achievable rate using the DFT-MUB based codebook design with a 4-bit
feedback and digital precoding with perfect CSI i.e., with unconstrained precoding for
32 × 16 and 8 × 8 fully-connected MIMO con�gurations. In this con�guration, Ns = 2
and NRF

t = NRF
r = 4.

of orthogonal matching pursuit. It is seen that at low SNRs the DFT-MUB codebook

design outperforms the SVD based TPC. It is instructive to note that SVD based TPC

is sub-optimal in terms of BER. Furthermore, at the BER of 10−3 the performance gap

between the DFT-MUB based design and the SVD design is around 2.5 dB, despite the

DFT-MUB scheme's constraint of constant modulus and signi�cantly lower complexity.

DFT-MUB also outperforms the DFT-Identity and orthogonal matching pursuit designs.

Additionally, it is important to note the complexity of di�erent designs considered. In

the system considered, for NRF
t = 4 and NRF

r = 4, only 24 complex additions are needed

when using MUB. On the other hand, the orthogonal matching pursuit [67] would need

24 complex additions plus 32 complex multiplications. Furthermore, the unconstrained

digital TPC using SVD relies completely on digital processing elements, where DACs

and automatic gain controls (AGCs) are needed per AE, which imposes high complexity

and power consumption.

In this subsection, we have analyzed the hybrid precoder without the e�ects of mutual
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based codebook design with 4-bit feedback and digital TPC with perfect CSI. In this
con�guration, we have Ns = 2 and NRF

t = NRF
r = 4.

coupling on AEs. Mutual coupling, which we will discuss in the next subsection, can be

either detrimental or bene�cial depending on the AEs placement. In the next subsection,

we focus our attention on the mutual coupling e�ects on achievable rate.

3.3.4 E�ects of Mutual Coupling on Achievable Rate

When the AEs are closely spaced, the radiation of each AE a�ects the radiation pattern

of the other antennas as shown in Fig. 3.10, which in turn a�ects the input impedance

of the AEs. This phenomenon is termed as mutual coupling. Mutual coupling may limit

the system's performance in practice, since the radiation e�ciency of the antennas is

reduced because of the radiation from closely-spaced AEs.

Furthermore, since the AEs are closely spaced, the radiation of one AE a�ects the
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Figure 3.10: Mutual coupling between AEs.

impedance of other elements, which results in mutual coupling [179]. The mutual cou-

pling matrix C of an AA is given by [179]:

C = (ZA + ZT )
(
Z+ ZT INt

)−1
,

where ZT is the load impedance and ZA is the antenna impedance. The mutual impedance

matrix Z is given by [179]:
ZA + ZT Z12 . . . Z1Nt

Z21 ZA + ZT . . . Z2Nt
...

... . . .
...

ZNt1 ZNt2 . . . ZNtNT

 .

For a side-by-side wire dipoles with length l, the expression for Zmn is given by [179]:

Zmn = 30[2Ci(u◦)− Ci(u1)− Ci(u2)]
−j[30(2Si(u◦)− Si(u1)− Si(u2))],
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where u◦, u1, and u2 are calculated as

u◦ = κdh

u1 = κ(
√
d2h + l2 + l)

u2 = κ(
√
d2h + l2 − 1),

where κ is the wavenumber variable equal to 2π/λ, while Ci and Si are cosine and sine

integrals given by [179]

Ci =

∫ u

∞
(
cos(x)

x
)dx

Si =

∫ ∞
0

(
sin(x)

x
)dx.

The value of the antenna impedance ZA for a half-wavelength dipole is equal to 73 +

j42.5 [Ω], while the load impedance ZT is typically set to the conjugate of the antenna

impedance so as to obtain the impedance match, i.e. ZT = Z∗A [179].

For the system model considered in (6.1), the achievable rate, R, is given by

R = log2 det

(
INs +

P

Ns
R−1n WH

BBW
H
RFHCFRFFBBF

H
BBF

H
RFC

HHHWRFWBB

)
,

(3.20)

where Rn = σ2WH
BBW

H
RFWRFWBB and P is the signal power. Fig. 3.12 shows the

achievable rate performance of the DFT-MUB hybrid precoding [98] and of the optimally

unconstrained precoding, where the precoder matrix is chosen as the right singular vec-

tors and the combiner as the left singular vectors of the channel matrix H relying on

singular value decomposition (SVD). Furthermore, the unconstrained precoding is fully-

digital precoder relying on a simplifying assumption of having perfect channel state infor-

mation. In Fig. 3.12, a 64×32 MIMO is used, where two spatial streams are transmitted

using four RF chains. It can be seen in Fig. 3.12 (a) and (b) that the mutual coupling

degrades the achievable rate of the system employing antenna spacing of 2λ and λ/2. On

the other hand, when the spacing between the adjacent AEs is λ/4 as in Fig. 3.12 (c),

the achievable rate of the system considering mutual coupling becomes better than that

without mutual coupling. The capacity gain attained by reducing the antenna spacing to

λ/4 is due to the de-correlation e�ect introduced by the mutual coupling. It is instructive

to note that mutual coupling also a�ects the received power, where it has been shown

in [180] that the achievable rate is more in�uenced by the de-correlation e�ect for small

antenna spacings.
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Figure 3.11: Eigenvalues of the mutual coupling matrix C versus the AE separation
distance.

To elaborate further, let us denote FRFFBB = F and WRFWBB = W. Then, the

achievable rate equation of (3.20) at high SNR can be written as [4]:

R = log2 det

(
P

Ns
R−1n WHHCFFHCHHHW

)
, (3.21)

which can be written in terms of the rate without mutual coupling Rnc plus the di�erence

due to the mutual coupling as:

R = Rnc + log2 det
(
CCH

)
. (3.22)

Fig. 3.12 shows the achievable rate performance of the DFT-MUB hybrid precoding [98]

and of the optimally unconstrained precoding, where the precoder matrix is chosen as the

right singular vectors and the combiner as the left singular vectors of the channel matrix

H relying on SVD. Furthermore, the unconstrained precoding is fully-digital precoder

relying on a simplifying assumption of having perfect channel state information. In

Fig. 3.12, a 64× 32 MIMO is used, where two spatial streams are transmitted using four

RF chains. It can be seen in Fig. 3.12 (a) and (b) that the mutual coupling degrades the
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Figure 3.12: Achievable rate of the unconstrained precoding and of the DFT-MUB hybrid
precoding both with and without mutual coupling for a 64× 32 MIMO system. In this
setting, two spatial streams are transmitted using four RF chains when (a) the spacing
between the adjacent antenna is set to 2λ, (b) the spacing between the adjacent antenna
is set to λ/2, (c) the spacing between the adjacent antenna is set to λ/4.
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achievable rate of the system employing antenna spacing of 2λ and λ/2. On the other

hand, when the spacing between the adjacent AEs is λ/4 as in Fig. 3.12 (c), the achievable

rate of the system considering mutual coupling becomes better than that without mutual

coupling. The capacity gain attained by reducing the antenna spacing to λ/4 is due to

the de-correlation e�ect introduced by the mutual coupling. It is instructive to note

that mutual coupling also a�ects the received power, where it has been shown in [180]

that the achievable rate is more in�uenced by the de-correlation e�ect for small antenna

spacings.

Furthermore, since det
(
CCH

)
=
∏Nt
i=1 ci, where ci represent the eigenvalues of the mu-

tual coupling matrix (C), the achievable rate depends on the eigenvalues of C. Fig. 3.11

shows the eigenvalues of the mutual coupling matrix C versus the antenna separation

distance, where it is shown that for distances less than λ/2 the eigenvalues are greater

than 1, which means that log2 det
(
CCH

)
> 0 and hence the rate achieved with mutual

coupling is greater than that of without mutual coupling as seen in Fig. 3.12 (c). On

the other hand for distances between λ/2-to-λ, the eigenvalues are less than one, which

means that the rate achieved with mutual coupling is less than that of without mutual

coupling, as seen in Fig. 3.12 (a) and (b).

Finally, in order to understand the e�ect of mutual coupling on the system performance,

we simulated the BER performance of the system employing the ELR-aided ZF decoding.

Fig. 3.13 shows the BER performance for a 8× 8 MIMO, where two 4-QAM symbols are

transmitted using four RF chains. More explicitly, Fig. 3.13 (a) shows the performance

of the system employing DFT-MUB with zero-forcing (ZF) and ELR-aided ZF decoder.

It can be seen from the Fig. 3.13 that the ELR-aided ZF decoding signi�cantly improves

the system performance compared with the ZF decoder. There is around 5 dB gain

at the BER of 10−4. Furthermore, when the mutual coupling is considered, the BER

performance of the system employing both decoders degrade, when the spacing between

the adjacent AEs is λ/2, as shown in Fig. 3.13(a). In Fig. 3.13(b) we plot the BER

performance of the system employing ELR-aided ZF with di�erent antenna spacing in

the presence of mutual coupling. As shown in Fig. 3.13 (b), the performance of the system

employing λ/4 antenna spacing is worse than that employing λ/2 spacing when no mutual

coupling is considered. This is expected due to the higher channel spatial correlation at

λ/4 separation. On the other hand, when considering mutual coupling, we observe in

Fig. 3.13 (b) that the performance of the system employing λ/4 antenna separation is

now better than that for the system with λ/2, which is due to the decorrelation e�ect of

the mutual coupling, which can be observed from Fig. 3.11.

Having studied the metrics such as the capacity, complexity of the proposed design,

we now delve into a dual-stage adaptation using our proposed architecture, where the

adaptation takes place base on the channel characteristics.
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Figure 3.13: BER performance of the DFT-MUB with ZF and of DFT-MUB with ELR-
aided ZF decoder for a 8 × 8 MIMO system. In this setting, two spatial streams are
transmitted using four RF chains. (a) shows a comparison of the BER performance with
ZF and ELR-aided ZF decoders when the spacing between the adjacent antennas is set
to λ/2 and (b) shows a comparison of the BER performance for the system employing
ELR-aided ZF decoding when the antenna spacing is varied from λ/2 to λ/4.
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3.4 Dual-Stage Adaptation of the Dual-Function Transceiver

In this section, we present an adaptive array design for HBF in mmWave communication

that adapts the architecture as well as the digital precoding depending on whether the

channel is of LOS or NLOS nature. Explicitly, we design an adaptive array based archi-

tecture, where the array is fully-connected in LOS channel with an antenna spacing of

λ/2, where λ is the wavelength. By contrast, in NLOS channels the sub-array-connected

architecture is employed, where the AA is partitioned into sub-arrays with a su�ciently

large separation so that each sub-array experiences independent fading to attain both

beamforming and diversity gains.

3.4.1 Near-Instantaneously Adaptive Transceiver Design

In this section we present the architectural and hybrid precoding based adaptation de-

pending on the nature of the channel. More explicitly, the proposed system can be

adapted at two levels. The �rst level of the adaptation focuses on transmitter hybrid

architecture design which is based on whether the channel is of LOS or NLOS nature,

and the second level of the adaptation is based on the hybrid precoding employed.

We note that the LOS channels exhibit a single dominant path, hence they have a sin-

gle degree of freedom for signal transmission. Therefore, the channel is devoid of any

multiplexing/diversity gains that can be obtained at the transmitter/receiver. On the

other hand, the NLOS channels o�er multiple degrees of freedom due to the rich scatter-

ing environment. As a bene�t in NLOS channel conditions, the transmitter can achieve

multiplexing/diversity gains. We use this philosophy for our dual-stage adaptation.

In this section, the adaptation is discussed at two levels: one in array design, and the

other in hybrid precoding. In the �rst level of adaptation, we switch between the two ar-

ray designs, namely fully-connected and 2-sub-array-connected. The rationale for choos-

ing only these two designs is that fully-connected design provides full BF gain, while the

2-sub-array-connected design provides both diversity and BF gains. We have shown in

Sec. 3.2 that having more than 2-sub-array-connected design degrades the performance

in terms of achievable rate, because of the diminishing returns of the diversity gain,

which hardly compensates for the reduction in the BF gain caused by splitting the AA.

Therefore, we have decided to adapt between these two speci�c architectures.

First level of adaptation: The �rst level of adaptation is between the two choices of

fully-connected and 2-sub-array-connected designs. Fig. 3.14 shows the adaptive array

design equipped with switches A, B and C in order to facilitate both fully-connected and

2-sub-array-connected designs. It is instructive to note that although the transmitter in

Fig. 3.14 is equipped with 3Nt/2 AEs to facilitate both designs, only Nt AEs are used

at any given time. In other words, the design of Fig. 3.14 is an amalgamation of both
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Figure 3.14: Adaptive array design, where switches A and C are activated to employ
the fully-connected array in LOS channel conditions, while only switch B is activated
to employ the 2-sub-array-connected array in NLOS channel conditions so as to attain
both diversity and BF gains.

Fig. 2.23 and Fig. 3.2. Therefore, to employ the fully-connected design, switches A and C

are activated to form a full AA having Nt AEs. By contrast, only switch B is activated

to employ the 2-sub-array-connected design, where the top sub-array associated with

Nt/2 AEs and the bottom sub-array with Nt/2 AEs are the constituent components of

the design. More explicitly, to activate the fully-connected design, switches A and C are

turned on while switch B is o�. On the other hand, to activate the 2-sub-array-connected

design, switch B is turned on while switches A and C are o�.

To illustrate Fig. 3.14 in detail, let us consider an example, where the channel is of NLOS

nature. In this setting, it was shown in [4] that having a 2-sub-array-connected design

would provide better performance in terms of the achievable rate, because this design is

capable of exploiting the diversity gain of the spatial degrees of freedom available from the

channel as well as the BF gain of Nt/2 derived from the AA within the sub-array. This is

achieved in Fig. 3.14 by activating switch B only, where the transmitter now behaves as

a 2-sub-array-connected scheme with Nt/2 AEs in each sub-array. By contrast, when the

channel is of LOS in nature, there is only an angular degree of freedom, since the signal
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arriving from the sub-arrays impinge at the receiver at di�erent angles of arrival, which

is deprived of the additional spatial diversity gain obtained in NLOS channel conditions.

Hence, we employ the fully-connected design, where we aim for achieving the full BF

gain of Nt. This is achieved in Fig. 3.14 by activating the switches A and C while turning

the switch B o�.

Therefore, upon determining the channel conditions relying on Kurtosis-based LOS/N-

LOS identi�cation method of [181], the receiver relays the information concerning the

LOS/NLOS �ag to the transmitter, which in turn then adapts to the array design ac-

cording to the channel conditions. It is instructive to note that this adaptive design �nds

applications where the users are distributed in a way that some of them experience LOS

and others NLOS channel. The transmitter adapts its array accordingly to improve the

throughput of the LOS/NLOS users, as it will be shown later in Fig. 3.17.

Second level of adaptation: The second level of adaptation is employed in the hybrid

precoding. In LOS channels, using ABF at the RF stage is su�cient to capture the dom-

inant LOS paths, as it will be shown in Fig. 3.16 and any digital precoder in the baseband

would be redundant, since no multiplexing gain can be achieved in LOS channels. Hence,

when the array is fully-connected in LOS channels, only ABF is employed and the base-

band TPC is chosen as the identity matrix, where virtually no signal processing is carried

out.

By contrast, when the 2-sub-array-connected array is used in NLOS channels, employing

analog RF beamforming and baseband precoding is preferred, as it will be shown in

Fig. 3.15. This is because the NLOS channel provides multiplexing/diversity gains,

which ABF alone fails to capture e�ectively owing to the limitations of the analog phase

shifters. Hence, baseband precoding is applied in addition to the analog RF beamforming

to achieve the multiplexing/diversity gains in NLOS channels.

To characterize the performance of the constituent array designs in HBF, we employ the

following hybrid precoding2

1. DFT-MUB: In this con�guration, we employ a discrete Fourier transform (DFT)

aided beamformer for analog RF beamforming (ABF) discussed in Sec. 3.3, where

the beamformer weights are chosen from the DFT matrix. More explicitly, the

columns of the ABF matrix FRF are chosen from the DFT matrix which exhibit

maximum correlation with the right singular vectors of the channel matrix H, and

the columns of the ABF matrix WRF are chosen from the DFT matrix which

exhibit maximum correlation with the left singular vectors of the channel matrix

H.

On the other hand, the digital TPC matrix FBB is chosen from a codebook con-

structed from the mutually unbiased bases (MUB). More explicitly, the speci�c
2Note that any hybrid precoder combination that performs e�ciently can be employed.
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TPC matrix is selected from the codebook which maximize the minimum SNR of

the e�ective channel matrixHe� = WH
RFHFRF. The digital combiner matrixWBB

is chosen as the linear minimum mean squared error (LMMSE) solution.

2. DFT-Identity: Similar to the DFT-MUB hybrid precoding, we employ DFT as-

sisted beamforming in the RF stage for both ABF matrices. However, for the

baseband digital TPC an identity matrix is selected, where the �rst Ns columns of

the identity matrix are chosen as the TPC weights. In other words, in this scenario

there is virtually no digital processing of the signals in the baseband.

We will �rst analyze all the possible combinations of the array design with the afore-

mentioned beamforming methods both in LOS and NLOS channel conditions. All the

combinations of the array designs, the hybrid precoding and channel conditions are sum-

marized in Table 3.2.

Table 3.2: Combinations of array con�guration and hybrid precoding designs.

Array Design Channel Hybrid Precoding

Fully-connected NLOS DFT-MUB (ABF-TPC)
Fully-connected NLOS DFT-Identity (ABF-Identity)
Fully-connected LOS DFT-MUB (ABF-TPC)
Fully-connected LOS DFT-Identity (ABF-Identity)
2-sub-array-connected NLOS DFT-MUB (ABF-TPC)
2-sub-array-connected NLOS DFT-Identity (ABF-Identity)
2-sub-array-connected LOS DFT-MUB (ABF-TPC)
2-sub-array-connected LOS DFT-Identity (ABF-Identity)

The performance and achievable rate of all the combinations are shown in Fig. 3.15

and Fig. 3.16 for NLOS and LOS channels, respectively. The system con�guration and

parameters, such as the number of antennas, number of RF chains and modulation

scheme are shown in Table 3.3.

Table 3.3: System parameters.

Parameters Values

Modulation 4 QAM
Nt 64
Nr 16
NRF
t 2

NRF
r 2

Ns 1
Nsub 2
φ
nray
nc U [0, 2π)

Fig. 3.15 shows the achievable rate of a 64 × 16 MIMO in NLOS channel, when the

DFT-MUB and DFT-Identity schemes are employed for the fully-connected as well as
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Figure 3.15: Achievable rate of 64×16 MIMO for the two designs with DFT-MUB (ABF-
TPC) and DFT-Identity (ABF-Identity) in NLOS channel conditions, when NRF

t = 4
and NRF

r = 4.

for the 2-sub-array-connected architectures. Fig. 3.15 shows that for both fully-connected

and 2-sub-array-connected designs, the DFT-MUB outperforms the DFT-Identity based

TPC in NLOS channel. This is because in NLOS conditions, where the channel is

rich in spatial diversity, the ABF in the RF stage fails to capture some of the spatial

degrees of freedom, while the TPC can e�ciently capture them. Furthermore, the 2-sub-

array-connected design provides a better achievable rate than the fully-connected by a

gain of around 1 dB in NLOS channels. This is due to the additional spatial diversity

gain obtained from the spatially separated sub-arrays, which exceeds the loss in the

beamforming gain [4].

Fig. 3.16 shows the achievable rate of a 64× 16 MIMO in LOS channel condition when

the DFT-MUB and DFT-Identity are employed for the two hybrid precoding architec-

tures. It is seen in Fig. 3.15 that for both the fully-connected and 2-sub-array-connected

designs, the achievable rate of DFT-MUB is similar to that of the DFT-Identity. This is

because the ABF used in the RF stage can e�ciently exploit the dominant path. Hence,

employing TPC does not give any added advantage. Therefore, any digital processing in

the baseband is redundant in LOS channels. Furthermore, it is also seen in Fig. 3.16 that

in LOS channels, the fully-connected design is capable of providing a better rate than the

2-sub-array-connected design by about 2.5 dB gain. This is because we have no spatial
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Table 3.4: Adaptive array con�guration and hybrid precoding designs.

Channel Condition Array Design Hybrid Precoding

LOS Fully-connected ABF-Identity
NLOS 2-sub-array-connected ABF-TPC

diversity in LOS channels and thus it is more pro�table to employ full-beamforming than

partitioning the array into sub-arrays.

Based on the results shown in Fig. 3.15 and 3.16, of all the combinations listed in Table

5.5, our adaptive design is con�gured to be fully-connected employing only ABF in LOS

channels, and 2-sub-array-connected employing both ABF and TPC in NLOS channel

conditions. In other words, in the scenario where the channel is of LOS nature, we employ

carefully designed weights for ABF and choose the weights for the baseband TPC from

an identity matrix. This is because the ABF alone captures the dominant LOS path.

Hence, further digital processing of the signals using a TPC does not bene�t us with any

performance gain. Then, in the scenario where the channel is NLOS nature, we employ

ABF-TPC, since the TPC is capable of capturing the degrees of freedom more e�ciently.

Table 3.4 shows the adaptation of the array design based on the channel conditions.
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Figure 3.17: Achievable rate of 64× 16 MIMO with adaptive design, where ABF-TPC is
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Thus, to leverage the diversity and beamforming gains accordingly to the channel con-

ditions, the receiver determines the channel conditions relying on the Kurtosis-based

LOS/NLOS identi�cation method of [181] and feeds back the information �ag to the

transmitter over the feedback channel. Upon receiving this information, the transmitter

adapts its array design and hybrid precoding accordingly.

Adaptive system results: Here we present simulation results for characterizing the

performance of the fully-connected design, of the 2-sub-array connected design and of the

adaptive design in both LOS and NLOS channels, where channel switches from LOS to

NLOS with a probability of 0.5. We performed Monte Carlo simulations for analyzing the

performance of the designs, when the ABF-TPC and ABF-Identity schemes are employed

using the capacity equation in (3.12). The system con�guration and parameters, such

as the number of antennas, number of RF chains and modulation schemes are shown in

Table 3.3.

Fig. 3.17 shows the achievable rate of a 64 × 16 MIMO relying on the adaptive design,

where the array switches to fully-connected relying on ABF-Identity precoding in LOS

and to 2-sub-array-connected relying on ABF-TPC in NLOS conditions. The plot in
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Figure 3.18: C-RAN architecture.

Fig. 3.17 shows the achievable rate and performance bene�ts of adaptive design, of fully-

connected design in all channel conditions, and of 2-sub-array-connected in all channel

conditions, where the random channel label refers to either LOS/NLOS. It is seen in

Fig. 3.17 that the adaptive design achieves 1.5 dB gain against the fully-connected design

and about 2 dB gain against the 2-sub-array-connected design, when the channel varies

between LOS and NLOS.

We extend this analysis in the context of Cloud-Radio Access Network (C-RAN), where

a user can be connected to one remote radio heads (RRHs) using fully-connected design

or to two RRHs forming a 2-sub-array-connected design. The adaptation between these

two design depends on the channel condition between the user and RRHs. A detailed

explanation of the adaptive virtual cell formation in C-RAN is presented in the next

section.

3.4.2 Virtual Cell Formation in mmWave C-RAN: A Use Case

The main idea of C-RAN is to split the BSs into low power and low complexity RRHs

coordinated by a central unit (CU) located at the central o�ce (CO) [182] as shown in

Fig. 3.18.

This relies on using fronthaul links that connect the RRHs to the CU, with the aid of

diverse transmission media that includes �ber-optic cable, digital subscriber lines (DSL),

or wireless mmWave channels, as shown in Fig. 3.18. In C-RAN, the centralized/joint

signal processing of RRHs is carried out at the CO by the CU, which makes the architec-

ture both cost-e�ective and energy-e�cient [182]. This makes the C-RAN an attractive

choice for network densi�cation [183]. Furthermore, the distributed nature of C-RAN

can be seen as an extension of the ASA, i.e. when only one RRH is used, it is analogous
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Figure 3.19: (a) RRH1 connected to user equipment (UE) using fully-connected design
with Nt AEs. (b) Two RRHs connected to UE using fully-connected design with Nt/2
AEs on each to form a 2-sub-array-connected design.
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to fully-connected design, and when more than one RRH is used, it is analogous to the

ASA design, where each sub-array maybe fully-connected.

In this section, we utilize the adaptive array design for the physical layer design of

C-RAN, where we assume that the total user load within the limited capacity of the

fronthaul, in order to meet the �nite capacity constraint imposed on the fronthaul [184].

Furthermore, the virtual cell formation here refers to the process where a mobile user

connects to one or two RRH(s). As discussed in the previous section, when the user is in

the LOS channel condition, the transmitter employs fully-connected design, while when

the user in the NLOS channel condition, the transmitter employs 2-sub-array connected

design. In this paper, we relate this to C-RAN, where one or two RRH(s) are used to

form fully-connected or 2-sub-array-connected designs. The rationale for strictly limiting

the user connections with two RRHs is because of the performance degradation in terms

of achievable rate when more than two RRHs are used for the user association with the

same transmit power. A more detailed mathematical analysis is provided in [4].

In the context of the proposed architectures, a single RRH can connect with a user

using the fully-connected architecture as shown in Fig. 3.19. In Fig. 3.19 (a), the user

equipment may connect to RRH1, RRH2, . . ., RRHN according to the speci�c design

criteria to be described in the next paragraph. Observe that RRH1 has been selected

as the preferred RRH, where a fully-connected architecture is employed. Additionally,

it is possible that two RRHs can form a virtual sub-array connected architecture as

shown in Fig. 3.19 (b). Explicitly, as shown in Fig. 3.19 (b) RRH1 is coordinated with

RRH2 to form a 2-sub-array-connected with Nt/2 AEs3 in each RRH and forms a virtual

cell with the UE as shown in Fig. 3.19 (b) with 2 bold lines from RRH1 and RRH2.

More particularly, we propose a virtual cell formation algorithm for a single user, where

the RRHs experience di�erent channel conditions (LOS/NLOS), and the adaptive array

design of the Sec. 3.4.1 is used while forming virtual cells. Then we extend our work to

a multi-user environment, where the users are randomly distributed.

By acknowledging the challenges imposed on the fronthaul in C-RAN, such as its band-

width, strict latency and jitter as well as the need for low cost transport network [185],

in our proposed design we consider the maximum user load that can be supported by

the fronthaul link. This corresponds to the total user load within the �nite capacity

of the fronthaul. However, to alleviate the fronthaul constraints, more e�ective signal

processing techniques can be invoked to optimize the spectral e�ciency, energy e�ciency

and delay, as in [186, 187]. Furthermore, to tackle the limited fronthaul capacity under

heavy data tra�c, techniques relying on sophisticated signal quantization and compres-

sion can be employed [15, 188]. More particularly, we focus our attention on the virtual

cell formation, where a mobile user can simultaneously connect to one or more than
3Note that the RRH always is fully-connected, however, the number of AEs to form the fully-

connected design may vary in order to meet the transmit power constraint.
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one RRH(s) [189]. Furthermore, in the case of multi-user scenarios, we consider the

maximum number of users that can be supported in the fronthaul link.

It is instructive to note that, in our work, the digital TPC weight matrix FBB discussed

in Sec. 3.3 will be carried out at the CU, while the ABF weight matrix FRF will be

employed at the RRH, although the possible locations (RRH/CU) for computing the

ABF and digital TPC matrices can be subsumed into four categories, which are: i) both

ABF and TPC at the CU; ii) TPC at the CU and ABF at the RRH; iii) ABF at the CU

and TPC at the RRH iv) both ABF and TPC at the RRH. However, in this paper, ABF

is carried out at the RRH owing to the large overhead in relaying the channel matrix

to the CU, especially in mmWave communications, since large AAs would be employed.

On the other hand, the digital TPC is designed relying on the e�ective channel matrix

He� as discussed in Sec. 3.3. Hence, overhead in relaying the e�ective channel matrix

from the RRH to the CU would be low. Furthermore, since the baseband digital TPC is

a joint signal processing for both RRHs, computing the TPC at the CU is an attractive

solution.

1. Single User Cell Formation:

Consider a single user that can be served by multiple RRHs, where the channel

conditions between the user and each RRH can be classi�ed as LOS and NLOS, as

shown in Fig. 3.20.

In Fig. 3.20 each RRH is equipped with Nt AEs and the architecture of RRH can

be either only fully-connected with Nt AEs or 2-sub-array-connected using two

RRHs with each RRH using Nt/2 AEs, depending on the channel conditions. For

the fully-connected design, all the Nt AEs are activated, while in the 2-sub-array-

connected design only Nt/2 AEs are used in each RRH. It is instructive to note

that Nt AEs can be employed for achieving better performance at the expense of

a higher energy consumption. The algorithm of single user virtual cell formation

is given in Algorithm 1 and the detailed exposition of the algorithm is presented

below.

2. Multi-User Cell Formation:

In this section, we discuss a multi-user scenario, where the users are randomly

distributed and the channel between the RRHs and users can be either LOS or

NLOS. Furthermore, each user can be associated with multiple RRHs either in

LOS or NLOS and each RRH can be associated with multiple users, unlike in the

single user case. However, as in the single user case, in the multi-user scenario,

the CU computes the capacity of the links associated with the �rst two highest

SNRs in both LOS and NLOS for each user and then forms the virtual cell for

that user using the link which gives the highest capacity. This is repeated for all

the users as shown in algorithm 2. It is instructive to note that given the �nite
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Figure 3.20: Single user served by two RRHs, where the channel between the user and
each RRH can be either LOS or NLOS.

capacity constraints in the fronthaul, we consider the maximum user load that

can be supported. In other words, we allow the maximum number of users to

communicate depending on the fronthaul capacity. Furthermore, the digital TPC

weight matrix FBB is applied at the CU, while the digitally precoded signals are

phase shifted at the RRHs using FRF.

In a scenario, where two or more users having di�erent channel conditions (LOS/N-

LOS) are associated with the same RRH, the transmitter activates fully-connected

design with Nt AEs so as to satisfy all the users. For better illustration, let us

consider an example shown in Fig. 3.21, where there are 2 RRHs as well as 2

users and let us consider the scenario where user 1 experiences LOS conditions

associated with RRH1 and user 2 experiences NLOS propagation with both RRH1

and RRH2. In this setting, both RRHs will activate the fully-connected design.

However, the RRH1 and the RRH2 transmit the signal to user 2 at half power.

In other words, user 1 is served by RRH1 activating the fully-connected design

to attain full BF gain, while user 2 is served both by RRH1 and RRH2, where

each RRH uses fully-connected design and forms a 2-sub-array-connected design

and each RRH transmits at half power. When combining the signal from the two

RRHs, the receiver sees it as if it is transmitted from a transmitter associated with

the 2-sub-array-connected design. Let us consider the example seen in Fig. 3.21,

where the RRH1 employs the ABF F1
RF and the RRH2 employs F2

RF, while the

combined baseband digital TPC at the CU is FBB. Then the signal vector received

at UE2 in the downlink before combining is given by

yUE2 = H1
2F

1
RFFBBx2 +H2

2F
2
RFFBBx2︸ ︷︷ ︸

desired signal

+ H1
2F

1
RFFBBx1︸ ︷︷ ︸

co-channel interference

+ n︸︷︷︸
noise

. (3.23)
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Algorithm 3.2 Virtual Cell Formation for Single User
1: Categorize the RRHs into LOS and NLOS groups
2: Let LOS group has A RRHs and NLOS group has B DUs
3: For LOS group:

Calculate the SNR for each link and sort the links in decreasing order as SNRL1 >
. . . > SNRLA

4: For NLOS group:
Calculate the SNR for each link and sort the links in decreasing order as

SNRNL1 > . . . > SNRNLB

5: if A > 0 then
6: if SNRNL1 − SNRL1 < Threshold T then
7: Form virtual cell by the RRH with associating

SNRL1

8: else
9: Compute Capacities:
10: C1: Single RRH associated with SNRNL1

11: C2: Single RRH associated with SNRL1

12: C3: Dual-RRHs associated with SNRL1 and
SNRNL1

13: C4: Dual-RRHs associated with SNRNL1 and
SNRNL2

14: C5: Dual-RRHs associated with SNRL1 and
SNRL2

15: Form virtual cell with link that has highest
capacity i.e., max{C1, C2, C3, C4, C5}

16: end if
17: else
18: Compute Capacities:
19: C1: Single RRH associated with SNRNL1

20: C2: Dual-RRHs associated with SNRNL1 and SNRNL2

21: Form virtual cell with link that has highest capacity, i.e. max{C1, C2}
22: end if

In this way, an RRH can serve multiple users. The multi-user cell formation tech-

nique is given in Algorithm 3.3. The exposition of Algorithm 3.3 is as follows:

consider an N user system, and for each user the classi�cation of the possible cases

for virtual cell formation is carried out, as detailed for a single user. Furthermore,

if the RRH has more than one user for cell formation, i.e. if NRRH > 1, then the

RRH activates the fully-connected design for supporting multiple users. Otherwise,

the RRH serves the users as required by the single user.

3.5 Conclusions

In this chapter, we proposed dual-function HBF concept and investigated the based

baseband precoder relying on a codebook and the analog RF beamformer. Furthermore,
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Figure 3.21: Example illustrating multiuser scenario, where a particular user is associated
with 2 RRHs.

Algorithm 3.3 Virtual Cell Formation for Multi-User
1: For an N user system
2: for each user n ∈ N do
3: Repeat algorithm 1
4: end for
5: Let NRRH be the number of users associated with a particular RRH
6: if NRRH > 1 then
7: Form virtual cell with Nt AEs as fully-connected architecture or forming a 2-sub-

array-connected architecture with another RRH
8: else
9: Form virtual cell with the number of antennas required by the single user.
10: end if

we presented an adaptive array design, where the adaptation is carried out in two-

stages, relying on the channel characteristics. By exploiting our adaptive array design,

we proposed a bene�cial virtual cell formation for a C-RAN.

More explicitly, in Sec. 3.2, a new HBF architecture is proposed by partitioning the

AA into sub-arrays, where each emerging sub-array is separated by a su�ciently large
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distance so that the correlation between the sub-arrays is minimized. Table 3.5 con-

trasts the proposed dual-function ASA architecture having 2-sub-arrays with both the

conventional ASA and the fully-connected architectures. We summarized in Table 3.5

the beamforming, diversity and multiplexing gains of the di�erent designs. While both

the fully-connected and conventional ASA designs can provide strong beamforming gains

at the cost of compromising the diversity/multiplexing gain, our proposed dual-function

hybrid architecture provides both high beamforming and diversity gains. For this reason,

our proposed design enhances the throughput of the system, as shown in Fig. 3.3. For

example, observe from Table 3.5 that to achieve the rate of 5.5 bpcu, the fully-connected

and the conventional ASA designs require SNRs of -9.2 dB and -6.1 dB, respectively,

while our proposed design achieves this rate at a lower SNR of -10 dB.

However, we note that the diversity gain obtained reduces as the number of sub-arrays

increases � this is due to the diminishing returns of the diversity gains. Furthermore,

in our design, each sub-array may be fully-connected as shown in Fig. 3.2. Additionally,

the total number of phase shifters in our design is NtN
RF
t /Nsub, which is the same as

that of the conventional ASA, while it is NtN
RF
t in the fully-connected design.

Table 3.5: Summary of the HBF transmission schemes relying on Fig. 3.3 for Figures 2.23,
2.24, and 3.2 of Chapter 2.

Proposed ASA

Dual-Function

Conventional

ASA
Fully-Connected

Beamforming Strong Strong Strong

Diversity Strong Weak Weak

Multiplexing Strong Weak Weak

SNR at rate 5.5 bpcu Fig. 3.3 -10 dB -6.1 dB -9.2 dB

Number of phase shifters

Fully-Connected ASA

NtN
RF
t /Nsub NtN

RF
t

NtN
RF
t

Sub-connected ASA

NtN
RF
sub /Nsub

In Sec. 3.3, we investigated the performance of the codebook based digital precoder and

analog RF beamformer. Table 3.6 shows a summary of Fig. 3.8 at a glance for a rate

of 4 bpcu, where the DFT-MUB codebook performs similarly to the OMP and SVD

precoder designs despite having a signi�cantly reduced complexity. The rationale for

choosing MUB as our codebook in the baseband is because the entries of the MUBs are

the powers of i. More particularly, each codeword is constructed from a �nite alphabet

drawn from the set of points {−1,−i, i, 1}, which has the twin-fold bene�ts of reducing

the power imbalance and eliminating the complex multiplications, as shown in Table 3.6.

Furthermore, in Sec. 3.4, we have shown that when the channel is LOS nature, analog

a pure beamformer, such as the DFT, based beamformer would capture the dominant
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Table 3.6: Summary of the proposed DFT-MUB codebook for mmWave HBF systems
shown in Figures 2.23, 2.24, and 3.2 of Chapter 2. The simulation parameters are listed
in Table 3.1.

Schemes DFT-MUB OMP SVD

SNR (at R=4 bpcu)
-10 dB -11 dB -12.25 dB

for 32× 16 MIMO

SNR (at R=4 bpcu)
-2.5 dB -2.5 dB -3.3 dB

for 8× 8 MIMO

Computations O(NsN
RF
r NRF

t )
O(NsN

RF
r NRF

t )+ O(NsN
RF
r NRF

t )+

O(NsN
RF
r (NRF

t − 1)) O(NsN
RF
r (NRF

t − 1))

paths, followed by employing the digital TPC in the baseband, such as the MUB, albeit

the latter becomes redundant. Additionally, in Fig. 3.17 we have shown that the fully-

connected design performs better than the dual-function design having 2-sub-arrays, and

otherwise having NLOS channel conditions. By exploiting this philosophy, an adaptive

array design is proposed, which is shown in Fig. 3.14 and Table 3.4.

Next in Sec. 3.4.2, we extended our adaptive design in the context of C-RANs, where a

virtual cell is formed with a �xed number of RRHs. Table 3.7 shows the summary of the

possible combinations, in terms of the architecture, the beamforming technique, and the

number of RRHs. To elaborate a little further, Table 3.7 classi�es the RRH architecture

into two categories: generic and `best strategy'. By the generic architecture we mean

that the RRH can be either fully-connected or sub-connected, regardless of the channel

conditions. In other words, in the context of C-RAN, the user may be served by a single

RRH having Nt AEs or by two RRHs having Nt/2 AEs, which acts as two sub-arrays,

without considering the nature of the channel. However, we have shown that when the

channel is of LOS nature, a single RRH with Nt AEs would provide better performance.

Therefore, the best strategy may be classi�ed into two types: if the channel is LOS

nature, then 1 RRH having Nt AEs is associated with a user while employing analog

only beamforming, and on the other hand, if the channel is of NLOS nature, 2 RRHs

having Nt/2 AEs each are associated with a user while employing both digital and ABF.

Table 3.7: Summary of the dual-stage adaptation and virtual cell formation based on
channel characteristics, which are shown in Figures 3.14 and 3.16.

Architecture Channel Conditions Beamforming Number of RRHs
Association

Generic
Fully-Connected LOS Analog 1 RRH

or Sub-Connected NLOS Hybrid 2 RRH

Best Strategy
Fully-Connected LOS Analog 1 RRH

Sub-Connected NLOS Hybrid 2 RRH



Chapter 3 Dual-Function Hybrid Beamforming Transceiver Design 121

In the next chapter, we will exploit the beamforming for mitigating the self-interference

observed in full duplex systems.



Chapter 4
Hybrid Beamforming for Full Duplex

mmWave Systems

Communication is a two-way street. Make sure you are willing to listen as much as you

are open to speak.

�Inspired by Warren Bu�et

4.1 Introduction

I
t is generally assumed that bidirectional radio communication in the same frequency

band is not possible because of the high SI that results from the transmitter's own

transmission at the local receiver. However, the research conducted in [6, 7] proposed a

solution to this challenge, where simultaneous transmission and reception in the same

frequency were designed, which is termed as full-duplex (FD) wireless communication.

Henceforth, the FD communication philosophy has attracted the attention of the wireless

communication researchers, given its potential to double the spectral e�ciency. However,

the signi�cant amount of SI at the local receiver tends to prevent FD communication

from attaining satisfactory performance gains. Typically, the SI cancellation at the

local receiver is carried out by a combination of passive and active methods [6, 8]. The

passive methods aim for increasing the path loss of the interfering signal through antenna

isolation so as to reduce the SI power [9]. By contrast, the active methods rely on the

knowledge of the transmitted signal and they are generally carried out in three di�erent

approaches [10], namely RF cancellation, antenna cancellation, and digital cancellation.

In the RF cancellation, the known transmitted signal at the local transmitter is used

as a reference signal in the RF chain to reconstruct and then to subtract the SI. In

the antenna cancellation, two replicas of the transmitted signal having opposite phases

are generated using multiple transmit and receive antennas and the SI is removed by

122
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adding the two opposite replicas [11]. In contrast to RF and antenna cancellation,

digital cancellation is typically employed together with the RF or antenna cancellation

to further suppress the SI in the baseband [11, 12]. However, the bene�ts obtained by

cascading RF/digital cancellation to remove the SI may remain limited because of the

distortions at various stages, such as the power ampli�er non-linearity, I/Q imbalance,

and phase noise [3]. This is especially more pronounced in mmWave communications

because of the high non-linearities of the ADCs/DACs at mmWave frequencies [13].

Hence, considering these non-linearities caused by the ADCs/DACs, power ampli�ers,

I/Q imbalance and phase noise, the residual SI would be signi�cantly high. In the state-

of-the-art contributions on the FD, most of the work has been focused on SI cancellation

for MIMO relay systems [14�18], while some other related work includes dynamic resource

allocation for FD systems [19]. More recently, Wang et al. [34] has derived a closed-form

expression for achievable rates for FD MIMO relay systems over Rician fading when

linear receivers are employed. Considering the limitations of the input circuitry, Day

et al. derived upper and lowers bounds on achievable sum rate for FD MIMO in [21].

Everett et al. [22] studied the performance analysis of passive SI suppression for FD,

where the authors demonstrate that as high as 70 dB of SI suppression is possible in

certain environments.

Although mmWave frequencies can provide large contiguous bandwidths, the e�cient

use of spectral resources is crucial to meet the escalating data rate demands. Hence,

the e�cient employment of FD communication at mmWave frequencies would further

improve the attainable spectral e�ciency. As far as FD communication is concerned,

there is a paucity of literature on mmWave communications relying on FD techniques.

Additionally, employing BF would further mitigate the SI. More recently, Xiao et al. [10]

proposed a BF based FD for mmWave communication, where the authors designed trans-

mit and receive BF weights to cancel the SI. In [111], Snow et al. demonstrated that SI

cancellation of upto 40 dB using digital beamforming can be achieved relying on multiple

coordinated transceivers. Despite the application of both the analog and digital cancel-

lations, there is still a signi�cant residual SI. Therefore, the SI cancellation relying on

BF techniques is crucial at mmWave frequencies in addition to the conventional analog

and digital SI suppression methods in the face of the strongly non-ideal nature of the

ADCs/DACs and power ampli�ers, which result in high residual SI [13]. Unfortunately,

the designs in [10, 111] cannot be easily extended to HBF systems in mmWave commu-

nications, given that they are proposed for a single RF chain and an attempt to extend

them to multiple RF chains becomes mathematical intractable because of the constraints

imposed on the analog RF beamformer matrix. Hence, we propose a HBF design, where

the RF beamformer and baseband precoder are obtained from the fully-digital precoder.

Our contributions are summarized as follows.

1. We consider FD communication at mmWave frequencies relying on HBF, where

we aim for mitigating the SI by jointly designing the transmit and receive RF
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beamformer weights and the precoder as well as combiner matrices. To design

the beamformer, precoder and combiner matrices, we �rst obtain the fully-digital

solution, where we resort to an iterative algorithm relying on the idealized simpli-

fying assumption of having perfect CSI. Then we derive the HBF solution from the

obtained digital solution using least-squares approximation [42]. The proposed so-

lution preserves the signal's dimensionality1, while mitigating the SI. Based on our

simulation results, we show that the proposed design is capable of reducing the SI

by upto 30 dB and hence performing similarly to the interference-free FD system.

2. We present the mathematical proof for the convergence of the proposed iterative

design, where the objective function is minimized in each iteration. Furthermore,

we show that the value of the objective function reduces in every iteration and it is

lower-bounded by zero.

3. We present quantitative comparisons of our proposed design through simulation

results, where we demonstrate that our proposed design achieves better performance

gains than EBF, especially when the SI power is high.

4. We then extend our design to the K-user frequency selective interference chan-

nels, where the precoder and combiner is designed to minimize both the SI and MI

in mmWave systems using BF. In this design, we aim for preserving the signal

dimension, while mitigating both the SI and MI.

5. Finally, we develop an iterative matrix decomposition for hybrid precoding aided

OFDM systems, where the digital TPC weights are employed in the OFDM scheme's

frequency-domain, while the analog RF beamformer weights are applied to the time-

domain signal.

The remainder of this chapter is organized as shown in the Fig. 4.1. In Sec. 4.2, we present

our full-duplex HBF design for single user. More explicitly, in Sec. 4.2.1, we �rst propose

digital precoder and combiner solution for the single user full-duplex system. Then

subsequently in Sec. 4.2.3 we discuss the hybrid decomposition of the digital solution.

In Sec. 4.3, we extend our proposed algorithm to multi-user full duplex system. Finally,

our conclusions are presented in Sec. 4.4.

4.2 Single-User Full Duplex Transceiver

We �rst focus on a point-to-point communication of Fig. 4.2 in order to show the precoder

and combiner design in details2. The transmitter and the receiver of node j are equipped
1In contrast to spatial suppression [43], where the signal is projected into the null space of the

interference, which may result in a reduced signal dimension, our design preserves the dimensionality
of the signal subspace where the rank of the received signal is equal to the number of signal streams
transmitted.

2In the next section, we will be showing how the system would work with multiple nodes (users > 2).
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Figure 4.1: The organization of this chapter.

with N (j)
t and N (j)

r antennas as well as by NRF
r(j)

and NRF
t(j)

RF chains, respectively. The

transmitter of node j maps the bits to QAM symbols and employs both RF BF and

precoding using the matrices F(j)
RF and F(j)

BB of size N (j)
t ×NRF

t(j)
and NRF

t(j)
×N (j)

s , respec-

tively. The beamformed symbols are transmitted over the mmWave channel. Then, the

receiver at the node i combines the signal using the RF combiner W(i)
RF and baseband

combiner W(i)
BB of sizes N (i)

r × NRF
r(i)

and NRF
r(i)
× N (j)

s , respectively. Then, the received

signal vector y(i) at the receiver of node i after RF and baseband combining is given by3

y(i) = WH(i)

BB WH(i)

RF HjiF
(j)
RFF

(j)
BBs

(j)︸ ︷︷ ︸
desired signal

+WH(i)

BB WH(i)

RF H
(i)
SIF

(i)
RFF

(i)
BBs

(i)︸ ︷︷ ︸
SI

+WH(i)

BB WH(i)

RF n(i)︸ ︷︷ ︸
noise

, (4.1)

where n is the noise vector of dimension N (i)
r whose elements are i.i.d. with distribution

CN (0, σ2), s(j) is the signal vector of dimension N (j)
s , Hji is the mmWave channel span-

ning from the transmitter in the jth node to the receiver in the ith node, whenever i 6= j

and it is given by [190]

Hji =

√
N

(i)
r N

(j)
t

NcNray

Nc∑
nc=1

Np∑
np=1

α
(np,nc)
ji ar(φ

np,nc
ji )aTt (θ

np,nc
ji ). (4.2)

To elaborate further, Hji is the statistical channel matrix of size N (i)
r × N (j)

t so that

E[‖Hji‖2F ] = N
(j)
t N

(i)
r , while αnpnc ∼ CN (0, 1) is a complex-valued Gaussian random vari-

able, whose amplitude and phase are Rayleigh and uniformly distributed, respectively.

We note that the SI term is captured in the second term of (4.1). For a uniform linear

3 The signal model considered is valid after both analog and digital SI cancellation.
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Figure 4.2: Full-duplex with HBF in mmWave communications.

array (ULA) having Nr and Nt AEs the response vectors ar and at are expressed as:

ar(φr) = [1 ej
2π
λ
d cos(φr) . . . ej

2π
λ
(Nr−1)d cos(φr)]T , (4.3)

at(θt) = [1 ej
2π
λ
d cos(φt) . . . ej

2π
λ
(Nt−1)d cos(φt)]T . (4.4)

Finally, θt and φr, Nc and Np are the angles of departure (AOD) and arrival (AOA), and

the number of clusters and rays, respectively.

Note that the node i is operating in FD mode and hence can transmit at the same time,

while receiving the signal from node j. Hence, the second term in (4.1) is the interference

due to its own transmission. The matrix H(i)
SI is the near-�eld channel of node i and is

given as

H
(i)
SI =

√
κ

κ+ 1
Hii +

√
1

κ+ 1
Hrp, (4.5)

where κ is the Rician factor,Hii is the near-�eld channel's LOS component (direct path as

shown in Fig. 4.2) and Hrp is the re�ected path of the SI. Fig. 4.3 shows the arrangement

of the transmit and receive AAs, where the arrays are separated by a distance D at an

angle Θ. To elaborate further, the distance D of Fig. 4.3 would be on the order of a few

wavelengths when the transmitter and the local receiver AAs share the same AA, while

it is zero if they share the same array [10]. Hence, the planar wave assumption does not
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D

Transmitter Array

Local Receiver Array

Θ

n

m

Figure 4.3: The con�guration of the transmitter and the local receiver AAs of a node.

hold, as it violates the far-�eld condition, i.e. Ro ≥ 2D2/λ where D is the diameter of

the antenna aperture as shown in Fig. 4.4. Typically, in the far-�eld as shown in Fig. 4.4

Plane
Spherical 

Wavefront
Wavefront

Receiver Array Receiver Array

Near−Field
Transmitter TransmitterFar−Field

(a) (b)

θ θi

(R◦ ≥ 2D2/λ) (R◦ < 2D2/λ)

Figure 4.4: Illustration of far-�eld and near-�eld models. (a) In the far-�eld scenario
(Ro ≥ 2D2/λ), the signal is assumed to strike the array as a planar wave. (b) the signal
is assumed to be a spherical wavefront as (Ro < 2D2/λ).

(a), the underpinning assumption is that the signal impinges on the AA as a planar

wave, which means that all the AEs observe the same path loss in the received signal

and the phase di�erence between the adjacent AEs depends only on the angle of arrival

and AEs spacing [191]. By contrast, in the FD scenario, since the transmitter and the

local receiver are closely placed, these assumptions do not hold for the SI channel, as it

is a near-�eld channel, which is shown in Fig. 4.4 (b). Therefore, a more realistic channel

model, which is the spherical wave propagation model is considered for the near-�eld

LOS channel matrix H(i)
ii [23] and the channel coe�cient of the nth row and mth column
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entry of H(i)
ii is given by [10,23]

[Hii]
(i)
mn =

ρ

rmn
exp(−j2πrmn

λ
), (4.6)

where ρ is the power normalization constant invoked for ensuring E[‖H(i)
ii ‖2F ] = N

(i)
t N

(i)
r ,

and rmn is the distance between the mth element of the transmitter and nth element of

the the receiver,

rmn =
√
a2 + b2 − 2ab cos(Θ), (4.7)

where

a =

(
D

tan(Θ)
+ (n− 1)

λ

2

)
,

b =

(
D

sin(Θ)
+ (m− 1)

λ

2

)
,

where λ, D, and Θ are the wavelength, the distance between the �rst AEs of the trans-

mitter and receiver arrays, and the angle between the arrays, respectively. The channel

matrix Hrp of the re�ected path is modeled as in (5.14) with the appropriate angle of

departure and arrival. It is instructive to note that the near-�eld channel model consid-

ered in (4.6) is a simpli�ed one as in [192]. It does not account for the mutual coupling

e�ects between the AEs and the signal re�ections.

For the system model in (4.1), the achievable sum rate of the system is given in (4.8),

where the term Z−1i captures the SI power due to the transmitter of node i plus noise

power at the receiver of node i. Furthermore, P (j) and P (i)
SI denotes the transmit power

of node j and the SI power of node i, respectively.

C =
∑
j

log2 det

(
INs +

P (j)

N◦
Z−1i (F

(j)
RFF

(j)
BB)HHH

jiW
(i)
BBW

(i)
RFW

H(i)

BB WH(i)

RF HjiF
(j)
RFF

(j)
BB

)
,

(4.8)

∀j = 1, 2; i = 1, 2; j 6= i,

where

Zi =P
(i)
SI W

H(i)

BB WH(i)

RF Hi
SIF

(i)
RFF

(i)
BB

(
WH(i)

BB WH(i)

RF Hi
SIF

(i)
RFF

(i)
BB

)H
+ σ2WH(i)

BB WH(i)

RF W
(i)
BBW

(i)
RF

Remark 4.1: The employment of FD HBF is more plausible in a downlink scenario, where

the BS is receiving a signal from one user at an angle φ1 and simultaneously transmitting
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to another user at an angle φ2. In other words, the transmitter transmits its own signal

in one beam and receives the signal from a user in a di�erent beam, hence mitigating

the SI.

In the next section, we design the beamformer, precoder and combiner matrices to sup-

press the interference, while preserving the signal dimensions.

4.2.1 Digital Precoder and Combiner Design

In this section, we present our proposed design, where we �rst conceive the local optimal

digital precoder and combiner matrices for the system model of (4.1). Then, we split

the digital precoder obtained into an analog RF beamformer matrix F(j)
RF and a digital

precoder matrix F(j)
BB. Consider the system model in (4.1), where only digital precoding

and combining are employed, hence we set F(j) = F
(j)
RFF

(j)
BB and WH(i)

= WH(i)

BB WH(i)

RF .

Then, the system model in (4.1) reduces to

y(i) = WH(i)
HjiF

(j)s(j)︸ ︷︷ ︸
desired signal

+WH(i)
H

(i)
SIF

(i)s(i)︸ ︷︷ ︸
SI

+WH(i)
n(i)︸ ︷︷ ︸

noise

. (4.9)

In this section, we aim for designing the precoder matrix F for a �xed combiner matrix

W and then design the combiner matrixW for a �xed precoder matrix F. We carry out

this process of optimization in iterations so that the e�ect of SI is minimized. The SI

plus noise at the receiver node i for �xed precoder matrix F(i) is

SI(i) = WH(i)
H

(i)
SIF

(i)s(i) +WH(i)
n(i), (4.10)

where the co-variance matrix Q(i) of the interference plus noise at the receiver node i is

given by

Q(i) = Tr
(
WH(i)

R(i)W(i)
)
, (4.11)

with R(i) given by

R(i) = P
(i)
SI H

(i)
SIF

(i)(H
(i)
SIF

(i))H + In, (4.12)

and In is the noise power. Our objective is to design W and F so that we minimize the

SI power Q(i) at the receiver and simultaneously preserve the dimension of the signal

space, i.e. rank
(
WH(i)

HjiF
(j)
)

= N
(j)
s .

Proposition 4.1 : For the equality constrained optimization problem of

min
W(i)

Tr
(
WH(i)

R(i)W(i)
)

(4.13)

s.t. WH(i)
HjiF

(j) = αINs
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where R(i) is a positive de�nite matrix (R(i) � 0), the local optimal solution is given by

W
(i)
opt = αR(i)−1

HjiF
(j)
(

(HjiF
(j))HR(i)−1

(HjiF
(j))
)−1

(4.14)

and α is the normalization constant expressed as

α =
1√

Tr
(
W

H(i)
opt W

(i)
opt

) . (4.15)

Proof : The objective is to minimize the equality constrained problem in (4.13), while

maintaining the signal dimensions. To solve the above optimization problem, we begin

by forming the Lagrangian function given as (4.16).

L(W(i), z) =
(
WH(i)

R(i)W(i)
)

+ z
(
WH(i)

HjiF
(j) − INs

)
(4.16)

Then, the Lagrangian conditions for this problem are

∇
W

H(i)
opt

L = 0 (4.17)

z∗
(
W

H(i)
opt HjiF

(j) − αINs
)

= 0 (4.18)

Explicitly (4.17) can be written as,

∇
W

H(i)
opt

Tr
(
W

H(i)
opt R

(i)W
(i)
opt

)
(4.19)

+ z∗∇
W

H(i)
opt

(
WH(i)

opt HjiF
(j) − INs

)
= 0

where ∇ is the gradient operation and z∗ is the Lagrangian multiplier.

By taking the derivative with the respect to WH(i)
in equation (4.19), we obtain

R(i)W
(i)
opt + zHjiF

(j) = 0 (4.20)

W
(i)
opt = −R(i)−1

HjiF
(j)z. (4.21)

Upon substituting W(i)
opt in (4.18), we get

(
−R(i)−1

HjiF
(j)z
)H

HjiF
(j) = αINs (4.22)

z = −α
(

(HjiF
(j))HR(i)−1

HjiF
(j)
)−1

. (4.23)

Hence,

W
(i)
opt = αR(i)−1

HjiF
(j)
(

(HjiF
(j))HR(i)−1

(HjiF
(j))
)−1

(4.24)
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As seen from (4.14), W(i)
opt is a function of F(j), while our objective is to design W

and F jointly. Hence, we opt for an iterative design, where we initially set F(j) to the

right singular vector of the channel matrixHji to getW
(i)
opt and then having obtained the

combiner matrixW(i), we now proceed to design the precoder matrix F(j) by considering

the interference caused by the transmitter at the node j to the local receiver.

The SI power imposed by the transmitter of node j on the receiver of node j is given by

J(j) = Tr
(
FH

(j)
S(j)F(j)

)
, (4.25)

where S(j) is given by4

S(j) =
(
P

(j)
SI W

H(j)
H

(j)
SI

)H (
WH(j)

H
(j)
SI

)
+ I. (4.26)

Similarly, our objective here is to minimize the SI power S(j) caused by the transmitter.

Thus, the constrained optimization problem is given by

min
F(j)

Tr
(
FH

(j)
S(j)F(j)

)
(4.27)

s.t. WH(i)
HjiF

(j) = βINs .

By using Proposition 4.1, we obtain the local optimal solution as

F
(j)
opt = βS(j)−1

HH
jiW

H(j)

(
WH(j)

HjiS
(j)−1

(
WH(j)

Hji

)H)−1
(4.28)

and β is the normalization constant expressed as

β =
1√

Tr
(
F
H(j)
opt F

(j)
opt

) . (4.29)

This is an iterative process and it is continued until the convergence of the objective

functions (4.13) and (4.27) is reached. The pseudo code for the algorithm is presented

in Algorithm 4.4. The proof of convergence is presented in the next section.

In this chapter, we have assumed that both the nodes 1 and 2 can simultaneously transmit

and receive the data. However, in practice, given the power constraints, it is reasonable

to assume that only the BS is equipped with a complex FD transceiver while the mobile

station is BS (HD). In this scenario, the mobile station does not experience any SI,

4The term I is added in (4.26) to ensure that the matrix S(j) is invertible. The physical meaning
of this is that it minimizes the norm of the precoder matrix. However, its e�ect is counteracted by β,
which ensures that the transmit power is constant, i.e. ||F(j)

s
(j)||2F = Ns. Therefore, the identity matrix

role in (19) is to ensure that S(j) is invertible, but it has no in�uence on the design regardless of the
SNR/INR. It can be removed if S(j) is invertible in practice.
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Algorithm 4.4 Proposed Design for Full Duplex HBF system

1: Initialize F(j) to right singular vectors of the channel matrixHji, j = 1, 2; i = 1, 2; j 6=
i;

2: Compute the matrices R(i), i = 1, 2 ;
3: Obtain W(i) =

R(i)−1

HjiF
(j)

((
HjiF

(j)
)H

R(i)−1
(
HjiF

(j)
))−1

;

4: Then normalize W(i) by multiplication factor 1√
Tr
(
W

H(i)
opt W

(i)
opt

) ;
5: Compute the matrices S(j), j = 1, 2 ;
6: Obtain F(j) =

HH
jiW

H(j)

(
WH(j)HjiS

(j)−1
(
WH(j)Hji

)H)−1
;

7: Then normalize F(j) by multiplication factor 1√
Tr
(
F
H(j)
opt F

(j)
opt

) ;
8: Repeat steps from 2 until convergence of functions (4.13) and (4.27) is reached.

hence the precoder for the mobile station can be designed by setting HSI = 0 in (4.26).

However, the precoder and combiner weights for the BS can be obtained from Algorithm

1.

Remark 4.2: It is worth observing from (4.13) and (4.27) that the objective functions

not only minimize the interference leakage into the desired receiver but also preserve the

degrees of freedom for the desired signal, which is formulated in the constraint. The

physical signi�cance of the constraints in both the objective functions of (15) and (20)

is ensuring that the signal does not su�er from distortions. The proposed objective

functions can also be interpreted as maximizing the SINR, where the numerator (signal

�delity) is kept unaltered while reducing the denominator (interference) [193].

4.2.2 Convergence of the Proposed Design

In this subsection, we present the convergence of the objective function in (4.13) and

(4.27). We show that the value of the objective function decreases in every iteration and

converges to its local optimum in a few iterations, which makes it more computationally

e�cient in practical system designs. Here, we provide the proof for the convergence of

the proposed algorithm. The total SI plus noise power at all receivers is given by

Q =
2∑
i=1

Tr
(
WH(i)

R(i)W(i)
)

(4.30)

=

2∑
i=1

Tr
(
WH(i)

(
H

(i)
SIF

(j)(H
(i)
SIF

(j))H + In

)
W(i)

)
(4.31)

=

2∑
i=1

Tr
(
WH(i)

H
(i)
SIF

(j)(H
(i)
SIF

(j))HW(i)
)

+ 1. (4.32)
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Similarly, the SI plus noise power at node j is given by

J =

2∑
j=1

Tr
(
FH

(j)
S(j)F(j)

)
, (4.33)

=
2∑
j=1

Tr
(
FH

(j)
(

(WH(j)
H

(j)
SI )H(WH(j)

H
(j)
SI ) + In

)
F(j)

)
(4.34)

=

2∑
j=1

Tr
(

(WH(j)
H

(j)
SI F

(j))H(WH(j)
H

(j)
SI F

(j))
)

+ 1. (4.35)

It is instructive to note that the objective functions in (4.30) and (4.33) are identical.

Hence, W which minimizes (4.30) also minimizes (4.33) and similarly F that minimizes

(4.33) also minimizes (4.30). Furthermore, the local optimal solutions of the objective

functions (4.13) and (4.27) are given by Proposition 1, and they are sure to converge

to the locally optimal solution as it is guaranteed by the Algorithm 1 of the proposed

design and the value of the objective function decreases in every iteration and it is lower

bounded by zero.

Fig. 4.5 shows the convergence of the objective function (4.13) for the proposed design.

It can be seen from the �gure that the objective function converges to a local optimum

solution in just �ve iterations. Furthermore, since objective functions for designing pre-

coder and combiner are the same, as proved in (4.30) and (4.33), Fig. 4.5 holds for (4.27).
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Figure 4.5: Convergence of the objective function in (4.13) for the proposed design, SIR=
0 dB and SNR= -10 dB.
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4.2.3 Hybrid Beamforming Solution

In the previous sections, we presented the digital precoder and combiner design so as to

minimize the SI. However, at the time of writing, the obtained resultant digital precoder

and combiner design cannot be readily implemented in practice, since dedicating individ-

ual DACs/ADCs (RF chains) to each element of a large AA would impose a potentially

excessive hardware complexity and a high power consumption. Therefore, to circumvent

these challenges, typically a hybrid beamformer is employed, which has an analog RF

beamformer and a baseband precoder. Thus, having obtained the fully-digital precoder

solution, we now aim for decomposing the digital solution into a hybrid product, where

we invoke the algorithm proposed in [194], which relies on the classic LS solution. Then

similarly, the decomposition of the digital combiner matrix into an analog RF beam-

former WRF and a baseband combiner WBB can be carried out.

It is important to note that decomposing the matrix F
(j)
opt into the product of F(j)

RF

and F(j)
BB is not straightforward because of the constraints imposed on the F(j)

RF matrix,

where the entries in F(j)
RF must have constant modulus, otherwise we would have a power

imbalance in the system. Therefore, we aim for �nding the product of two matrices FRF

and FBB which closely approximates the local optimal precoder F(j)
opt. The optimization

problem can be formulated as

min
F

(j)
RF,F

(j)
BB

‖F(j)
opt − F

(j)
RFF

(j)
BB‖2F . (4.36)

s.t.|FRF(m,n)|2 = 1. (4.37)

To solve the above optimization problem, we �rst �x F(j)
RF to the angle ∠F(j)

opt and then

�nd the sub optimal F(j)
BB. This solution is then used for obtaining the unconstrained

F
(j)
RF in the next step.

Thus, the problem in (4.36) reduces to a two-stage optimization problem, which can be

formulated as

F
(j)
BBk+1

, min
F

(j)
BB

‖F(j)
opt − F

(j)
RFk

F
(j)
BBk
‖2F , (4.38)

F
(j)
RFk+1

, min
F

(j)
RF

‖F(j)
opt − F

(j)
RFk

F
(j)
BBk
‖2F , (4.39)

where k is the iteration index. Furthermore, Equations (4.38) and (4.39) represent a con-

vex quadratically-constrained quadratic programming (QCQP) problem, whose solutions

are given as [42,194]

F
(j)
BBk+1

=
(
FH

(j)

RFk
F
(j)
RFk

)−1
FH

(j)

RFk
F
(j)
opt, (4.40)

F
(j)
RFk+1

= F
(j)
optF

H(j)
BBk+1

(
F
(j)
BBk+1

F
H(j)
BBk+1

)−1
. (4.41)
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Since the F(j)
RFk+1

obtained in (4.41) is unconstrained, we apply the Proposition 2 [194]

to obtain the constrained F(j)
RFk+1

, where the magnitudes of the entries are constant.

Proposition 4.22 [194]: SupposeA ∈ CNt×Ns is expressed asA(m,n) = |A(m,n)|ej∠A(m,n), ∀m,n.
Let S = {B ∈ CNt×Ns | |B(m,n)| = 1/

√
Nt,∀m,n} and

U′ = f(A) , argmin
U∈S
‖A−U‖2F (4.42)

is the Euclidean projection of A onto the set S. Then, U′ = 1√
Nt
e∠A(m,n).

Proof : We refer readers to [194].

Thus, F(j)
RFk+1

= f

(
F
(j)
optF

H(j)
BBk+1

(
F
(j)
BBk+1

F
H(j)
BBk+1

)−1)
.

In other words, we set the magnitude of each entry in F(j)
RFk+1

to 1/

√
N

(j)
t and the phase

as ∠F(j)
RFk+1

. A similar procedure is followed to obtain WRF and WBB.

The pseudo-code for hybrid precoding is presented in Algorithm 4.5.

Algorithm 4.5 Iterative matrix decomposition for HBF system

1: Employ algorithm 1 to get F(j)
opt;

2: Initialize FRFk = ∠F(j)
opt;

3: Obtain F(j)
BBk+1

←
(
FH

(j)

RFk
F
(j)
RFk

)−1
FH

(j)

RFk
F
(j)
opt;

4: Obtain F(j)
RFk+1

← F
(j)
optF

H(j)
BBk+1

(
F
(j)
BBk+1

F
H(j)
BBk+1

)−1
;

5: Then, set F(j)
RFk+1

= 1/

√
N

(j)
t ∠F(j)

RFk+1
;

6: Repeat steps 3-5 until convergence. Do similarly for WRF and WBB ;

4.2.4 Complexity

Having acquired the CSI, we now present the complexity in terms of the number of

computations involved in both the digital precoder/combiner design and the channel

prediction. Having obtained the co-variance matrix R in (4.48), the number of complex

multiplications required to obtain the digital precoder and combiner matrix for Nt =

Nr = Ns = N would be O(N3). More explicitly, for a di�erent number of transmit and

receiver antennas, the total number of computations required is shown in Table 4.1.

4.2.5 Performance Results

Having obtained the hybrid solution, we now characterize the performance of the pro-

posed design and compare it to that of EBF, where the left and right singular matrices
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Table 4.1: Number of Computations

Design Computations

Proposed Digital Solution N2
rNt + 3NrNtNs+

NsN
2
r + 2NrN

2
s

SVD N2
rNt +N2

t Nr +N3
r

of the corresponding channel are employed. We use the sum rate expression of (4.8) as

the performance metric for our simulations. The parameters used in our simulations are

summarized in Table 4.2. The Rician factor in the SI channel model in (4.5) is set as

high as 50 dB in our simulations, since the SI channel is LOS dominant.

Table 4.2: Simulation parameters

Parameters Values

Node 1 transmit antennas N (1)
t 128

Node 2 transmit antennas N (2)
t 128

Node 1 receive antennas N (1)
r 32

Node 2 receive antennas N (2)
r 32

Node 1 transmit RF chains NRF
t1 2

Node 2 transmit RF chains NRF
t2 2

Node 1 receive RF chains NRF
t1 2

Node 2 receive RF chains NRF
t2 2

Node 1 symbols N1
s 2

Node 2 symbols N2
s 2

Rician factor κ [dB] 50

AoA φ U(−π/6, π/6)
AoD θ U(−π/6, π/6)
Modulation QPSK

Fig. 4.6 compares the sum rate of both the proposed design and of EBF, where the

dominant eigen vectors are chosen as the precoder matrix. Furthermore, the curves

shown in the �gure are without HBF, i.e. with the fully-digital BF. We also show in

Fig. 4.6 the achievable sum rate, when the system is interference free. It is seen in

Fig. 4.6 that for the signal-to-interference ratios (SIRs) of - 10 dB as well as -30 dB and

when Θ = 0 and D = 0, the proposed design yields signi�cant sum rate gains. Moreover,

when the SIR is as low as -30 dB, the proposed design almost completely eliminates the
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Figure 4.6: Digital precoding of the proposed design for SIR= -10 dB, -30 dB. The
distance between the transmit and receive AAs is D=0 and the angle between the arrays
is Θ = 0◦.

interference and performs close to the system subjected to no interference. On the other

hand, the performance of EBF is inferior to the proposed design by a large margin.

Fig. 4.7 shows the sum rate performance of the unconstrained (fully-digital) and con-

strained (HBF) designs of the proposed algorithm. It can be seen from the �gure that for

the interference-to-noise ratio (INR) of 0 dB the performance of the fully-digital design

and of the HBF designs is similar. However, when the INR is increased to 10 dB, the

HBF of the proposed design starts deviating from the fully-digital design. This is because

of the constraint in the RF BF to have constant gain entries. The error in splitting the

fully-digital matrix into HBF matrices is ampli�ed as the INR is increased.

The comparison of the sum rate of the proposed design and of the EBF using HBF is

shown in Fig. 4.8. The curves portrayed in the �gure are simulated for SIRs = −20

dB and −25 dB, when D=0 and Θ = 0◦. It is seen that the proposed BF solution

outperforms EBF by about 5 dB for both the SIRs considered.
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Figure 4.7: Sum rate of HBF relying on the proposed design for INR=0 dB as well as 10
dB. The distance between the transmit and receive AAs is D=0 and the angle between
the arrays is Θ = 10◦.

To further examine the sum rate of both systems, Fig. 4.9 shows the sum rate of the

proposed design for INR= 10 dB, 25 dB. Since the residual SI in FD is signi�cant in

practice, an INR as high as 25 dB is considered for Fig. 4.9. It is again evident from the

�gure that for both the INRs of 10 dB and 25 dB, the proposed design achieves better

sum rate than the EBF based HBF. The proposed design is capable of better mitigating

the SI and hence provides about 5 dB gain against the EBF system.

Fig. 4.10 (a) shows the achievable rate of both FD and HD systems for a 128×32 element

MIMO. It is interesting to note that for higher levels of INR at low SNRs the HD mode

provides better sum rate than the FD systems, which can be observed at the cross-over

points in the Fig. 4.10 for INR levels of 10 dB and 15 dB. Therefore, in system design,

it is important to consider the operating region of FD and HD modes depending on

the INR levels, especially at mmWave frequencies because of the dominant residual SI.

Furthermore, it is instructive to observe that when the MIMO size is reduced to 64× 32,

the cross-over shifts further to right as observed in Fig. 4.10 (b). In other words, the
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Figure 4.8: Sum rate comparison of the proposed design and of EBF using HBF for
di�erent SIRs. The distance between the transmit and receive AAs is D=0 and the
angle between the arrays is Θ = 10◦.

128× 32 element MIMO provides higher BF gain with narrow beams to circumvent the

SI when compared to that of 64× 32 element MIMO. Thus, large AAs may be employed

for directional transmission to suppress the SI e�ciently.

Additionally, the performance of the system also depends on the position of the transmit

and receive AAs. To study the system performance for both designs with respect to the

transmit and receive AAs placement, Fig. 4.11 shows the sum rate for di�erent values

of D. It is worth observing from the �gure that as the distance D between the transmit

and receive antenna is increased from 2λ to 20λ, the performance of the system improves

signi�cantly. This is because for the increased separation, the SI would experience higher

path loss, which results in passive interference suppression, thus a gain of about 5 dB is

observed when D is set to 20λ. Hence, superior performance is observed.

Another important parameter that a�ects the system's performance is the angle between

the transmit and receive AAs. Fig. 4.12 shows the performance of both system designs,

when the angle between the arrays is varied. It is seen that for both designs, the sum
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Figure 4.9: Comparison of the sum rate of the proposed design and of EBF using HBF
for di�erent INRs. The distance between the transmit and receive AAs is D=0 and the
angle between the arrays is Θ = 0◦.

rate remains low when the angle between the arrays Θ = 0◦, 180◦ and 360◦ and D=0.

This is expected, because when they share same AA (as Θ = 0◦ and D=0), the SI would

be high, which has detrimental e�ects on the system's performance. However, when the

arrays are placed at di�erent angles, the sum rate improves, because the angles of arrival

and departure would be di�erent, which makes the transmit and receive signal separation

more e�ciently.

Furthermore, in order to understand the e�ect of channel estimation error on the per-

formance of the proposed design, we simulated the BER performance of the proposed

system, when considering perfect channel knowledge as well as erroneous CSI at the

transmitter and receiver. Fig. 4.13 shows the BER curve for both perfect and imperfect

CSI, when the precoder and combiner of Section 4.2.3 are employed. In this simulation

the error in the channel estimate is assumed to be distributed as complex Gaussian with

mean 0 and variance σ2h i.e, ∼ CN (0, σ2h) [195]. We have investigated the BER perfor-

mance for σ2h as low as 0.1, and for σ2h as high as 25 [195]. It can be seen from the
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Figure 4.10: Comparison of the sum rate of FD and HD modes at di�erent SI levels �
(a) 128 × 32 (b) 64 × 32. The distance between the transmit and receive AAs is D=0
and the angle between the arrays is Θ = 0◦.
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Fig. 4.13 that there is a degradation in the performance of the BER when the channel is

imperfect to that of when there is perfect CSI. It is instructive to note that the proposed

designed is for maximizing the sum rate, which need not necessarily minimize the BER.

Furthermore, the FD is conceived for capacity enhancement, not for BER-reduction. Al-

though the uncoded BER performance of the FD may remain inferior to that of HD as

in Fig. 4.13, the coded BER performance of the FD scheme is capable of approaching

the capacity [196].

In the next section, we extend our proposed design in the context of multiuser MIMO,

where the FD node experiences interference not only from its own transmission but also

from external users.

4.3 Multi-User Full Duplex Transceiver

We now focus our attention on full duplex HBF for K-user frequency selective interference

channels. Let us consider a K-user interference channel, where the users are commu-

nicating over a mmWave channel. To counter act the channel-induced dispersion, each
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user employs OFDM based transmission [197]. Fig. 4.14 depicts the K-user interference

channel, where each user communicates with its intended receiver. As an example, in

Fig. 4.14, Nodes 1 and 2 operate in full duplex mode, while all other nodes operate in

half duplex mode5. To elaborate further, User 1 at Node 1 is transmitting to its receiver

at Node 2 over the wireless channel H11, while User 2 at Node 2 is transmitting to its

receiver at Node 1 over the channel H22. Likewise, the user at Node 3 is transmitting

to its respective receiver over the channel characterized by the matrix H33 and so forth,

while the channel matrix Hij , i 6= j represents the interfering channel from transmitter

i to the receiver j. For example, in Fig. 4.14, H31 is the interfering channel between

transmitter 3 and receiver 1.

In the multi-user scenario, we aim for designing the hybrid precoders that minimize the

MI for users operating in the half duplex mode and both the MI as well as SI for the users

in the FD mode. A similar approach can be used when all the users are in full duplex

mode by considering the respective interference channels. It is instructive to note that

the users at Nodes 1 and 2 of Fig. 4.14 transmit and receive simultaneously, as shown in

Fig. 4.2. On the other hand, the users at other nodes rely on HD communication using

the fully-connected design. Following the similar approach discussed for the single-user

case, the received signal vector y for the nth sub-carrier after combining at the ith receiver

node is given by6

y(i)[n] = WH(i)

BB [n]WH(i)

RF Hii[n]F
(i)
RFF

(i)
BB[n]s(i)[n]︸ ︷︷ ︸

desired signal

+WH(i)

BB [n]WH(i)

RF H
(i)
SI [n]F

(i)
RFSI

F
(i)
BBSI

[n]s(i)[n]︸ ︷︷ ︸
self interference (SI)

+

K∑
j=1

WH(i)

BB [n]WH(i)

RF [n]Hji[n]F
(j)
RFF

(j)
BB[n]s(j)[n]︸ ︷︷ ︸

multi-user interference (MI)

+WBB[n]H
(i)
WH(i)

RF n(i)︸ ︷︷ ︸
noise

, ∀j 6= i,

(4.43)

where n is the noise vector of dimension N
(i)
r , whose elements obey the distribution

CN (0, σ2), s(i) is the signal vector of dimension N (i)
s , H(i)

SI [n] is the SI channel at the ith

node given by (4.5), while Hji is the mmWave channel matrix of size Nr ×Nt spanning

from the jth node transmitter to the ith node receiver so that E[‖Hji‖2F ] = NtNr, as

discussed in Sec. 4.1, which is given by

Hji[n] =

√
N

(i)
r N

(j)
t

NcNray
×

Nc∑
nc=1

Np∑
np=1

α
(np,Nc)
ji ar(φ

np,nc
ji )aTt (θ

np,nc
ji )e−ĵ2π(nc−1)n/N , (4.44)

5The design applies to any con�guration, where any node can be FD or HD. In this chapter, we used
this example for simplifying explanation.

6With slight abuse of notation, we represent the matrices F
(i)
RFSI

F
(i)
BBSI

[n] as the precoder matrices of
the transmitter causing SI at the node i.
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Figure 4.14: K-user interference channel, where User 1 and 2 rely on FD communication,
while the remaining users operate in HD mode.

where ĵ =
√
−1, N is the number of sub-carriers, while the distribution of αnpnc is ∼

CN (0, 1).

4.3.1 Precoder and Combiner Design

Following the procedure discussed in Sec. 4.2.1, we �rst derive the fully-digital solution

by setting F(i) = F
(i)
RFF

(i)
BB and WH(i)

= WH(i)

BB WH(i)

RF . Then, the system model in (4.43)

reduces to

y(i)[n] =WH(i)
[n]Hii[n]F(i)[n]s(i)[n]︸ ︷︷ ︸

desired signal

+WH(i)
[n]H

(i)
SI [n]F

(i)
SI [n]s(i)[n]︸ ︷︷ ︸

SI

+

K∑
j=1

WH(i)
[n]Hji[n]F(j)[n]s(j)[n]︸ ︷︷ ︸

MI

+WH(i)
[n]n(i)︸ ︷︷ ︸

noise

, ∀j 6= i. (4.45)
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The second and third terms of (4.43) represent the SI and the MI, respectively. Then,

the total interference plus noise (TI) at the receiver Node i is

TI(i)[n] = WH(i)
[n]H

(i)
SI [n]F(i)[n]s(i)[n] +

K∑
j=1

WH(j)
[n]Hji[n]F(j)s(j)[n] + WH(i)

[n]n(i)[n].

(4.46)

Upon denoting the co-variance matrix of the interference plus noise power at the receiver

Node i by Q(i)[n], we have

Q(i)[n] = Tr
(
WH(i)[n]R(i)[n]W(i)[n]

)
, (4.47)

with R(i)[n] represented by

R(i)[n] = P
(i)
SI H

(i)
SI [n]F

(i)
SI [n](H

(i)
SI [n]F

(i)
SI [n])H︸ ︷︷ ︸

SI

+

K∑
j=1

P (j)Hji[n]F(j)[n]
(
Hji[n]F(j)[n]

)H
︸ ︷︷ ︸

MI

+ σ2In, (4.48)

where P (i)
SI is the SI power, P (j) is the power of the jth user, and σ2 is the noise power.

Our aim is to evaluateW and F so that the interference powerQ(i) at the receiver is mini-

mized while also preserving the signal dimensionality, i.e. rank
(
WH(i)

[n]Hii[n]F(i)[n]
)

=

N
(i)
s .

Proposition 4.3 : For the optimization problem of

min
W(i)[n]

Tr
(
WH(i)

[n]R(i)[n]W(i)[n]
)

(4.49)

s.t. WH(i)
[n]Hii[n]F(i)[n] = αINs ,

where R(i)[n] is a positive de�nite matrix (R(i)[n] � 0), the optimal solution is given by

Proposition 4.1, where we have

W
(i)
opt[n] =αR(i)−1

[n]Hii[n]F(i)[n]∗ (4.50)((
Hii[n]F(i)[n]

)H
R(i)−1

[n]
(
Hii[n]F(i)[n]

))−1
(4.51)

and α is the normalization factor given by

α =
1√

Tr
(
WH(i)[n]optW

(i)
opt[n]

) . (4.52)

We then proceed to design the precoder matrix F(i) by considering the interference
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imposed by the transmitter of Node i upon the local receiver of the same node. More

explicitly, we aim for speci�cally designing the precoder to minimize the interference

in�icted upon the unintended receivers due to its own transmission.

As in Sec. 4.1, let us consider the total interference imposed by the transmitter j on the

unintended receivers, which is given by

J(j)[n] = Tr
(
FH

(j)
[n]S(j)[n]F(j)[n]

)
, (4.53)

where S(j)[n] is given by7

S(j)[n] = (P
(j)
SI W

H(j)
[n]H

(j)
SI [n])H(WH(j)

[n]H
(j)
SI [n])+

K∑
i=1

P (i)
(
WH(i)

[n]Hji[n]
)H (

WH(i)
[n]Hji[n]

)
+ I,∀i 6= j. (4.54)

Similar to (4.48), our objective here is to minimize the interference power S(j) caused by

the transmitter.

Thus, the associated constrained optimization problem is given by

min
F(j)[n]

Tr
(
FH

(j)
[n]S(j)[n]F(j)[n]

)
(4.55)

s.t. WH(i)
[n]Hjj [n]F(j)[n] = βINs .

By invoking Proposition 1, the optimal solution is expressed as

F
(j)
opt[n] = βS(j)−1

[n]HH
jj [n]WH(j)

[n]∗ (4.56)((
WH(j)

[n]Hjj [n]S(j)−1
[n]
)(

WH(j)
[n]Hjj [n]

)H)−1
(4.57)

and β is a normalization factor given as

β =
1√

Tr
(
F
H(j)
opt [n]F

(j)
opt[n]

) . (4.58)

The pseudo code of the multi-user precoder and combiner design follows Algorithm 4.4.

Hence, in this section, we omit the convergence analysis.

4.3.2 Hybrid Beamforming Solution

Similar to the classic single carrier systems, the analog RF beamformer of OFDM systems

is also applied in the time-domain. By contrast the digital baseband TPC is employed in

7The term I in (4.54) ensures the matrix S(j)[n] is invertible.
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the frequency-domain, unlike the TPC discussed in Sec. 4.1. Therefore, to decompose the

fully-digital solution obtained into the analog and digital precoder matrices, we pursue a

similar approach to [198], where the objective is to minimize the Frobenius norm between

the fully-digital and hybrid precoders. This can be formulated as [198]

min
FRFF

(i)
BB[n]

N∑
n=1

‖F(i)
opt[n]− F

(i)
RFk

F
(i)
BBk

[n]‖2F , (4.59)

s.t.

 |FRF(a, b)| = 1

‖FRFFBB[n]‖2F = Ns

.

In order to solve the above optimization problem, we �rst �x the matrix F
(i)
RF to ∠F(i)

opt

and then obtain a locally optimal solution F
(i)
BB, which is then utilized for obtaining the

unconstrained F
(i)
RF in the next step.

Thus, the optimization problem of (4.59) can be interpreted as a two-stage problem.

Furthermore, since the baseband TPC is obtained separately for each sub-carrier, we

can get rid of the summation in (4.59), while optimizing the baseband TPC FBB[n].

Therefore, for kth iteration we have

F
(i)
BBk+1

[n] , min
F

(i)
BB[n]

‖F(i)
opt[n]− F

(i)
RFk

F
(i)
BBk

[n]‖2F (4.60)

F
(i)
RFk+1

,
N∑
n=1

min
F

(i)
RF

‖F(i)
opt[n]− F

(i)
RFk

F
(i)
BBk

[n]‖2F . (4.61)

By invoking the classic least-squares solution, we have

F
(i)
BBk+1

[n] =
(
FH

(i)

RFk
F
(i)
RFk

)−1
FH

(i)

RFk
F
(i)
opt[n], (4.62)

(4.63)

F
(i)
RFk+1

=

(
N∑
n=1

F
(i)
opt[n]F

H(i)
BBk+1

[n]

)(
N∑
n=1

F
(i)
BBk+1

[n]F
H(i)
BBk+1

[n]

)−1
. (4.64)

The pseudo-code of the hybrid decomposition developed for FD OFDM systems is pre-

sented in Algorithm 4.6.

4.3.3 Performance Results

We now present our simulations characterizing the sum rate of the system relying on the

proposed hybrid precoder design. We performed Monte Carlo simulations for studying

the performance di�erence between the proposed and the EBF designs. Our simulation
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Algorithm 4.6 Hybrid Decomposition for FD OFDM system

1: Invoke algorithm 1 to obtain F
(i)
opt

2: Set F(i)
RFk

= ∠F(i)
opt

3: Compute F
(i)
BBk+1

[n]←
(
FH

(i)

RFk
F
(i)
RFk

)−1
FH

(i)

RFk
F
(i)
opt[n]

4: Compute F
(i)
RFk+1

←(∑N
n=1F

(i)
opt[n]F

H(i)
BBk+1

[n]
)(∑N

n=1F
(i)
BBk+1

[n]F
H(i)
BBk+1

[n]
)−1

5: Then, set F(i)
RFk+1

= 1/

√
N

(i)
t ∠F(i)

RFk+1

6: Continue from Step 3 until convergence.
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Figure 4.15: Characterizing the sum rate performance of the proposed design having
digital solution and of the proposed design having hybrid solution.
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Figure 4.16: Characterizing the sum rate performance of our FD HBF design and of the
EBF for di�erent interference con�gurations. The parameters in Table 4.3 are used for
simulations.

parameters are summarized in Table 4.3. The angles of arrivals and departures obey

Laplacian distribution with an angular spread of 5◦, with the mean angles uniformly

distributed between (0, 60◦). In these simulations, we have used the INR INRSI as a

measure of SI level, where we aim for reducing the SI to the level of the noise �oor,

while the SIRMI is used as a measure of MI levels. Note that in all our simulation results

characterizing the sum-rate performance, the channel employed is the predicted channel

for all users.

Fig. 4.15 shows the sum rate performance of the proposed design relying on both the

digital and on the HBF solutions. It can be seen from Fig. 4.15 that the HBF solution

performs closely to the digital solution, provided that the interference is low. However,

when the INRSI is set to 3 dB, there is around 2.5 dB loss at the sum rate of 50 bps/Hz,

while it is around 4 dB when the INRSI is set to as high as 10 dB.

Fig. 4.16 shows the sum rate performance of the proposed design and of the EBF design.
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Table 4.3: System parameters.

Parameters Values

Number of sub-carrier N (sub-carriers) 32

Node 1 & 2 transmit antennas Nt 128

Node 1 & 2 receive antennas Nr 32

Node 1 & 2 transmit RF chains NRF
t 2

Node 1 & 2 transmit RF chains NRF
r 2

Node 1 & 2 symbols Ns 2

AoA θ Laplacian distributed

AoD φ Laplacian distributed
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Figure 4.17: Characterizing the sum rate performance of our FD HBF design and of the
EBF for a given SI power with di�erent MI levels. The parameters in Table 4.3 are used
for simulations. In this simulation, channel with prediction is used.
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Figure 4.18: Characterizing the sum rate performance of our FD HBF design and of the
EBF for a given MI power with di�erent SI levels. The parameters in Table 4.3 are used
for simulations. In this simulation, channel with prediction is used.

The simulations are carried out for three interference con�gurations, namely in the pres-

ence of i) no interference; ii) MI; iii) SI. It can be seen in Fig. 4.16 that when there is no

MI or SI, the performances of the proposed and of the EBF designs are similar. This is

because, in the absence of interference, our proposed hybrid precoder design reduces to

the EBF solution, which is optimal in this setting. However, when the SI-to-noise ratio

(INRSI) is 20 dB, the performance gap between the two designs becomes clear. Further-

more, when the signal-to-MI ratio (SIRMI ) is -10 dB, the proposed design outperforms

the EBF design signi�cantly, and the performance gap between the two designs is as high

as 10 dB.

Fig. 4.17 shows the sum rate performance of both the proposed design and of the EBF

for a given INRSI of 20 dB. It is evident from Fig. 4.17 that the proposed technique

outperforms the design relying on EBF by about 4 dB for SIRMI =-5 dB. Moreover,

when the SIRMI is set to -10 dB, the EBF degrades the performance. By contrast, the
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performance of our proposed technique does not degrade as much as the EBF design and

has a similar sum rate to that at SIRMI =-5 dB.

To further understand the behavior of our design, Fig. 4.18 plots the sum rate of our

design in comparison to that of the EBF for a �xed SIRMI of -10 dB with varying INRSI.

It can be seen from Fig. 4.18 that our proposed design performs about 5 dB better than

the EBF design at a sum rate of 30 bps/Hz. It is also worth observing the trajectory

of the EBF, indicating that slope of the sum rate starts to reduce as it approaches high

SNRs for both INRSI=10 dB and 25 dB. It is instructive to note that despite having

high INRSI of 25 dB, our proposed design outperforms the EBF by a signi�cant margin.

4.4 Conclusions

In this chapter, we have advocated the employment of BF in conjunction with both

active and passive cancellations. Explicitly, we proposed a digital precoder and com-

biner solution for suppressing the residual SI relying on BF, and then we followed the

classic least square solution to obtain the hybrid product in order to mitigate the hard-

ware complexity by dispensing with power-hungry ADCs/DACs operating at mmWave

frequencies, as discussed in Chapters 2 and 3.

Amongst the SI cancellation techniques categorized in Table 4.4, we have opted for BF-

aided SI reduction. The rationale of choosing BF is that it can minimize amount of SI

leakage into the received signal. More particularly, in Sec. 4.2, we conceived the single-

user HBF for full duplex systems. In our system model, since the transmit and receive

AAs are closely spaced, we have taken into account the near-�eld e�ects in conjunction

with the far-�eld e�ects for the SI channel. We then proposed a solution for obtaining

the digital precoder and combiner weights to suppress the SI.

Table 4.4: Summary of the full duplex SI cancellation methods.

SI Cancellation Techniques

Active Cancellation
Analog Cancellation

Digital Cancellation

Passive Cancellation

Antenna Cancellation

Passive Cancellation

BF Cancellation

More explicitly, we considered a single-user full duplex mmWave system in Sec. 4.2, where

we designed the precoder and combiners for mitigating the SI while also preserving the

signal dimensionality. Table 4.5 shows a summary of the proposed design by contrasting

it to EBF. Fig. 4.8 captures the scenario, when the SIR is as low as -25 dB. As seen in



154 Chapter 4 Hybrid Beamforming for Full Duplex mmWave Systems

Table 4.5: Summary of the full duplex HBF for both single user and multi-user systems
based on Figures 4.8, 4.9, and 4.17, 4.18. More particularly, it shows the SNR required to
achieve the rate of 22.5 bpcu and 30 bpcu for single and multiuser scenarios, respectively.

Interference Levels Figure EBF Our Design

Single User

SNR (R= 22.5 bpcu &
Fig. 4.8 3 dB -2.5 dB

SIR =-25 dB)

Sec. 4.2 SNR (R=22.5 bpcu &
Fig. 4.9 3 dB -2.2 dB

INR =10 dB)

Multi-User

SNR (R= 30 bpc &
Fig. 4.17 22.5 dB 19 dB

SIRMI =-5 dB, INRSI ==20 dB)

Sec. 4.3 SNR (R=30 bpcu &
Fig. 4.18 20 dB 15 dB

SIRMI =-10 dB, INRSI ==10 dB)

Table 4.5, to achieve a rate of 22.5 bpcu, EBF would require an SNR of 3 dB, while our

proposed design would only need -2.5 dB. On the other hand, when the INR is set to 10

dB, the SNR requirements are around 3 dB and -2.2 dB for an eigen-beamformer and

for our proposed design, respectively, in order to achieve the same rate of 22.5 bpcu.

In Sec. 4.3, we analyzed our BF technique in the context of multi-user mmWave OFDM

systems. In this scenario, our precoder and combiner weights aimed for minimizing

both the SI and MI, while also preserving the signal dimensions. Figures 4.17 and

4.18 captured the performance of the system for di�erent SIR and INR values. More

particularly, we observed in Fig. 4.17, that when we have SIRMI =-5 dB, INRSI ==20 dB,

eigen-BF has required an SNR of 22.5 dB, while a lower SNR of 19 dB was required by

our design. Similarly, an SNR of 20 dB and 15 dB was necessitated for eigen-beamformer

and for our design, respectively, when SIRMI =-10 dB, INRSI ==10 dB.

In chapter 3, we have analyzed the dual-function transceiver designs. More explicitly,

we have studied a transceiver design that was capable of providing both diversity and

BF gains, while in this Chapter we advocated a BF-assisted transceiver design that can

simultaneously transmit and receive data. In the next chapter, we extend our design

to multi-functional MIMO systems relying on HBF, where we invoke learning tools for

detection.



Chapter 5
Learning-Aided Transceiver Design for

Multi-functional mmWave Hybrid

Systems

Tell me and I forget. Teach me and I remember. Involve me and I learn.

� Benjamin Franklin

5.1 Introduction

A
s discussed in chapter 2, the radio-link between the transmitter and receiver may

be subjected to fading and high propagation loss, which results in a low SNR at

the receiver. Furthermore, the imperfections in the channel and impairments in the AD-

Cs/DACs may exacerbate the received SNR. Therefore, to counter the aforementioned

challenges, leveraging machine learning techniques can provide promising solution. In

other words, learning tools can be employed for prediction and functional mapping be-

tween two metrics to counter the impediments caused by both hardware and channel

estimation process, which we will discuss later in this chapter. More particularly, in

this chapter we present learning strategy for link-adaptation and symbol detection in

mmWave hybrid systems.

Since the received SNR is contingent on the propagation and fading losses experienced

by the radio link, matching the modulation and coding rate to the observed SNR be-

comes necessary for successful symbol detection. Thus to support the escalating data

rate demands, typically link-adaptation is used to maximize the data rate while simul-

taneously meeting the bit error rate (BER) targets [199], where a threshold is used as

a criterion to adapt the link based on the pre-de�ned modes of transmission. In other

155
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words, a BER versus rate look-up table is constructed for each of the legitimate transmis-

sion modes. Then the SNR after post-processing is compared against the average SNR

threshold values, and the speci�c mode having the highest throughput as well as satisfy-

ing the BER target is activated. Prior work on link-adaptation, such as in [184,200�202],

employs adaptation relying on hard threshold values of the average SNR. By contrast

the authors of [4, 196] employ adaptation based on the rapidly-�uctuating time-variant

channels. However, the ever-changing wireless channel and the non-linearities in the

ampli�ers erode the performance of conventional adaptation [30]. This is because the

decision activated on the transmission scheme is based on the distorted threshold values

due to the time-varying nature of the channel and owing to the non-linearities in the am-

pli�ers. Hence, to circumvent the limitations of conventional link-adaptation, machine

learning algorithms may be invoked based on the training data used for observation,

regardless of the nature of imperfections imposed at the various processing stages [203].

In other words, no threshold values are used for making a decision on the transmission

scheme activated. Instead, a more con�dent decision is made based on the model learned

during the training stage.

Furthermore, the employment of multiple-input multiple-output (MIMO) transmission

has been proved bene�cial for the enhancement of the data rates, as explained in chap-

ter 3. In the literature, there is a vast body of MIMO-aided transmission schemes, where

Bell-Labs Layered Space-Time (BLAST) [204] stands as the quintessential and pioneer-

ing design for achieving high multiplexing gains. For the bene�t of obtaining diversity

gains, a variant of MIMO assisted transmission is proposed, which is exempli�ed by or-

thogonal space-time block coding (OSTBC) [205] and its generalization to space time

block coding (STBC) [206]. With the aforementioned designs, a new MIMO transmission

scheme has been born by the amalgamation of diversity, multiplexing and beamforming,

which is referred to as multi-functional MIMO (MF MIMO) [207, 208]. In this design,

both the diversity and multiplexing as well as the beamforming gains can be obtained

to enhance the capacity by manyfold. The MF MIMO is an amalgamation of two or

more MIMO schemes. For example, Satyanarayana et al. [4] designed a MF MIMO that

plays a dual role by providing both diversity and beamforming (BF) gains. Another

example is the layered steered space-time coding (LSSTC) [209], where both diversity

and multiplexing gains as well as the beamforming gain is achieved by the amalgamation

of V-BLAST, STBC and BF. Amongst other MF MIMO techniques, space-time shift

keying (STSK) [210, 211] is popular for its design trade-o� between multiplexing and

diversity gains. The STSK design is conceived as an extension to the concept of spatial

modulation [212], where a single antenna is activated at any time. To elaborate a little

further, in the STSK design, a single dispersion matrix (DM) is activated amongst a set

of DMs at any time. In other words, information is conveyed implicitly by the index of

the DM in addition to the complex-valued signal drawn from M-ary constellation. As an

extension of the STSK, a multi-set (MS) STSK was proposed [213,214], which is formed

by combining the concepts of the STSK and SM. This design is capable of increasing the
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data rate, since the information is implicitly carried by both M-ary alphabet and DM

index as well as the antenna index combination. In mmWave communications, where

the channel supports a few cluster of rays, the data rate of the MS-STSK design can be

further enhanced by coupling with the concept of beam index modulation (BIM) [215].

In the BIM aided transmission, information is implicitly conveyed by the index of the

beams in addition to the M-ary constellation.

However, a growing concern in the index modulation transmission schemes, such as the

MS-STSK is the search complexity at the receiver [213]. Furthermore, like in any com-

munication system, it imposes the requirement of having accurate CSI at the receiver to

achieve a low bit error rate (BER) [216]. In frequency division duplex (FDD) systems,

the CSI estimate is typically carried out relying on pilots sent prior to the data trans-

mission. Thus, this results in a reduced data rate in addition to the extra complexity

involved for channel estimation before the �nal stage of detection is ensued.

To circumvent this problem, a machine learning approach may be employed, where the

symbol detection is carried out without explicit CSI knowledge. In other words, the

receiver relying on the learning strategy employed during the training process for the

detection, turns a `blind eye' to the knowledge of CSI � thereby evading the pilot-overhead

involved in channel estimation. This philosophy makes the design more spectral-e�cient.

Against this backdrop, in this chapter, we invoke a supervised learning based algorithm,

where the decision/prediction is made based on the observation samples collected during

the training phase. Both the BER and the instantaneous post processing SNR are taken

as feature spaces to capture the channel conditions as well as the implementation losses

imposed by the imperfections of the ampli�ers. In our chapter, the dimension of the

feature space is 2. It is also instructive to note that if the dimension of the feature space

is high, machine learning algorithms would result in erroneous solutions, unless they are

provided with an exceedingly large number of training samples for decision-making [31].

On the other hand, in the mmWave HBF literature, analog BF is always combined with

digital BF, regardless of the nature of the channel. Contrary to popular belief, we show

in this chapter that activating both a digital precoder and combiner when the channel

has only a single dominant path is redundant. Therefore, switching o� both the digital

precoder and the digital combiner and activating analog only BF is energy-e�cient.

Against this background, our contributions in this chapter are summarized as follows.

1. We propose a learning assisted adaptive transceiver design for each user link based

on the near-instantaneous post-processed SNR, where the adaptation switches be-

tween multiplexing versus diversity oriented transmission modes as well as by appro-

priately con�guring the modulation employed so as to facilitate both high-reliability

and high-rate operation. The receiver relies on the instantaneous post-processed
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SNR to decide on the transmitter's multiplexing versus diversity aided transmis-

sion mode and on the choice of the speci�c modulation scheme to be employed with

the aid of supervised learning relying on the feed-back information forwarded to the

BS. In this chapter, we invoke the KNN classi�cation technique at the receiver for

decision making, as a design example.

2. We show through simulations that at a target BER of 10−3, the learning-assisted

adaptation achieves a signi�cantly higher rate with a SNR gain of about 5 dB,

while maintaining the required target BER compared to that of conventional link-

adaptation carried out based on hard threshold values. Furthermore, we demonstrate

by simulations that the performance of the system relying on HBF and on analog

only BF is similar in an environment, where there is only a single dominant path

for communications.

3. We also propose a deep learning assisted semi-blind detection for index modulation

mmWave MIMO systems. More particularity, we propose a detection design for

MS-STSK transmitter without relying on the explicit knowledge of the CSI at the

receiver. We also extend our design to a transmission scheme, where the MS-STSK

is coupled with the BIM but dispensing with the CSI knowledge for detection. This

philosophy makes our design spectral-e�cient, since it evades the need for the pilot-

assisted channel estimation.

4. We demonstrate by simulations that our proposed design detects the MS-STSK in-

formation with integrity while circumventing the CSI estimation, unlike the con-

ventional maximum-likelihood (ML) detector.

5. We show by simulations that our design outperforms the ML-aided detection in the

face of channel impairments introduced during the CSI estimation. Furthermore,

we demonstrate that the net DCMC capacity of the ML-aided detection is lower than

that of our proposed learning-assisted detection. In other words, the DCMC capacity

is signi�cantly a�ected by the pilot overhead when having ML-aided detection, since

it requires accurate CSI in every frame of the transmission.

6. To improve the �delity of our learning-assisted detection, we propose recalibration

of the NN weights after a certain number of frames, which is contingent on the

Doppler spread. The recalibration of the NN weights is carried out using side-

information or training information, which is known at both the transmitter and

receiver. Hence, we call our design semi-blind, since it requires the transmission of

the training data for recalibration of the NN weights. We show that the overhead

needed for this training data is negligible compared to the pilot overhead for channel

estimation.

7. We show by simulations that our proposed design outperforms ML-aided detection

in the face of channel estimation errors whose variance is as low as 0.15.
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8. A qualitative complexity discussion is presented both for the learning-assisted detec-

tion and for the ML-aided detection in terms of search space as well as the number

of computations.

9. We then extend our NN design to provide the soft values of the MS-STSK symbol

without relying on the explicit CSI. Furthermore, we demonstrate by simulations

that despite both its incognizance about the CSI and the low complexity, the NN

design performs closely to the conventional soft-demodulator having perfect CSI,

while it outperforms the conventional design in the face of imperfections in the CSI

at the receiver.
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Figure 5.1: The organization of the chapter.

The remainder of this chapter is organized as shown in the Fig. 5.1. In Sec. 5.2, we pro-

pose learning-aided link-adaption while contrasting with conventional designs in mmWave

hybrid systems. Then, we extend our philosophy to MS-STSK mmWave systems in

Sec. 5.3 and Sec. 5.4 using learning for hard- and soft-detection, respectively. Finally,

our conclusions are presented in Sec. 5.5.

Having discussed the allocation of phase shifters and RF chains, we now focus our at-

tention to a single-link of (5.1), where the BS design its FkRF and FkBB as well as the

modulation and transmission scheme depending on the nature of the channel.
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5.2 Learning-Aided Adaptive Transceiver Design

Let us again consider Fig. 2.25, where K users communicating with the base station.

After allocating the appropriate number of phase shifters and RF chains to the users

as discussed in Sec. 2.5, each user link can be modeled relying on the fully-connected

system model of Fig. 2.23, where user1 k receives its signal transmitted from Ntk active

antennas, which is then digitally processed using NRF
k RF chains. However, note that

the analysis can readily be extended to sub-array-connected designs of Fig. 2.24 and

Fig. 3.2. Then the vector of received signal for user k using fully-connected HBF design

is given by

yk = WkH

BBW
kH

RFHkF
k
RFF

k
BBs + WkH

BBW
kH

RFn, (5.1)

It is important to emphasize that the architecture of Fig. 2.26 may be deemed to be

equivalent to that of Fig. 2.23, where the BS of Fig. 2.26 processes the signals digitally

in the baseband using a digital TPC matrix FBB of size NRF
t ×Ns and then the digitally

precoded signal is phase shifted using the RF beamformer matrix FRF of size Nt×NRF
t

before transmission. Then the collective downlink received signal vector y for all K users

of Fig. 2.25 after both RF and baseband processing using the constituent matrices WRF

and WBB of sizes Nr ×NRF
r and NRF

r ×Ns, respectively, is given by

y = WH
BBW

H
RFHFRFFBBs + WH

BBW
H
RFn, (5.2)

where n is the Gaussian noise,WRF = diag
[
W1

RF, . . . ,W
K
RF

]
,WBB = diag

[
W1

BB, . . . ,W
K
BB

]
.

Furthermore, H = diag [H1,H2, . . . ,HK ] and s is the transmit symbol vector of size

Ns, while y = [ȳT1 . . . ȳ
T
k . . . ȳ

T
K ]T . Similarly, FRF = diag

[
F1
RF,F

2
RF, . . . ,F

K
RF

]
, while

FBB = diag
[
F1
BB,F

2
BB, . . . ,F

K
BB

]
.

Traditionally, the link-adaptation is carried out based on the average threshold values.

Upon receiving the signal, the receiver calculates the instantaneous post-processing SNR,

based on which the receiver makes the decision concerning the most appropriate trans-

mission mode by comparing it against the pre-de�ned average SNR threshold values [184].

The total post-processing SNR, which is the SNR calculated after combining using the

matrixWk at the receiver of user k, for a given channel realizationHk and noise variance
1 As a design example of Fig. 2.25, we assumed K groups with one user in each. However, there may

be more than one user in any group at any point of time. For brevity we considered one user in each
group � and each user in a group may be served by a plurality of RF chains provided that the user's
channel supports multiple beams. Having plurality of RF chains implies plurality of multiple beams for
transmission. However, the number of beams is governed by the rank of the channel matrix.
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σ2n is given by

SNR =

tr
((

WkHHkF
k
)H

WkHHkF
k

)
tr
(
WkWkHσ2n

) , (5.3)

where Wk = Wk
RFW

k
BB and Fk = FkRFF

k
BB.

The matrices FkRF and FkBB are designed by maximizing the capacity of the hybrid

precoder. More explicitly, the objective function formulation results in minimizing the

Frobenius norm between the optimal matrix and the matrix product FkRFF
k
BB [194],

which is formulated as:

min
FkRF,F

k
BB

‖Fkopt − FkRFF
k
BB‖F, (5.4)

s.t. ‖FkRFFkBB‖2F = Ns, (5.5)

|FkRF(m,n)| = 1. (5.6)

The optimal precoder matrix Fkopt of the system model in (5.2) is obtained by the SVD

of the channel matrix Hk = UkΣkV
H
k , where the �rst Ns columns of the right singular

matrix Vk are chosen to construct the matrix Fkopt. We note that in order to decompose

the digital precoder into hybrid product, the solutions presented in Table 2.3 may be

invoked. In the next section, we detail both the conventional and the proposed link-

adaptation.

Remark 5.1. It is instructive to note that the system considered is not very di�erent

from the scenario of having unknown interferences. The proposed design can be readily

extended to the situation when there is interference from the unintended transmitters

by using the SINR instead of the SNR. In this setting the denominator in (5.3) would

contain one more additional term, which is the interference. Moreover, according to the

central limit theorem, when there is a large number of interferes, the interference caused

by them can be modeled as additional Gaussian noise. In this case (5.3) would remain

the same, except for an increased noise variance.

5.2.1 Conventional Adaptation

In conventional adaptation, the receiver makes a decision concerning the mode of trans-

mission using the post-processed SNR based on the pre-de�ned threshold SNR values,

which are set to meet a required BER. Fig. 5.2(a) shows the plot of average BER against

the average SNR for di�erent transmission schemes using 64×32 element MIMO scheme

relying on two RF chains at both the BS as well as at the receiver and communicat-

ing over the mmWave channel model. In this plot, two spatial streams are used for



162 Chapter 5 Learning-Aided Transceiver Design

10
-3

10
-2

10
-1

B
it

E
rr

o
r

R
at

e

-25 -20 -15 -10 -5

(a) SNR [dB]

♠

♠

♠

Diversity 1 bps/Hz (BPSK)

Multiplexing 2 bps/Hz (BPSK)

Diversity 2 bps/Hz (4 QAM)

♠ Multiplexing 4 bps/Hz (4 QAM)

Diversity 4 bps/Hz (16 QAM)

Multiplexing 8 bps/Hz (16 QAM)

10
-3

10
-2

10
-1

B
it

E
rr

o
r

R
at

e

-25 -20 -15 -10 -5

(b) SNR [dB]

♠

♠

♠

Diversity 1 bps/Hz (BPSK)

Diversity 2 bps/Hz (4 QAM)

♠ Multiplexing 4 bps/Hz (4 QAM)

Multiplexing 8 bps/Hz (16 QAM)

Figure 5.2: Average BER versus average SNR of spatial diversity and spatial multiplexing
for di�erent transmission rates. In this con�guration, two spatial streams are transmitted
using a 64×32 element MIMO with NRF

t and NRF
r = 2, while channel is NLOS in nature.
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spatial multiplexing, while only a single spatial stream is used when aiming for diver-

sity. Observe from the plot that the diversity-oriented QPSK scheme performs better

than spatial multiplexing using two BPSK streams. Furthermore, spatial multiplexing

with two QPSK streams achieves better BER than diversity-aided 16 QAM. Therefore,

Fig. 5.2(b) excludes both the inferior spatial multiplexing aided BPSK streams and the

diversity aided 16 QAM, hence only considering the schemes that provide a better BER

for a given rate.

Following the conventional link-adaptation, the speci�c threshold values designed for

each scheme characterized in Fig. 5.2(b) that attain the target BER of 10−3 are shown

by vertical lines. After the calculation of the instantaneous post-processed SNR the

receiver decides on both the type of transmission scheme as well as on the modulation

mode by comparing it against the pre-de�ned threshold values. Explicitly, the receiver

compares the post-processed SNR against the vertical lines in Fig. 5.2(b) and relays the

requested mode information to the BS. We note that the post-processed SNR values are

calculated o�ine and stored in a memory so that the receiver does not have to do any

calculations.

On the other hand, in the case of only one dominant path, the digital BF is switched o�

and adaptation is performed amongst the modulation schemes only, since the channel

does not support multiplexing/diversity.

5.2.2 Proposed Learning Assisted Adaptation

In contrast to conventional adaptation, in the proposed design, the receiver relies on

learning, hence dispensing with any pre-de�ned threshold values. Here we conceive a

classi�cation algorithm. However, most classi�cation algorithms require an explicit func-

tional mapping between the feature set and the classi�ers. The feature set in our work

includes the SNR and the BER, while the classi�ers are spatial multiplexing associated

with di�erent modulations modes and spatial diversity also using di�erent modulations.

Unfortunately, there is a paucity of information about the functional mapping between

the two. Hence, we conceive a KNN classi�cation algorithm, which is non-parametric,

since it does not require any information about the functional mapping [203]. Further-

more, the theoretical assumptions made related to its mathematical tractability may

become invalid in practical environments, where the data may not obey a speci�c dis-

tribution. In such scenarios, the KNN algorithm would be a promising choice, because

again, it does not depend on any assumptions or knowledge about the data distribu-

tion [203]. The operating principle of the KNN algorithm is illustrated in Fig. 5.3, where

the training data of two classi�ers are distinguished with squares and circles. When a

testing data point is given, a circle with the testing data point as its center is drawn

so that it encircles K points from the classi�ers, as shown in Fig. 5.3. Then the class

associated with more points in the circle will be chosen by invoking majority voting. If
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the number of points in each class is the same, then the class having a better throughput

is selected. The feature set used for link-adaptation is F = {SNR,BER}, and the class

Testing Data
(8−NN)

Class 1

Class 2

Feature Set 1

F
ea

tu
re

 S
et

 2

Figure 5.3: Illustration of K-Nearest Neighborhood Algorithm.

set is de�ned as C = {DivBPSK,DivQPSK,MuxQPSK,Mux16QAM}2 for NLOS channel,

while C = {QPSK, 16QAM} when the channel has only a single dominant path since it

has no multiplexing/diversity gain. In other words, when the channel has only a single

dominant path, adaptation during the second stage only recon�gures the modulation

scheme.

The proposed learning adaptation is comprised of two phases: the training phase and the

testing phase. In the training phase, both the BER and the instantaneous post-processing

SNR are calculated for each channel realization and stored in memory. Having accumu-

lated the training data, the testing phase ensues. When a new data point is received,

the post-processed SNR is calculated. Then, equipped with the post-processed SNR and

the required BER as the parameters, the K nearest neighbors are chosen from the set

C . Finally, the speci�c class which has more points in the neighborhood is selected.

To elaborate further, Fig. 5.4 shows the training data for 100 channel realizations at 5

di�erent noise levels, where 500 symbols are transmitted for every channel realization.

Then the BER is computed for 500 symbols. This process is carried out for di�erent

tranmission techniques. For example, in Fig. 5.4 the diversity associated with 2 bps/Hz

is obtained by transmitting a 4-QAM symbol using two RF chains, while multiplexing

associated with 4 bps/Hz is obtained by transmitting two 4-QAM symbols using two

RF chains. Similarly, multiplexing associated with 8 bps/Hz is obtained by transmitting

two 16-QAM symbols. Thus, Fig. 5.4 was obtained for di�erent transmission modes by

plotting the instantaneous BER versus instantaneous SNR using (5.3), as opposed to the

average BER versus average SNR portrayed in Fig. 5.2.
2Div denotes diversity, while Mux denotes multiplexing.
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Figure 5.4: Instantaneous BER of di�erent transmission schemes.

It is worth observing from Fig. 5.4 that the selection of the class from set C based

on the average threshold values would result in low rates because of the wide-ranging

scattering of the instantaneous post-processing SNR values. It can clearly be seen in

Fig. 5.4 that the boundaries are not hard, which makes it di�cult to decide the choice

of the class based on the threshold values of the conventional link-adaptation. During

the testing phase, upon estimating the channel state information, the receiver calculates

the post-processing SNR assuming that spatial multiplexing is used relying on (5.3) and

then �nds the K-nearest neighbors with the aid of the post-processed SNR calculated

and the required BER, followed by selecting the class through majority voting.

Remark 5.2. When two di�erent color points of Fig. 5.4 overlap, which means that the

instantaneous BERs of the two schemes are similar, the speci�c transmission scheme

having the higher rate is selected.

Remark 5.3. Unlike the parametric algorithms discussed in Sec. 2.7, where the parame-

ters such as weights and biases are designed, the KNN learning algorithm invoked in this

chapter is a non-parametric classi�cation method [203], which does not depend neither

on weight/bias learning parameters, nor on communication parameters such bandwidth,

or sampling rate. The advantage of choosing a non-parametric learning algorithm is that

it need not have any functional mapping between the input and output samples. To

expound a little further, it only considers the post-processing SNR, as well as the target

BER as the feature sets and then decides upon the speci�c class having the higher rate

based on majority vote, while satisfying the target BER for the post-processing SNR

observed.
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5.2.3 Complexity

In this section, we present a qualitative discussion on the KNN algorithm's complexity

in practical implementations. There are two signi�cant components of the KNN, which

dominate the complexity, namely the search complexity and the memory required for

saving data points. Given the advances in the storage capabilities of the devices, the

latter may be of less concern than the former. Hence, we focus our discussions on the

search complexity. Let us assume that we have n training samples in d dimensions. Then

a brute-force KNN search would have the search complexity of O(kdn) for K nearest-

neighbors. Although in our chapter we only deal with the BER, rate and post-processing

SNR, the brute-force search across the design-space of these three parameters results in

a high complexity for higher dimensions. Therefore, this method is not e�ective as it

does not exploit the structure of the training data. However, there is a vast body of

literature on fast-KNN techniques search [217�219], which restructure the training data

into clusters. By restructuring the data into clusters each having O(
√
n) objects in each

cluster, the search complexity is reduced to O(kd
√
n log nd + kn), which is lower than

the brute-force KNN search complexity [218,219].

On the other hand, in conventional link-adaptation, a BER and rate look-up table is

constructed for di�erent average SNR values. Then the SNR after post-processing is

compared against the average SNR values and the scheme whose SNR value is higher

than the threshold is selected. Although the computational complexity in conventional

link-adaptation is lower, the quality-of-the-service of the system is signi�cantly a�ected.

5.2.4 Performance Results

In this section, we present our simulation results for characterizing the rate achieved

by the proposed learning assisted link adaptation for a user k. We performed Monte

Carlo simulations for studying the performance gap between the proposed design and

the conventional design, where the average is calculated using 100 channel realizations

and a total of 1000 symbols are used for each channel realization. Furthermore, in these

results, the desired/required BER is set to 10−3. The simulation parameters are listed

in Table 5.1.

Fig. 5.5(a) shows the histogram-based probability density function (PDF) versus the

average SNR for all the classes in the set C using learning. It can be seen from Fig. 5.5(a)

that at -20 dB of post-processed SNR there is a similar probability of transmission for

the classes of DivBPSK,DivQPSK. Furthermore, the probability of the class DivBPSK falls

gradually as the SNR increases, while the MuxQPSK mode starts to share the probability

of being activated with the DivQPSK mode, where the probabilities are obtained by

evaluating the relative frequency of each class using the proposed learning assisted link-

adaptation based on both the post-processing SNR and on the BER target. Similarly,
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Figure 5.5: Probability density functions for di�erent classes as a function of the aver-
age SNR. Simulation parameters used are listed in Table I. (a) Learning assisted link-
adaptation. (b) Conventional link-adaptation. In this setting, the channel is NLOS in
nature.
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Table 5.1: Simulation parameters.

Parameters Values

Nt 64

Nr 32

NRF
t 2

NRF
r 2

Ns 1, 2

K 20

α
nray

nc CN (0, 1)

φ
nray

nc Laplacian distributed

θ
nray

nc Laplacian distributed

BER 10−3

the probability of choosing the MuxQPSK mode increases at high SNRs. By contrast, the

conventional link-adaptation shown in Fig. 5.5(b) has a very low probability of selecting

the class DivQPSK in the SNR region −20 < SNR [dB] < −15. Similarly, MuxQPSK has

a low probability, when we have −10 < SNR [dB] < −3 as opposed to Fig. 5.5(a), where

the decision is made based on the pre-de�ned threshold values.

Fig. 5.6(a) shows the throughput of the system for both the proposed as well as for

the conventional link-adaptations. The curves in Fig. 5.6(a) are obtained by calculat-

ing the average number of bits transmitted per channel realization using learning and

conventional link-adaptations, respectively. It is readily seen that the proposed learning

assisted link-adaptation achieves a superior throughput and the throughput di�erence

is substantial, especially at the border lines, during the transition between adjacent

classes. In Fig. 5.6(a), for example, it can be clearly seen that in the high-SNR region

the proposed design outperforms the conventional adaptation3 by about 5 dB.

On the other hand, as an example we have also shown in Fig. 5.6(b) the throughput

of the system when the channel has only a single dominant path, where the adaptation

takes place between the QPSK and 16QAM schemes. It can be seen from Fig. 5.6(b) that

the learning-aided design achieves superior performance over the conventional design.

Fig. 5.7(a) shows the BER performance of both the proposed design and of the conven-

tional design as a function of the average SNR. It can be observed from Fig. 5.7(a) that

the proposed design meets the target BER of 10−3 whilst providing a higher data rate, as

shown in Fig. 5.6 (a). Although the conventional adaptation typically provides a lower

BER than the target, it fails to reach the highest data rate possible. Similarly, Fig. 5.7(b)

3 In conventional adaptation, the threshold is selected based on the target BER. In our simulations,
we have set a target BER of 10−3; then the SNR versus rate look-up table is constructed by using
Fig. 5.2 (b).
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shows the BER performance when the channel has only a single dominant path, where

the learning assisted design meets the target BER of 10−3, whilst also providing a higher

data rate, as shown in Fig. 5.6(b).

Remark 5.4. The KNN algorithm's superior performance can be attributed to the learn-

ing strategy, which is invoked o�ine. Furthermore, the KNN algorithm also records the

post-processing SNR, the instantaneous BER and the rate as a data point during its

operation transmission and updates its data points. These data points are further used

for decision-making during the next transmission time slot. These attributes make the

KNN algorithm aided system superior to the conventional technique.
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Figure 5.8: Block diagram of the MS-STSK encoder.

Having discussed the learning-aided link-adaptation in mmWave hybrid systems using a

non-parametric machine learning tool, we now focus our attention on the learning-aided

detection in multifunctional mmWave systems whose receiver complexity is typically

high.

5.3 Learning-Aided Hard-Detection for mmWave

MS-STSK Systems

In previous chapters we have analyzed the dual-function transceiver designs. More ex-

plicitly, in Chapter 3 we have studied the transceiver design that can provide both di-

versity and beamforming gains, while in Chapter we advocated a beamforming-assisted

transceiver design that can simultaneously transmit and receive data. In this Section,

we extend our design to multifunctional MIMO system with HBF, where we invoke NN

network for detection. Let us consider the system model shown in Fig. 5.8, where the
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transmitter is equipped with Nt AA 4 of K AE each. In Fig. 5.8, the transmitter employs

an MS-STSK scheme, where the information is conveyed by both the STSK symbols and

antenna combination (AC) information. In our system model of Fig. 5.8, the MS-STSK

scheme relies on using M AAs (RF chains), where the AC selection is performed by

selecting M AA out of Nt AA. More explicitly, the MS-STSK codeword is comprised of

two parts, where the �rst part conveys log2(McMQ) bits, with Mc being the constella-

tion size and MQ is the number of dispersion matrices. The remaining log2(Nt/M) bits

are mapped to a speci�c AC in the antenna selection unit of Fig. 5.8. It is important

to emphasize that during the MS-STSK transmission only M AA are activated at any

symbol interval, while the other antennas remain silent.

The output of a typical STSK encoder is given by

X = Aqxl, (5.7)

where xl is the M-QAM/PSK symbol, and Aq is the qth dispersion matrix of size M ×T
from the set A = {A1, . . . ,Aq, . . . ,AMQ

}, where ‖A‖2q = T . The physical signi�cance

of the matrix Aq is that it disperses the symbol xl over M AA during T time slots.

For example, for a 4-bit-sequence `0110', where the �rst two bits, `10', are mapped

to one of the classic 4-QAM symbols, while the remaining two bits, `01', are mapped

to one of the four dispersion matrices from the set A having the cardinality of 4, i.e.

A = {A1,A2,A3,A4}. It is also possible that the �rst three bits are mapped to 8-QAM

while the last bit is used for the selection of one of two dispersion matrices, depending

on the speci�c design requirements.

Having expounded on the MS-STSK design, in the next subsections, we focus our atten-

tion on the system model of the MS-STSK design combined with beamforming followed

by the description of amalgamating MS-STSK with the BIM concept.

5.3.1 MS-STSK Combined with Beamforming

It is important to emphasize that (5.7) represents the STSK symbol associated with a

speci�c combination of active AA. However, since the transmitter is equipped with Nt

AA, the total number of ACs (Nc) for the STSK symbol transmission is

Nc = 2k, k = blog2Nt/Mc . (5.8)

The Nc value is rounded down using the �oor function to allow only an integer number

of bits. Note that the number of ACs (Nc) is calculated by combining the set of M

consecutive antennas together.
4The transmitter is equipped with a beamforming AA to derive for compensating the propagation

loss at mmWave frequencies.
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(b) Beamformed MS-STSK symbol coupled with the beam index in the direction of the desired
user. In this design, a total of log2(NbNcMcMQ) bits are mapped to one of the classic Mc-QAM
symbols, one of the MQ dispersion matrices, one of the Nc ACs and one of the Nb beams.

Figure 5.9: MS-STSK symbol transmission - (a) when the channel supports only one
beam (b) amalgamated with beam index when the channel supports a plurality of beams.

During transmission, an MS-STSK symbol is formed when an STSK symbol is fed to

the ST mapper of Fig. 5.8, where a speci�c AC is selected depending upon the input

bit-sequence. In other words, a part of the input bit-sequence determines the speci�c

AC to be selected for transmission. To expound a little further, let us again consider the

bit-sequence where two additional bits are appended to the left of the aforementioned

bits, i.e., `110110'. In this scenario, the bits `11' convey the index of one of four ACs5.

Thus, in this design we have a total of log2(NcMcMQ) buts/channel use (bpcu), where

the additional log2(Nc) bits pass the information of the AC. Therefore, an MS-STSK

symbol formed at the output of the ST mapper of Fig. 5.9 from the cth AC can be
5In this setting, the total number of AC assumed is 4.
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expressed as

X̃ = Ãq,csl, (5.9)

where Ãq,c is the MS-STSK dispersion matrix whose entries are constitute by the selected

AC dispersion matrix and it is given by

Ãq,c = [0 . . .Aq . . .0]T . (5.10)

Then the MS-STSK symbol is steered in the desired direction for transmission over the

mmWave channel using the RF analog RF BF matrix FRF to the desired user, as shown

in Fig. 5.9(a), where the block-based received signal Y of size Nr × T after RF analog

combining using WRF matrix is given by

Y = WRFHFRFX̃+V, (5.11)

where V is the Gaussian noise having the distribution of CN (0, σ2), while FRF is ex-

pressed as

FRF = [O . . .FRFq . . .O] ∈ CKNt×Nt , (5.12)

FRFq = diag(F1
RFF

2
RF . . .F

M
RF), (5.13)

where FiRF is the BF vector of the ith AA of size K×1. Similarly,WRF is the analog RF

combining matrix of size M × Nr. Furthermore, H represents the statistical mmWave

channel model expressed as

H = [H1H2 . . .HNt ], (5.14)

where Hi is a statistical channel matrix of size Nr ×K, which is expressed as

Hi =

√
NrNt

NcNray

Nc∑
nc=1

Nray∑
nray=1

α
nray
nc ar(φ

nray
nc )aTt (φ

nray
nc ). (5.15)

The variables Nc, Nray in (5.15) are the number of clusters and number of rays, respec-

tively, while α obeys the distribution of NC(0, 1), and ai as well as ar represent the

array response vectors at the ith AA of the transmitter and the array at the receiver,

respectively.

Note that our system model of (5.11) corresponds to Fig. 5.9(a), where the MS-STSK

symbol is transmitted over the channel matrix H to its intended receiver with the aid of

beamforming, where all the beams (one or many) supported by the channel are utilized.

Additionally, by lettingWRFHFRF = He� and invoking the vectorial stacking operation,

Eq. (5.11) becomes equivalent to an SM system, which is detailed in [211]. In other



Chapter 5 Learning-Aided Transceiver Design 175

words, Eq. (5.11) can be re-written in the vector form of [211,213]:

y = H̃XIcKq,l + Ṽ, (5.16)

where the vectorized constituent matrices are expressed as

y = vec(Y) ∈ CNrT×1, (5.17)

H̃ = I⊗He� ∈ CNrT×NtT , (5.18)

Ṽ = vec(V) ∈ CNrT×1, (5.19)

X = [vec(Ã1,1) . . . vec(Ãq,c) . . . vec(Ãq,Nc)] (5.20)

∈ CKNtT×NcMQ , (5.21)

K = [0 . . . 0︸ ︷︷ ︸
q−1

sl 0 . . . 0︸ ︷︷ ︸
MQ−q

]T . (5.22)

At the receiver, the vectorized received signal y is used during the detection process.

Conventionally, the detection of the MS-STSK symbol, where the estimates q̂.l̂, ĉ of (5.11)

are obtained, is carried out by employing ML detection relying on the CSI estimated at

the receiver and it is expressed as

< q̂, l̂, ĉ >= argmin
q,l,c
‖y− H̃XIcKq,l‖2. (5.23)

Additionally, the DCMC capacity of the MS-STSK scheme is given by [220]

CMS-STSK
DCMC = log2(NcMcMQ)− 1

(NcMcMQ)

∑
q,l,c

E
[
log2

∑
q′,l′,c′

exp(ψMS-STSK

∣∣∣∣K] ,
(5.24)

where

ψMS-STSK = −

∥∥∥HX (Ic′Kq,l − Ic′Kq′,l′
)

+ Ṽ
∥∥∥2 − ‖Ṽ‖2

σ2
. (5.25)

By taking into account the pilot overhead fp, which is the ratio of the number of pilots

(Np) to the total number of symbols in the block, the e�ective DCMC capacity becomes:

CMS-STSK
eDCMC = (1− fp)CMS-STSK

DCMC ,

For Nd number of symbols and Np number of pilots in a frame, fp is expressed as

fp =
Np

Nd +Np
. (5.26)
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Furthermore, when the minimum mean squared error (MMSE) channel estimate is con-

sidered, the channel estimate error variance (σ2h) for a total transmission signal power ρt
is given by [221]

σ2h =
1

1 + 100ρtfp
. (5.27)

5.3.2 MS-STSK Amalgamated with BIM

In contrast to Fig. 5.9(a), Fig. 5.9(b) shows the MS-STSK symbol coupled with the

beam index before the �nal transmission. In this model of Fig. 5.9(b) information is also

conveyed by the index of the beam in addition to the information conveyed by MS-STSK

symbol. More explicitly, when the channel of (5.14) supports a plurality of beams, say

Nb beams, instead of transmitting in all beams at once, the transmitter selects a speci�c

beam for transmission depending upon the input bit-sequence. Thus, this design is

capable of achieving an additional bit rate of log2(Nb) bits per channel use than that of

its counterpart dispensing with BIM.
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Figure 5.10: Illustration of beam index modulation coupled with MS-STSK.

To elaborate a little further, let us consider the `toy' example shown in Fig. 5.10, where

the channel seen from each AA supports a total of 4 beams for transmission. In order to

increase the spectral e�ciency, the BIM is invoked by relying on the index of the beam

used for transmission. In other words, MS-STSK transmission can be carried out by one

of the four beams from each AA by allowing additional bits to be conveyed by the index of

the beam. Naturally, this philosophy only can be exploited when there are more than one

beams. At this stage the question arises � how do we best con�gure our NtK-element

antenna for a speci�c diversity-, spatial multiplexing- and beamforming order? Naturally,

this depends on the particular application in mind, as well as on its speci�cations. In

the example of Fig. 5.10, we opted for invoking BIM for implicitly conveying two extra

bits instead of the classic space-division multiple access principle, because BF relies on

λ/2-spaced elements; but such a tight element-spacing would result in a modest STSK

multiplexing gains, because the adjacent AEs receive correlated signals, which are hard
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to separate at the receiver. In a nutshell, the speci�c assignment of AEs to the baseband

signal processing functions has to be carefully considered. If there is only a single beam,

then MS-STSK will be combined with conventional beamforming. As an example, in

Fig. 5.10, beam 2 is selected for MS-STSK transmission according to the bit sequence

`01' representing the beam index, while beam 3 is selected from the other AA for the

bits `11'. Thus, the total number of bits per channel use when BIM is coupled with the

MS-STSK example discussed in Section 5.3.1 is 10, i.e., `1101︸︷︷︸
BI

110110︸ ︷︷ ︸
MS−STSK

.'

Now let us again consider Fig. 5.9(b), where the channel seen from each AA at the

transmitter supports Nb beams and only one of the Nb beams is selected for transmission

depending on the bit-sequence. Thus there are Nb possible combinations of beamforming

for MS-STSK symbol transmission conveying a total of log2(NbNcMcMQ) information

bits in contrast to the log2(NcMcMQ) bits of the MS-STSK scheme of [211], transmission

dispensing with the beam index mode. The block-based received signal YBI of this

scenario can be expressed as

YBI = Wn
RFH

n
BIF

n
RFX̃+N, (5.28)

where Hn
BI is the statistical channel model of (5.14) in the nth beam, while the sizes of

the matrices Hn
BI,W

n
RF,F

n
RF and X̃ are still the same, as described in Sec. 5.3.1. We

observe that the only di�erence between (5.11) and (5.28) lies in the manner of exploiting

the beams.

Similar to (5.16), Eq. (5.28) can be vectorized for the nth beam. At the receiver, the

vectorized received signal yBI is used during the detection process. In this setting, the

detection of the estimates q̂.l̂, ĉ, n̂ of (5.11) is obtained by employing ML detection on

the CSI of the nth beam at the receiver and it is expressed as

< q̂, l̂, ĉ, n̂ >= arg min
q,l,c,n

‖yBI −Hn
BIXIKq,l‖2; (5.29)

It is important to emphasize that both (5.23) and (5.29) are heavily reliant on the

availability of accurate CSI for the successful detection of the symbols, thereby imposing

both the usual pilot overhead required for channel estimation and an additional channel

estimation complexity. Furthermore, we will show in the subsequent section that, both

(5.23) and (5.29) produce an error �oor when the CSI estimate error variance is set to

0.15.
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Additionally, the DCMC capacity of the MS-STSK scheme combined with BIM is ex-

pressed as

CMS-STSK-BIM
DCMC = log2(NbNcMcMQ)− 1

(NbNcMcMQ)
× (5.30)∑

n,q,l,c
E
[
log2

∑
n′,q′,l′,c′

exp(ψMS-STSK-BIM)

∣∣∣∣K] ,
where we have:

ψMS-STSK-BIM = −

∥∥∥HnXIcKq,l −Hn′XIc′Kq′,l′ + Ṽ
∥∥∥2 − ‖Ṽ‖2

σ2
. (5.31)

By taking into account the pilot percentage fp the e�ective DCMC capacity becomes:

CMS-STSK-BIM
eDCMC = (1− fp)CMS-STSK-BIM

DCMC .

In the next section, we propose a design, where we employ blind detection relying on

a neural network while dispensing with the requirement of having CSI knowledge at

the receiver. The advantage of our design is that it avoids the reliance on CSI and

consequently circumventing the pilot overhead and complexity of channel estimation.

This philosophy makes our design spectral-e�cient.

5.3.3 Proposed Semi-Blind Detector Design

Let us now focus our attention on the learning-assisted blind-detection for our system

model. As discussed previously in machine learning section in Chapter 2, we �rst aim

for designing the training weights and biases for our neural network. In our design, the

number of hidden layers is set to 2, while the number of neurons is adjusted in such a

way that it faithfully reproduces the output during the training stage. In our MS-STSK

symbol transmission of Eq. (5.16), the vectorized received signal y serves as the input

to the neural network; while the detected dispersion matrix index, the antenna index

and the complex-valued classic symbol drawn from the M-QAM constellation constitute

the output vector, as shown in Fig. 5.11(a). Similarly, when the MS-STSK encoder is

amalgamated with a beam-index, as in Eq. (5.28), the vectorized matrix yBI serves as

the input of the ANN. In this scenario, we have an additional element, at the output of

the ANN which is the beam index,as shown in Fig. 5.11(b).

Having de�ned the input and the output vectors of the neural network, training of the

network is carried out using a set of known input and output samples. We note that

before the training process, the weight matrices and the biases vectors of all layers are

set to random values from the distribution N (0, 1) [112]. Furthermore, in our design, a

member of the hyperbolic tangent function is used as the activating function as a bene�t
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Figure 5.11: ANN assisted blind-detection at the receiver. Since this design is capable
of estimating the output while dispensing with the CSI, the pilot overhead is markedly
reduced.

of its smoothness and asymptotic properties, which is given as [128]

f(x, a, v) =
2

1 + e−2a(x−v)
− 1, (5.32)

where f(x, a, v) is mapping on x, a is the slope parameter, and v a�ects the function

position.

The activating function of (5.32) is applied at every neuron of the network whose output

is fed as the input to the next layer of neurons. In other words, the activating function

of (5.32) maps its input vector yi of the i
th training sample using the weight matrix W

and bias vector b of that layer. Then this mapping serves as the input vector to its

succeeding layer and so forth. After the �nal mapping, which is at the output layer, the
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(b) Learning assisted detection for MS-STSK transmission. This design dispenses with the
CSI estimation for symbol detection.

Figure 5.12: ANN assisted blind-detection at the receiver. Since this design is capable
of estimating the output while dispensing with the CSI, the pilot overhead is markedly
reduced.

error between the known output and the predicted output is computed. The error is

formulated for each layer as a loss function given by [131]

L =
1

S
S∑
i=1

‖ŷi − yi‖+ ρ1‖W1‖22 + ρ2‖W2‖22 + ρ3‖W3‖22, (5.33)

where S is the cardinality of the training set, ŷi and yi are the predicted and the

known output vector of the ith training sample, respectively, while ρ1, ρ2, ρ3 are the

regularization factors used for avoiding over-�tting [131].
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Then, the weight matrices and bias vectors are designed for minimizing the loss func-

tion of (5.33). This is typically carried out using the technique of back-propagation.

In back-propagation, the gradient of (5.33) is evaluated with respect to the weight ma-

trices W1,W2,W3 and bias vectors b1,b2,b3. A more detailed explanation of back-

propagation is presented by Chauvin et al. [132].

Note that in our design we assumed that the channel evolves in time according to Jakes'

model, where the channel's correlation coe�cient in time is de�ned by the zero-order

Bessel-function of the �rst kind as [222]

ζ = J◦(2πfdτ), (5.34)

where fd is the maximum Doppler frequency and τ is the sample time. Therefore, the

number of neurons and the time required for designing the weights and biases during the

training phase depend on the Doppler spread6 fdτ . Furthermore, the Doppler spread also

plays a key role in deciding how often the training of the weights and biases is required

for estimating the indices with a high integrity.

After designing the neural network parameters, the testing phase ensues, where the

vector y(or yBI) from the receive AA is fed to the input of the neural network. Here the

weights and biases computed during the training phase are applied to the input vector

for estimating the indices at the output of the network.

Remark 5.5. The input of the neural network takes only real values; therefore, we have

split the received vector y into real part R(y) and imaginary part I(y) before feeding it

to the neural network.

5.3.4 Receiver Complexity

In this section, we focus our attention on the receiver design of the proposed model.

Fig. 5.12 illustrates the block diagram of a typical receiver employing ML detection as

well as the learning-assisted blind-detection. To expound further, Fig. 5.12(a) shows the

schematic of ML detection. In this design, the receiver �rst combines the signal in the RF

stage and then performs down-conversion for further digital processing in the baseband.

Given the necessity of having the CSI, channel estimation is carried out with the aid of

pilots prior to the detection. The ML detection is invoked for estimating the MS-STSK

symbol after the CSI estimate is obtained.

By contrast, Fig. 5.12(b) shows the receiver design relying on a neural network, where

the training weights are designed o�ine. It can be seen in Fig. 5.12(b) that, in contrast

to Fig. 5.12(a), this design dispenses with the channel estimation stage. More explicitly,

6At high Doppler spread, more number of neurons may be required for training.
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the signal received after down-conversion is fed to an ANN, where the NN parameters

learned during the training phase are applied for estimating the MS-STSK indices.

Having brie�y discussed the receiver structure of both designs, let us now focus our at-

tention on the complexity quanti�ed in terms of search space volume and the number of

computations. Let us consider again the MS-STSK symbol of (5.11) as a `toy' example,

where there are MQ dispersion matrices, Mc complex-valued symbols and Nc ACs. In

this scenario, the ML detection of (5.23) has to estimate both the index of the dispersion

matrix and of the M-QAM symbol, as well as of the AC. Thus, the run-time complexity

relying on ML detection would be on the order of O(McMQNc). Furthermore, the ML

detection requires CSI knowledge which relies on pilots and imposes additional complex-

ity during the channel estimation stage of Fig. 5.12 (a), while also signi�cantly reducing

the data rate because of the pilot overhead.

In contrast to the ML detection, semi-blind learning assisted detection improves the

data rate by eliminating the pilot overhead. In other words, once trained the neural

network turns a `blind eye' to the CSI. This philosophy makes our design spectral-

e�cient. Furthermore, the pre-determined parameters of the network learned during

the training process allows us to estimate the indices of (5.11) with a high integrity as

we will show later in Section 5.3.5.

On the other hand, the complexity of the proposed design depends on the number of

neurons in each hidden layer. More explicitly, the complexity of a typical NN is jointly

determined by the forward propagation, and backward propagation. To elaborate a little

further, let us assume that there are n neurons in a hidden layer. Let us also assume

that the input and output vectors are of sizes ni and no, respectively. We know that for

each layer's activating function of (5.32) is computed using the network parameters of

the respective layer. In other words, the pre-determined weight matrix and bias vector

values are substituted in the activating function of (5.32) relying on the input vector ni
for computing the intermediate output no, which serves as the input of the next layer.

In (5.32), x is the input, a is the weight and v is the bias. Contrasting it to the ML

receiver's search complexity by considering each search operation as a node of Fig. 5.11,

the complexity of the proposed design would be on the order of O(ninh1nh2no). It is

important to emphasize that in contrast to the ML of Fig. 5.12(a), this design does

not require additional computations for channel estimation and also avoids the pilot

overhead.

Let us now delve into the complexity in terms of the number of computations for both

designs. The total number of complex multiplications required by ML detection for

the transmission parameters of (5.11) is O(NtNrNcMQT
2) + O(NcM

3
Q), while it is

O(NbNtNrNcMQT
2) +O(NbNcM

3
Q) for (5.28). By contrast, for the NN associated with

the aforementioned parameters, the number of multiplications is O(ninh1)+O(nh1nh2)+

O(nh2no).
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Table 5.2 illustrates the number of computations required for (5.23) with the simulation

parameters listed in Table. 5.3.

Table 5.2: Quantifying the complexity in terms of number of complex multiplications.

Design Computations

Learning assisted Blind Detection for (5.11) 330

ML-Aided Detection for (5.11) 384

Learning assisted Blind Detection for (5.28) 1146

ML-Aided Detection for (5.28) 768

Table 5.3: Simulation Parameters.

Parameters Values

Number of AEs in each AA at Tx (K) 64

Number of AEs in each AA at Rx (L) 16

Number of AAs at Tx (Nt) 4

Number of AAs at Rx (Nr) 2

Size of QAM symbol (Mc) 4

Number of dispersion matrices MQ 4

Size of consecutive AA selected (M) 2

Time slots (T ) 2

Number of clusters (Nc) 1 & 2

Number of rays (Nray) 1

Number of beams (Nb) 2

AoA (φr) variable

φt variable

5.3.5 Performance Results

In this section we present our simulations characterizing the performance of the proposed

design and of the ML detection. More particularly, we performed Monte Carlo simula-

tions for comparing the performance of the learning-assisted blind detection and of the

ML-aided detection. Our simulation parameters are listed in Table 5.5.

Fig. 5.13 shows the probability density function (PDF) of the antenna index estimate

generated from the output of the NN for the system model of Fig. 5.9(a). The plots

shown in Fig. 5.23 are generated during the testing phase of the NN for SNRs of 0, 5 and

15 dB. To obtain this plot, we have set the number of hidden layers to 2, where the NN
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Figure 5.13: Probability distribution of the antenna index estimated at the output of the
NN for (a) SNR 0 dB (b) SNR 5 dB (c) SNR 15 dB.
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underwent training using 2000 samples. Additionally, we note that the input vector of

the NN of Fig. 5.11 takes only real values as discussed in Section 5.3.3, hence the received

vector y is split into its real and imaginary parts. In this setting, we empirically observed

that the NN makes an accurate inference between the output and the input vectors, when

the number of neurons is set to 12 and 13 in hidden layers 1 and 2, respectively for both

the real and imaginary parts of the network.

In this setting, Fig. 5.13(a) shows the PDF of the antenna index output from the NN

for an SNR of 0 dB. Ideally, the estimate of the output representing the antenna index

is expected to be either `0' or `1', but it can be seen from the �gure that the output of

the NN is not exactly binary but a set of continuous values spanning from -0.4-to-1.5.

More explicitly, for the bit `0' the output ranges from -0.4-to-0.5; while for the bit `1',

the output of the NN is a real value between 0.3-to-1.6. It is observed empirically that

the output for the bit `0' follows a near-Gaussian distribution with a mean of 0 and

variance of 0.15. Similar trends are valid for the bit `1'. However, as the SNR increases

from 0-to-5-to-15, as shown in Figures 5.13(b) and 5.13(c), it may be observed that the

variances of the distributions reduce gradually. In other words, the range of values seen

for an SNR of 0 dB becomes narrower as the SNR increases, which results in a con�dent

estimate of the antenna index. To understand the behavior of the NN in terms of index

estimation, we have analyzed the output of the antenna index, as an example. The PDFs

for the other indices can also be readily obtained.
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Figure 5.14: BER of the proposed design for di�erent number of frames as channel evolves
in time according to Jakes' correlation coe�cient (5.34). The simulation parameters are
listed in Table 5.5.

Fig. 5.14 analyzes the BER of the proposed design for di�erent number of frames as

channel evolves in time according to Jakes' correlation coe�cient of (5.34). Note that
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Figure 5.15: Pilots transmission for the proposed learning-assisted design and conven-
tional design. In ML-aided pilots P are transmitted in every frame which signi�cantly
a�ects the spectral-e�ciency, while training data Td is requested by the user only after
Nf frames which is contingent on the Doppler spread.

here we de�ne frame as a block comprising of both data and pilot symbols, as shown in

the Fig. 5.15. If the number of pilots in a frame is zero, then the the frame consist of

only data symbols. The number of frames that can be transmitted before retraining of

the NN depends on the Doppler frequency. More particularly,it is evident from Fig. 5.14

that as the number of frames increases from 10-to-100, the BER of the proposed design

degrades. This phenomenon is observed because the training weights designed during

the �rst few frames become outdated after a certain number of frames; hence retraining

the NN parameters becomes necessary. We note that as expected, the number of frames

transmitted before the NN weights become outdated directly depends on the Doppler

spread. For example, in Fig. 5.14, the number of frames transmitted before the BER

starts to degrade for the normalized Doppler spread of 0.0005 is higher than for 0.001.

Therefore, in this scenario, the receiver requests the BS to transmit pilots to recalibrate

its weights depending on the BER observed. Fig. 5.15 shows the schematic of the pilot

transmission for both the learning-assisted design and ML detection. It is important

to emphasize that the pilots are transmitted for every single frame in the case of ML

detection. By contrast, our learning-assisted detection requires the training data for

recalibrating the NN weights only after every Nf frames, as shown in Fig. 5.15, while

performing blind-detection in the rest of the frames. This can also be interpreted as online

learning. Thus our system is semi-blind, since it requires recalibration of its weights

relying on the training data, while employing blind-detection thereafter. It is of salient

importance to note that the amount of training data required for recalibration decreases

with the reduction of the Doppler spread. The overhead involved in retraining the NN

network of our design is proportional to Np/ [Nf (Nd +Np)], where Nf is the number of

frames, Nd is the number of data streams, and Np is the number of pilots; while the pilot

overhead involved in the channel estimation for ML detection is NpNf/ [Nf (Nd +Np)].
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Table 5.5.

Fig. 5.16 shows the BER of both the learning-assisted blind detection and of the ML-

aided detection with perfect CSI, as well as of the ML detection with imperfect CSI for

the MS-STSK transmission dispensing with the BIM. Since no BF index is considered, it

can be assumed that the channel supports only a single beam, or all potential beams are

utilized for the transmission. It can be seen in Fig. 5.16 that for the aforementioned NN

parameters, there is around 6 dB gap at the BER of 10−3 between the learning-assisted

detection and the ML-aided detection relying on perfect CSI. Although the ML-aided

detection relying on perfect CSI outperforms the learning-assisted detection by 6 dB SNR

gain, this is achieved under the idealized simplifying assumption of having perfect CSI.

On the other hand, for the CSI estimate having an error variance of 0.15, the SNR gap

reduces to around 3 dB. Furthermore, the ML-aided detection produces an error �oor for

the CSI error variance of 0.25. By contrast, the learning-assisted blind detection remains

capable of accurately estimating the indices of the MS-STSK transmission regardless

of the nature of the CSI, while also circumventing pilot-assisted channel estimation all

together.

While Fig. 5.16 shows an SNR gap between the proposed scheme and ML detection, it is

also pertinent to study the e�ective throughput of both designs for the sake of fairness,

since the SNR gain observed for ML detection in Fig. 5.16 is critically contingent on the

CSI estimation accuracy, which increases proportionally to the pilot density. However,
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heads for channel estimation when MS-STSK transmission with beamforming is consid-
ered. The simulation parameters are listed in Table 5.5.

increasing the pilot density would reduce the e�ective throughput of the design. There-

fore, Fig. 5.17 characterizes the DCMC capacity of the learning-assisted blind detection

and of the ML detection for di�erent pilot overheads. It can be seen in the �gure that

the capacity of the design is strictly governed by the pilot overhead. More explicitly, for

the simulation parameters summarized in Table 5.5, the capacity of the ML detection for

3% pilot-overhead is limited to a maximum value of 4.85 [bpcu], while it is 4.75 [bpcu]

for 5% pilot overhead. Furthermore, when the pilot overhead is increased to 10%, the

DCMC capacity of the ML detection is reduced to a maximum value of 4.5 [bpcu]. By

contrast, the DCMC capacity of the learning-assisted detection reaches the maximum

value of 4.99 [bpcu], which is close to the DCMC capacity of 5 [bpcu], since the over-

head involved in recalibrating the weights is marginally lower and detects the MS-STSK

symbols blindly. Additionally, we note that there is a SNR gain of 0.5 dB and 1 dB for

our learning-assisted detection over the ML-detection with 5% overhead when aiming for

achieving a rate of 3 [bpcu] and 4 [bpcu], respectively. This gain is around 1 dB and 3

dB for the learning-assisted detection over the ML-detection with 10% overhead at the

rate of 3 [bpcu] and 4 [bpcu], respectively.

Fig. 5.18 shows the BER of both the learning-assisted blind detection and of the ML-

aided detection with perfect CSI as well as of the ML-aided detection with imperfect
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Figure 5.18: BER of the MS-STSK transmission amalgamated with the BIM. The sim-
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CSI for MS-STSK transmission in conjunction with BIM. In this setting, we assumed

that the channel supports two beams for each AA of Fig. 5.9(b). In other words, in

Fig. 5.9(b) there is an extra index to be estimated, which is the beam index. In this

scenario, it is empirically observed during the training phase that the number of neurons

has to be set to 30 for both the real and imaginary constituents of the NN. It can be seen

from Fig. 5.18 that adding an additional index for estimation increased the SNR gap

between the learning-assisted blind detection and the ML detection using perfect CSI to

8 dB. Again, the superior performance of the ML detection is because of the unrealistic

assumption of having perfect CSI. However, when a CSI estimate associated with the

error variance of 0.15 is introduced, the ML-aided detection starts to produce an error

�oor from around −10 dB, while the BER remains �at for the CSI error variance of 0.25.

On the other hand, despite the absence of CSI, the learning-assisted detection estimates

both the MS-STSK indices and the beam index with high integrity.

Fig. 5.19 characterizes the DCMC capacity of the proposed design and of the ML design

when MS-STSK transmission is amalgamated with the BIM. In this simulation, it is

assumed that the channel supports two beams and BIM is employed for exploiting these

two beams, where only one beam is activated depending on the input bit-sequence. It is

evident from the �gure that the DCMC capacity of the ML detection is inferior to that of

e learning-assisted blind detection. This is because of the overhead imposed by the pilots

used for channel estimation to aid the ML detection process. This becomes especially
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Figure 5.19: Discrete-input Continuous-output Memoryless Channel capacity of the
learning-assisted blind detection and of the ML-aided detection with di�erent pilot over-
heads for channel estimation when MS-STSK transmission with BIM is considered. The
simulation parameters are listed in Table 5.5.

pronounced, when the pilot overhead is set to 10% as seen in the �gure, where the DCMC

capacity is less than 5.5 [bpcu], while that of learning-aided detection is 6 [bpcu]. In other

words, the necessity of having pilots for estimating the CSI partly consumes the physical

resources, thereby reducing the e�ective capacity of the system. However, this behavior

is avoided by the learning-assisted system, since it achieves accurate symbol detection at

a retraining overhead as low as 0.002%. Furthermore, we observe an SNR gain of 3 dB

at the rate of 5 [bpcu] for our learning-assisted detection over the ML detection at 10%

overhead, while it is around 2 dB at the rate of 4 [bpcu].

In the foregoing section, we discussed learning-aided hard detection for mmWave MS-

STSK systems. In the next section, we present soft-detection technique with aid of

learning for the system model of (5.11).

5.4 Learning-Aided Soft-Detection for mmWave

MS-STSK Systems

In the previous section, we focused our attention on the hard detection of MS-STSK

symbols. However, hard detection may lead to erroneous results, since it makes decision
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with high con�dence whether a bit is `0' or `1'. By contrast, soft detection makes decision

by investigating how likely is that particular bit `0' or `1'. To elaborate further, it deals

with the probabilities of bit being either `0' or `1', where a hypothesis testing is formulated

using likelihood ratio test with threshold Θ. It is instructive to note that while dealing

with soft detection, bits are encoded using a channel encoder, where the bits are decoded

using an appropriate channel decoder at the receiver. The purpose of channel coding

is to correct or detect the error in the received bits that may have experienced hostile

channel conditions. Therefore, in this section, we commence by outlining conventional

soft-detection for mmWave MS-STSK systems with beamforming, followed by exposition

of our proposed learning-aided soft-detection.

In the conventional MS-STSK aided transceiver design, soft-decision detection is carried

out by computing the log-likelihood ratio (LLR) of the MS-STSK demodulator. The

LLR of a bit is de�ned as the ratio of the probabilities associated with the logical bit `1'

and logical bit `0', which is formulated as:

L(b) = log
p(b = 1)

p(b = 0)
, (5.35)

where p(b = 1) and p(b = 0) are the probabilities associated with the logical bit `1' and

logical bit `0', respectively. The sign of L(b) indicates the logical bit `1' or `0', while the

magnitude indicates the con�dence in that speci�c bit.

Then, the probability of receiving the signal y of (5.16) given that the symbol Kq,l is

transmitted from the cth AC is given by

p(y|Kq,l,c) =
1

(πσ2)KNrT
exp

(
−‖y− H̃XIcKq,l‖2

σ2

)
. (5.36)

On the other hand, the received signal y conveys the bit sequence B = [b1, . . . , bNb ],

where Nb = log(NcMQMc). Then the LLR of the bit bi is given by

L(bi) = log
p(y|bi = 1)

p(y|bi = 0)
, (5.37)

where

p(y|bi = 1) =
1

(πσ2)KNrT

∑
k,q,c∈bi=1

exp

(
−‖y− H̃XIcKq,l‖2

σ2

)
(5.38)

and

p(y|bi = 0) =
1

(πσ2)KNrT

∑
k,q,c∈bi=0

exp

(
−‖y− H̃XIcKq,l‖2

σ2

)
. (5.39)
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It is important to emphasize that (5.36) relies on the knowledge of CSI at the receiver.

This requires pilots for channel estimation, hence reducing the e�ective data rate [223].

We now discuss the proposed learning-aided soft-decoding. Note that the rationale of

using learning over conventional soft-decoding is that the former pilot-assisted channel

estimation can be eliminated. In contrast to (5.37), where an exhaustive search is carried

out over all the legitimate combinations of the bit being either logical `0' or `1', the

learning-aided design provides the soft-LLRs by employing the ANN weights designed

during the training phase. In this design, the input training samples of the ANN are the

received signal vectors y, while the output labels are the LLRs, as shown in Fig. 5.20.

Then, the ANN is trained to infer the functional mapping between the input and output

samples. However, since the received signal vectors are a�ected by noise, the ANN may

fail to accurately infer the function. Therefore, the choice of the SNR during the training

is crucial, which can only be obtained empirically by varying the SNR7.

For a given SNR, the ANN predicts the LLR value by employing the AF f(v) in each

layer of the network as shown in Fig. 5.21, where the input of each AF is the output of

the preceding layer. In this paper, we opted for the sigmoid function as the AF, as a

bene�t of its smoothness which is formulated as

f(v) =
1

1 + e−v
. (5.40)

For example, in Fig. 5.21, the input of the �rst neuron in the second layer is v1 =

w11y1 +w21y2 +w31y3 +b1. Then the AF of (5.40) is applied to v1 to obtain its mapping,

which serves as one of the inputs to the next layer. In this way, the output of the AF

of each layer is then fed to its subsequent layer as shown in Fig. 5.20. This process is

carried on until the output layer is reached, where the �nal predicted values are obtained.

Note that initially the weights of each layer are assigned to random values obeying the

distribution N (0, 1). These weights are then updated for ensuring that they minimize the

error between the predicted LLR and the actual LLR. Mathematically, it is formulated

by a loss function (LF) given by

LF =
1

S
S∑
i=1

∥∥∥L̂i − Li∥∥∥+ ρ1‖W1‖22 + ρ2‖W2‖22 + ρ3‖W3‖22, (5.41)

where S is the cardinality of the training set, L̂i and Li are the predicted and the known

LLR value, respectively, of the ith training sample, while ρ1, ρ2, ρ3 are the regularization

factors used for avoiding over-�tting [131].

To minimize the loss function of (5.41), the gradient of the loss with respect to the weights

is computed and used for updating the weight values in a gradient descent procedure

known as back-propagation. While only a local �rather than global� minimum is
7There is a temptation to train the network at high SNRs, where the input samples are noise-free.

However, using noiseless training data may result in performance degradation under realistic conditions.
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ensured, the procedure has been shown to be practical. A more detailed discourse on

back-propagation is presented by Chauvin et al. in [132]. These weights, which are

learned during the training phase are then stored in memory and are invoked during the

testing phase. In other words, the ANN predicts the LLR value from the received signal

vector y by employing the pre-determined weights. Thus, this design does not depend

on the channel knowledge to obtain the LLR values. It is instructive to note that during

the training of ANN weights, we assume the AoAs and AoDs of the channel matrix to

be time-invarying, while the small-scale fading coe�cient is assumed to evolve in time

according to Jakes' model.

The soft-LLR values predicted from the MS-STSK's ANN demodulator are then passed

to the turbo channel decoder. In the next section, we examine the complexity of both

the traditional MS-STSK receiver and the learning-aided MS-STSK receiver.
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5.4.1 Receiver Complexity

In this section, we commence by discussing the overhead associated with the MS-STSK

soft-demodulator, followed by quantifying the receiver's complexity in terms of the num-

ber of computations for both the conventional and for the learning-aided soft-demodulator.

Fig. 5.22 shows the block diagram of both of the conventional MS-STSK and of the

ANN assisted MS-STSK soft-demodulators. To expound further, Fig. 5.22(a) employs

the conventional MS-STSK soft-demodulator, where �rst the signal is processed by analog

RF combining and down-converted to the baseband. Then, the receiver estimates the

channel matrix H with the aid of pilots. After the estimation of the channel the receiver

employs the soft-demodulator of (5.37) to obtain the LLR values, which are then passed

to the channel decoder. It is important to emphasize that in this design, the receiver

has to estimate the channel using a pilot overhead of fp, which has to be high enough

for sampling the channel's complex-valued envelop at multiples of the Nyquist frequency

for mitigating the e�ects of channel noise.

By contrast, Fig. 5.22(b) shows our proposed learning-assisted soft-demodulator. Like in

the conventional design, the receiver �rst employs analog RF combining followed by the

down-conversion of the received signal. However, in contrast to the conventional design,

our proposed learning-aided soft-demodulator does not require the knowledge of the CSI.

The down-converted signal vector is fed to the ANN, which then employs the learned

weights to obtain the LLRs without explicit CSI. In other words, our design by passes

the channel estimation stage, which is indispensable in the conventional design. The

LLRs gleamed from the ANN are then passed to the turbo decoder, where the decoded

bits are retrieved.

Having discussed the pilot overhead, we now focus our attention on the complexity

in terms of the number of computations. To quantify the complexity, let us assume

that the input and output vectors of the ANN shown in Fig. 5.20 are of sizes ni and

no, respectively. Let us also assume that the number of neurons in each hidden layer

is nh. The AF (5.40) is computed for each neuron of each layer by employing the

corresponding layer's weights and biases, as discussed in Sections 5.3.3 and 5.4. Then

the total number of computations required for the ANN of Fig. 5.20 is on the order of

O(ninh) +O(n2h) +O(nhno).

On the other hand, the number of computations required for the conventional soft-

demodulator is 2Nb
(
O(NtNrNcMQT

2) +O(NcM
3
Q)
)
. Table 5.4 shows the number of

computations required for the simulation parameters summarized in Table 5.5.
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Figure 5.23: Histogram depicting the densities of the LLRs at the output of the ANN
assisted MS-STSK demodulator for (a) SNR 0 dB (b) SNR 2 dB (c) SNR 4 dB.
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Table 5.4: Quantifying the complexity in terms of the number of complex-valued multi-
plications.

Design Computations

Learning assisted Blind Detection 330

ML-Aided Detection for 12288
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Figure 5.24: Bit error ratio of the proposed learning-aided soft-demodulator and of the
conventional soft-demodulator. The simulation parameters are listed in Table 5.5.

5.4.2 Performance Results

In this section, we present our simulation results characterizing the performance of our

proposed learning aided soft-demodulator and of the conventional soft-demodulator. We

performed Monte Carlo simulations for analyzing the performance of both designs. Fur-

thermore, in our simulations, we employed a half-rate turbo encoder using the LTE

generator polynomials as that of the LTE in Fig. 5.22. The simulation parameters are

summarized in Table 5.5.

Fig. 5.23 shows the histogram of the LLRs at the output of the ANN for di�erent SNR

values. In our simulation, we have limited the maximum and minimum values of the
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Table 5.5: Simulation Parameters.

Parameters Values

Number of AEs in each AA at Tx (K) 64

Number of AEs in each AA at Rx (L) 16

Number of AAs at Tx (Nt) 4

Number of AAs at Rx (Nr) 2

Size of QAM symbol (Mc) 4

Number of dispersion matrices (MQ) 4

Size of consecutive AA selected (M) 2

Time slots (T ) 2

Number of clusters (Nc) 1 & 2

Number of rays (Nray) 1

AoA (φr) variable

φt variable

LLR to ±100 for the conventional MS-STSK soft-demodulator. Therefore, we have

trained the ANN using discrete output samples, i.e +100 or −100, according to the

bits transmitted. Furthermore, the ANN adopted in our simulations is of continuous

regression, since the values from the soft-demodulator are continuous-valued. Therefore,

the maximum and minimum values of the ANN's LLRs hover around ±100. It can be

seen from Fig. 5.23 that for the SNR value of 0 dB, the densities of the ANN's LLRs for

bit `1' and bit `0' overlap with a larger area. The physical signi�cance of this is that the

LLRs observed for bit `1' fall with a higher probability on the wrong side of the bit, i.e.

bit `0', hence forwarding less reliable information to the turbo channel decoder. However,

as the SNR is increased from 0-to-2-to-4 dB, observe in Fig. 5.23(a)-to-Fig. 5.23(c), that

the overlapping area between the two histograms is gradually reduced. In other words,

the ANN provides more reliable LLRs.

Fig. 5.24 characterizes the bit error rate of both the proposed learning-aided soft-demodulator

and of the conventional MS-STSK soft-demodulator relying on the idealized simplifying

assumption of having perfect CSI knowledge. It is evident from Fig. 5.24 that despite

the lack of CSI knowledge, the learning-aided soft-demodulator performs closely to the

conventional soft-demodulation. More particularly, at BER < 10−4, the SNR gap be-

tween the two is 1.5 dB. Furthermore, when the realistic imperfect CSI is considered,

the conventional soft-demodulation exhibits inferior performance. This becomes evident

in Fig. 5.24, where the channel error variance is increased from as low as 0.16 to as high

as 0.9. In other words, the conventional design is incapable of achieving a low BER for

low pilot overheads. We note that the normalized pilot overhead required for training
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the learning-aided design and used in Fig. 5.24 is around 0.002. For the same pilot

overhead, the conventional design produces an error �oor. It is important to note that

our learning-aided soft-demodulator relies on an extremely low pilot overhead as well

as much lower search complexity than the conventional MS-STSK demodulator, as seen

Table 5.4 and discussed in Sec. 3.3.3.

Our learning-aided soft demodulator requires a low pilot overhead for training the NN.

We have found empirically that the pilot overhead required for normalized Doppler fre-

quency of 10−3 is 0.002, while it is around 5% for conventional design, when MMSE based

channel estimation is employed. We also note that by using (5.27) the channel estima-

tion variance is around 0.16 for a pilot overhead of 5% [221]. Given these parameters, we

observed in Fig. 5.24 that our proposed learning-aided soft-demodulation outperforms

the conventional detection relying on practical MMSE channel estimation. However, in

our design, retraining of the weights may be required depending on the environment.
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Figure 5.25: The DCMC capacity of the proposed design, and of the conventional design
at 3%, 5% and 10% pilot overheads. The simulation parameters are listed in Table 5.5.

Fig. 5.25 shows the Discrete-input Continuous-output Memoryless Channel (DCMC)

capacity of both the proposed design, and of the conventional design. Whilst our pro-

posed learning-assisted design exhibits a 1.5 dB SNR loss at a BER of 10−4 as shown

in Fig. 5.24, observe in Fig. 5.25 that it provides a pilot-overhead-dependent DCMC ca-

pacity reduction compared to the conventional proposed design. More explicitly, this is

because of the pilot overhead required by the conventional design for channel estimation.

For example, the pilot overhead of the conventional design may span from 3% to 10%

of the data rate, depending on the Doppler spread. By contrast, the learning-assisted

soft-demodulator does not rely on channel estimation, hence almost totally eliminating

the pilot overhead, while providing a higher data rate. It is evident from Fig. 5.25 that
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Figure 5.26: Exit chart (a) of the conventional design; (b) of the learning-assisted design.

the learning assisted design provides an SNR gain of 3 dB over the conventional design

having a 10% pilot overhead at a throughput rate of 4 bps/Hz, while it is around 1.5

and 0.8 dB, when having 5.7% and 3% pilot overhead, respectively.

Fig. 5.26 shows the EXtrinsic Information transfer (EXIT) chart of our proposed design

and of the conventional design. More particularly, Fig. 5.26 shows the EXIT chart of

the conventional design at the SNR of −28 dB, where extrinsic soft-information is ex-

changed between the upper and lower recursive systematic convolutional turbo decoders,

as shown in Fig. 5.22 , while the SNR is −26 dB for our learning-assisted design. More
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explicitly, the stair-case shaped curve of Fig. 5.26 portrays the extrinsic information ex-

change between Iapri1/Iext2 and Iapri2/Iext1 , when the input LLRs are provided by: a)

conventional MS-STSK soft-demodulator and b) the learning-assisted soft-demodulator;

where Iapri1 , Iext1 denote the input and output mutual information of the Decoder 18,

while Iapri2 , Iext2 denote the input and output mutual information of the Decoder 2, as

shown in Fig. 5.22. We observe from Fig. 5.26 that for the conventional design relying on

perfect CSI, the tunnel begins to open at SNR of -28 dB allowing the stair-case-shaped

decoding trajectory to reach the (1, 1) point of perfect convergence to a vanishingly low

BER. By contrast, the machine learning aided design achieves this at SNR of -26 dB

with the aid of as few as two iterations.

5.5 Conclusions

In this chapter, we proposed a learning-aided transceiver design for mmWave systems.

Table 5.6 provides the summary of the learning-aided designs presented in this Chapter.

More explicitly, we proposed a learning assisted adaptive transceiver design for each

user link of system model presented in Sec. 2.5, based on the near-instantaneous post-

processed SNR, where the adaptation switches between multiplexing versus diversity

oriented transmission modes as well as by appropriately con�guring the modulation

employed so as to facilitate both high-reliability and high-rate operation.

Table 5.6: Summary of learning-aided transceiver design.

Section System Model Learning Method

Sec. 5.2

1. User-speci�c allocation of transmit AEs
Aim: Link-Adaptation

2. Grouping of RF chains based on
Learning model: KNN

beam-availability

Sec. 5.3

1. MS-STSK transmission with beamforming
Aim: Blind detection of

2. MS-STSK in conjunction with beam index
MS-STSK symbols

modulation
Learning Model: Feed-forward

neural network

Sec. 5.4 MS-STSK transmission with beamforming
Aim: Soft decoding

Learning Model: Feed-forward

Next in Section 5.3 and 5.4, we proposed a learning assisted blind detection for MS-STSK

symbols in conjunction with beam index modulation using soft and hard detections, re-

spectively. More explicitly, Figures 5.16 and 5.24 compares the BER of the MS-STSK
8The decoder 1 and decoder 2 correspond to the constituent decoders in the turbo decoder, as shown

in Fig. 5.22(b).
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system with learning-assisted detection against the optimal receiver. This philosophy

makes our design spectral-e�cient, since it evades the need for the pilot-assisted channel

estimation. In other words, the DCMC capacity is signi�cantly a�ected by the pilot over-

head when ML-aided detection is employed, since it requires accurate CSI in every frame

of the transmission. Table 5.7 summarizes the performance observed in Figures 5.16 and

5.24. We noted in Fig. 5.16, although the ML-assisted detection relying on perfect CSI

has around 6 dB gain when compared to that of the learning, it starts to degrade when

channel imperfections are considered. It is also observed in Fig. 5.4 that the BER of

the learning-assisted detection is close to that of ML-assisted detection. On the other

hand, for the soft-detection scenario, the SNR gap at BER of 10−5 between ML-assisted

detection relying on perfect CSI and the learning-aided detection is as low as 1.5 dB.

Table 5.7: Summary of the BER and rate loss observed in Figures 5.16, 5.17, and 5.24.

ML Assisted Detection Learning-Assisted Detection

Fig. 5.16, hard-detection -20.1 dB (σ2h = 0)
-14.5 dB

SNR (at BER 10−3) Error Floor (σh = 0.25)

Fig. 5.18, soft-detection -28.9 dB (σ2h = 0)
-28.4 dB

SNR (at BER 10−4) to-do (σh=0)

Fig. 5.17, Rate loss
0.25 bpcu (overhead=5%)

0.001 bpcu
0.5 bpcu (overhead =10%)



Chapter 6
Deep Learning-Aided CSI Acquisition for

mmWave Systems

While human's desire to learn for its own sake is diminishing, machine's thirst to learn

is thriving.

�The Author, K. Satyanarayana

6.1 Introduction

I
n Chapters 3 and 4 we have designed the HBF design for both dual-function MIMO

transceiver and for full duplex mmWave systems. It is important to emphasize that

the HBF designs proposed in the previous chapters rely on the knowledge of the CSI at

the transmitter, which is estimated at the receiver using pilots and then fed back to the

transmitter. We have seen in Chapter 2 that the statistical mmWave channel model given

in (2.20) is primarily comprised of two constituents: their respective angles of arrival

and departure, as well as their small scale fading coe�cient. However, because of the

narrow beams and high susceptibility of mmWave frequencies to blockages, aligning the

beams of departure and arrival is challenging. The probability of beam misalignment is

even higher when the environment is continuously changing as in vehicular environments

[224, 225], which maybe attributed to the ever-changing tra�c because of the time-

varying movement of vehicles. The mobility of vehicles is di�erent at di�erent times of

the day [226]. Furthermore, the tra�c density is dependent on the topology of roads [226].

Thus, by considering all the parameters such as spatial randomness and vehicular speeds,

it was found that the number of vehicles at any time obeys Poisson distribution with a

mean of λ [226,227]. Therefore, in this treatise, we model the tra�c density by a Poisson

process.

203
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On the other hand, the CIR1 rapidly becomes outdated and this phenomenon is also

referred to as channel aging. To elaborate, the channel aging is a phenomenon that

mainly arises because of the mobility of the users relative to the BS. As a result, the

channel information arriving at the transmitter would become outdated [228]. In other

words, the channel estimate acquired from the receiver at the transmitter would no

longer be accurate for the current channel conditions. Furthermore, the multiple local

oscillators used at the transmitter would further contribute to the Doppler shift because

of the phase noise [229], hence increasing the inaccuracies in the CSI at the transmitter.

Therefore, regardless of how sophisticated channel estimation is used at the receiver,

the CSI would become outdated at the transmitter. We also note that the loss in the

accuracy of the CSI is also dependent on the mobility (speed) of the users. Therefore, it

is of crucial importance to predict the channel at the transmitter from the CSI estimate

acquired at the receiver.

Against this background, our contributions in this chapter are summarized as follows.

1. We propose a multi-�ngerprint based database, where the �ngerprints are collected

for di�erent tra�c densities in a given location. Then, the BS intelligently chooses

the �ngerprint based on the tra�c density and location information, where we in-

voke deep learning for the selection of the �ngerprint. More explicitly, we invoke

a convolutional neural network, namely the softmax linear classi�er, where the

training weights are designed o�ine for the selection of the �ngerprint. Upon the

selection of the �ngerprint, the BS then relays the information of the �ngerprint

selected to the mobile station using the legacy frequency. Thereafter, the BS starts

the training process to select the beam-pair from the �ngerprint which meets the tar-

get received signal power. The mobile station feeds back the index of the beam-pair

from the selected �ngerprint if it meets the threshold. This signi�cantly reduces the

search complexity involved.

2. We demonstrate by our simulations that having multiple �ngerprint-based beam-

alignment provides a superior performance over the single �ngerprint based beam-

alignment. Furthermore, we show that our learning-aided multiple �ngerprint de-

sign provides better �delity than that of the scheme employing multiple �ngerprints

but dispensing with learning. Additionally, our proposed learning-aided reduced-

complexity beam-alignment design performs similarly to beam-sweeping based beam-

alignment relying on high-complexity exhaustive beam-search. More explicitly, our

design is capable of maintaining the target RSS in dense vehicular environments,

while both single �ngerprint and LOS based beam-alignment su�er from blockages.

3. We propose a multi-functional beam transmission scheme as an application exam-

ple of our proposed design, where multiple beams that satisfy the target received

1Once the beam-alignment is carried out, the index of the AoA-AoD pair changes very slowly, which
can be assumed to be constant.
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Figure 6.1: The organization of the chapter.

power are selected. Then, depending on the mobile station's requirement, the BS

can leverage the additional beams for increasing the multiplexing/diversity gains.

Furthermore, if the number of RF chains is lower than the number of beam pairs

available that meets the target receiver power, the BS then employs beam index

modulation to increase the spectral e�ciency.

4. To counteract the e�ects of channel aging, we propose a learning-assisted chan-

nel prediction relying on a radial basis function neural network, where we show

by simulation that upon involving su�cient training neural network-aided channel

prediction can faithfully reproduce the current channel.

5. We empirically show that depending on the Doppler spread, the neural network

used for channel predictions has to be periodically retrained. In other words, we

demonstrate by simulations that the overhead involved in the CSI feedback for faith-

ful reproduction of the actual channel at the transmitter is low for lower Doppler

spreads.

The remainder of this chapter is organized as shown in the Fig. 6.1. In Sec. 6.2, we present

beam-alignment for mmWave hybrid systems, where we �rst discuss multi-�ngerprint

based design in Sec. 6.2.1. Then, in Sec. 6.2.2, we introduce learning to the proposed

design whose complexity and performance are discussed in Sec. 6.2.3 and Sec. 6.2.5,

respectively. Next, in Sec. 6.3, we propose channel prediction to combat the channel

aging phenomenon in mmWave hybrid systems. While the complexity and performance

of this design are discussed in Sec. 6.3.3 and Sec. 6.3.2, respectively, our conclusions are

presented in Sec. 6.4
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6.2 Beam-Alignment for mmWave Systems

Let us consider a vehicular scenario, where a BS serves the vehicles (users) of its cell. The

number of vehicles Nv at any point of time obeys the Poisson distribution with a mean

of λ and variance of λ [230]. Let us also assume that the serving cell is partitioned into

N locations, where the BS is equipped with the knowledge of the �ngerprints (FP) for

each location in its database, as shown in Fig. 6.2. In this chapter, we de�ne �ngerprints

as beam-pairs, whose AoA-AoD values are pre-determined o�ine. We refer the readers

to [231�233] for a detailed account on �ngerprint based communication. Fingerprints, i.e.

AoA-AoD pairs in our design, are typically obtained by employing beam-sweeping, where

a high-resolution scanning of beam-pairs is carried out. However, given the time-varying

tra�c density, corresponding to the varying number of vehicles at any point of time, a

single pre-determined �ngerprint would not be able to provide improved performance at

a reduced search complexity. This is because the AoA-AoD pair which provides high

received signal power may be blocked/suppressed by the neighboring vehicles. Hence

a multi-�ngerprint based regime is conceived for di�erent tra�c densities at a given

location.

.. ... .
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 User

 User
Obstacle
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(1,1), f

2
(1,1), . . . , f
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Figure 6.2: Fingerprint Based beam-alignment.
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Fig. 6.2 shows our system model, where the BS is serving a user in location l1 for a

tra�c density λ using the �ngerprint FPλ(l1)
2. The architecture of the BS and the

user, which is detailed in Sec. 2.4.2.1, is shown in Fig. 6.3, where the BS (transmitter)

is equipped with Nt transmit antennas and NRF
t chains, while the user (receiver) is

equipped with Nr receive antennas and NRF
r chains. Furthermore, let us assume that

{(f1RF,w1
RF), (f2RF,w

2
RF), . . . , (fNRF,w

N
RF)} are chosen as the BF vectors at the BS and at

the user end, respectively, for a tra�c density of λ. Then the received signal vector at

the user is given by

y =
√
P tW

H
BBW

H
RFHFRFFBBs+WH

BBW
H
RFn, (6.1)

where FRF is the transmit BF matrix of size Nt ×NRF
t at the BS, where NRF

t columns

are constructed from the potential AoD set {f1RF . . . fNRF}. Similarly, WRF is the receive

BF matrix of size Nr ×NRF
r at the user end, where NRF

r columns are constructed from

the potential AoA set {w1
RF . . .w

N
RF}, while the other parameters are same as discussed

in previous chapters.

In this chapter, we consider the RSS3 [234] as the performance metric to determine the

beam-pair for a successful transmission. Furthermore, for the construction of the �nger-

prints database, we accounted for the attenuation and blockage caused by neighboring

vehicles in addition to the path loss experienced by the mmWave carrier. To achieve

this, we have invoked the multiple knife-edge model recommended by ITU-R [235]. For

a given location, each �ngerprint is constructed for each tra�c density, by accounting for

the total attenuation caused by the vehicles. The attenuation caused by each vehicles

using single knife-edge is given by [224,235]

A =

6.9 + 20 log10

[√
(v − 1)2 + 1 + v − 0.1

]
,∀v > −0.7

0 Otherwise,
(6.2)

where v =
√

2h/rf , h is the height of the obstacle from the line joining the BS and the

user, and rf is the Fresnel ellipsoid radius expressed as

rf =

√
Λdobstacleduser(duser − dobstacle)

duser
,

where Λ is the wavelength, duser is the distance between the transmitter and user, while

dobstacle is the distance between the transmitter and an obstacle as shown in Fig. 6.4.
2The location information is obtained from the user using lower frequency, such as LTE, where the

transmission is omni-directional.
3Note that other performance indicators may also be used, such signal-to-noise ratio (SNR), rate,

received signal quality.
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h

dobstacle

duser

Figure 6.4: Knife-edge di�raction caused by the vehicle obstacle.

On the other hand, the path loss experienced by the signal at a distance of d for a

transmit and receive antenna gain of Gt and Gr, respectively, is given by [1]

PL[dB] = PL0 + 10np log

(
d

d0

)
+ Sσs +Gt +Gr, (6.3)

where d0 is the close-in reference distance, Sσs is the shadowing factor, while PL0 is the

free-space path loss. Furthermore, for a given wavelength (Λ) the free-space path loss is

expressed as

PL0 = 20 log10

(
4πd0

Λ

)
.

Therefore, the total received power after accounting for both the path loss and the

attenuation caused by a vehicle is

Pr = Pt − PL[dB] −A. (6.4)

It is instructive to note that (6.4) is due to large scale fading. However, considering the

small scale fading as well as the BF and combining e�ects, the net received power Prnet
is expressed as

Prnet = Pr + 10 log10
∥∥(WH

BBW
H
RFHFRFFBB

)∥∥2
F
, (6.5)

while the capacity is given by

C = log2

(
I+ PrZ

−1 (WH
BBW

H
RFHFRFFBB

) (
WH

BBW
H
RFHFRFFBB

)H)
, (6.6)
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where Z = σ2n
(
WH

BBW
H
RF

)
(WRFWBB), σ2n is the noise variance. The net received power

Prnet is observed for the �ngerprint construction. A beam sweeping action is carried out

initially for N locations at discrete tra�c densities and then the speci�c beam-pairs

which achieve the target RSS are stored in the database. In other words, the AoA-

AoD �ngerprint is obtained by conducting a high-resolution beam-search campaign by

accounting for all blockages caused by obstacles. The �ngerprint construction is typically

carried out o�ine either by computer-generated environment simulations, or in real time

during the BS installation.

In the next section, we discuss multi-�ngerprint construction as well as the learning

assisted �ngerprint adaptation, followed by multi-functional beam transmission.

6.2.1 Multi-Fingerprint Based Beam-Alignment

In this section, we commence by outlining our multi-�ngerprint based beam-alignment,

where we propose multiple �ngerprints for a given location for di�erent tra�c densities.

Then, we aim for improving the design by adopting a learning based approach for �n-

gerprint adaptation followed by a discussion on the concept of multi-functional beam

transmission, where a plurality of beam-pairs satisfying the RSS threshold are selected

for attaining both multiplexing and diversity gains. Furthermore, we also propose that if

the number of beams are higher than the number of RF chains, beam index modulation

is employed to attain a high spectral e�ciency.

Achieving accurate beam-alignment in directional transmission systems is challenging,

especially at mmWave frequencies because of its high susceptibility to blockages. To cir-

cumvent this problem a �ngerprint based beam-alignment technique may be employed.

In broader terms, having accurate �ngerprint may be viewed as side-information, which

is used for enhancing the system performance. In our design, the �ngerprint is comprised

of a set of possible beam-pairs for a given location, over which a communication link can

be established. Typically, a �ngerprint is constructed for each location during the BS

installation stage by taking the surrounding environment into account, such as buildings,

lamp posts, vehicles, etc. However, the ever-changing vehicular tra�c may strictly limit

the performance of the �ngerprint. This is because the direction of the beam or the num-

ber of beam-pairs available is highly dependent on the density and position of vehicles

on the road. In other words, it depends on the tra�c density. Furthermore, the tra�c

density is time-varying. For example, the tra�c density in the morning is di�erent from

that in the afternoon, or during special events. This necessitates using multiple �nger-

prints for a given location, depending on the tra�c density. A typical multi-�ngerprint

based database is shown in Table 6.1. It is constructed by calculating the net received

power using (6.4) for each location at di�erent tra�c densities. It is interesting to note

that this multi-�ngerprint adaptation is akin to the classical link-adaptation involving

multiple modulation coding scheme (MCS), BER and SNR, where the transmitter adapts
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among di�erent schemes to provide high data rates under given channel conditions while

also meeting the target BER.

Table 6.1: An example illustrating multi-�ngerprint database

Location Tra�c Density Beam-Pairs (BP)

L1 λ1 BP2, BP10, BP23, . . .

L1 λ2 BP320, BP210, BP3, . . .
...

...
...

Lk λ1 BP1, BP9, BP300, . . .
...

...
...

Ln λ3 BP21, BP6, BP250, . . .

In
p
u
t 

L
ay

er

Hidden Layers

O
u

tp
u

t 
L

ay
er

b1 w3b2
b3

xi
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(a) A typical neural network
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(b) A softmax convolutional neural network

Figure 6.5: Architecture of a neural network.

This relationship can be represented by a look-up table for link-adaptation, where de-

pending on the tra�c density and on the location, its corresponding �ngerprint is se-

lected. For example, if the user is at the location L1 and the BS estimates the tra�c den-

sity as λ2, then the BS selects the �ngerprint consisting of beams {BP320, BP210, BP3, . . .}.
The BS then shares this information with the user, whereupon the BS and user in-

voke training for identifying the best beam-pair amongst the available beam-pairs of the

�ngerprint selected. This signi�cantly reduces the search space involved in the beam-

alignment. To further reduce the search complexity, a RSS threshold is set, where the

user selects the speci�c beam-pair whose observed RSS value is higher than the threshold.

Having selected the beam pair, the user relays this information to the BS, eliminating the

search over the successive beam-pairs. While this procedure is di�erent for transmission

over a plurality of beam-pairs invoked in order to achieve diversity or spatial multiplexing

gains, where the search is continued until the required number of beam-pairs are found.
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However, given the ever-changing nature of the channel and the non-linearities imposed

by the ADC/DAC which is even more pronounced at mmWave frequencies, a look-up

table assisted �ngerprint adaptation would be signi�cantly a�ected, which we will discuss

in the simulation results.

6.2.2 Learning-Aided Multi-Fingerprint Based Beam-Alignment

We have discussed in the previous section that a multi-�ngerprint based beam-alignment

would account for beam-pairs that are capable of handling di�erent tra�c densities,

where the BS selects the �ngerprint that is pertinent to the tra�c density and location

observed. This is carried out relying on a look-up table. However, while this design

enhances the performance compared to that of a single �ngerprint based beam-alignment,

the performance gain may become limited if the threshold values, such as RSS observed

in a �ngerprint at a given location L for a tra�c density λ of the look-up table becomes

outdated. In other words, the performance of a look-up table based �ngerprint adaptation

may limit the performance because of the uncertainties mentioned in Sec. 6.2.1, and hence

it becomes extremely challenging to attain perfect beam-alignment. Therefore, we resort

to a learning-aided multi-�ngerprint based beam-alignment. The rationale for employing

learning is to eliminate the dependence on tra�c density threshold values, as enumerated

in Table 6.1 during the �ngerprint selection. This is because, the values may become

outdated owing to the imperfections in the channel and impairments in the ADC/DACs.

Therefore, in this chapter, we conceive a neural network based approach for intelligent

adaptation between multiple �ngerprints. The rationale for choosing a neural network is

its reduced complexity while providing a superior performance. The learning approach

pursued in this chapter relies on two stages: the training phase and the testing phase.

In the training phase, the weight vectors of the network are computed using training

samples, where the input and output are known. This is classi�ed as a supervised learning

technique, where the training weights are designed using supervision. It is instructive

to note that the training weights are calculated o�ine, hence this calculation does not

impose any real time overhead on the system. A typical neural network is shown in

Fig. 6.5(a).

This network is referred to as a deep neural network if the number of hidden layers is

higher than one, as shown in Fig. 6.5, where the number of hidden layers is two. As

seen in the �gure, the training samples are passed to the input layer and the weights are

designed for minimizing the error, which is the di�erence between the true and predicted

output values. In Fig. 6.5(a), W1,W2, and W3 are the weights for the input layer,

hidden layer, and output layer, respectively, where W(p, q) denotes the weight attached

between the nodes p and q, while xi,ui,vi and y1, y2 are the inputs and outputs of

the network, respectively, where i denotes the class. In our design, each �ngerprint

corresponds to a class. Furthermore, the output of each hidden layer is de�ned by an
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activation function f(.), also called a score function, which determines the performance

of the system. The choice of the activation function is dependent on the analytical

tractability, computational complexity and the type of output signal. On the other

hand, to yield better results, a loss function is introduced which captures the error (loss)

between the predicted outcome and the real outcome in the training samples.

In our proposed design, the choice of the �ngerprint (or class) is dictated by the output

probabilities associated with each �ngerprint. In other words, the �ngerprint having

a high probability is selected. Since we deal with the probabilities at the output, it

can be interpreted as a logistic regression having multiple classes, where each �ngerprint

constitutes a class. Hence, an activation (score) function which deals with the probability

is considered, where in our case we use a so-called softmax function, which we will discuss

in detail later in this section. The resultant neural networks are also sometimes referred

to as softmax convolutional networks [236].

Each layer of Fig. 6.5(b) is assigned a score by the activating function. However, since

we deal with the probabilities of speci�c outcomes, the linear weights are translated to

probabilities by a softmax function at the output, as shown in Fig. 6.5(b) and expressed

as [236]

fi(z) =
ezi∑
k e

zk
, (6.7)

where z is the score vector at the layer before the output probabilities are calculated,

which is given by [236]

z = f(xi,W, b) = Wxi + b. (6.8)

In (6.8) W is the weight matrix of the layer, b is the bias vector, while xi is the input

of the layer, as shown in Fig. 6.5(b). As an example, let us consider Fig. 6.5(b), where

the softmax function is applied at the output layer to the scores net1 and net2, which

are calculated using the weight matrix W3 and bias vector b3. Note that the softmax

function is employed only at the output layer, while for all other layers, only the scores

attained using (6.8) are calculated as shown in Fig. 6.5(b).

In our chapter, the input vector xi is a three-dimensional vector holding the location,

tra�c density and RSS values, while the outputs represent the probabilities associated

with each �ngerprint. In other words, the output takes the form of [0 . . . , 0, 1, 0, . . . , 0]T ,

where 1 is the probability associated with that particular �ngerprint.

It is instructive to note that the weight matrices are initially chosen as random from the

distribution N (0, 1), hence the prediction at the output would be erroneous. Therefore,

to improve the prediction of the �ngerprint for a given tra�c density and location, a loss

function is introduced which is a measure of di�erence between the predicted probability

and the true probability associated with the given class. In other words, by considering
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the loss function, the weight matrices are optimized for ensuring the loss is minimized.

More explicitly, in our design we aim for minimizing the divergence between the real

and predicted probability distributions. This loss function can also be interpreted as the

Kullback-Leibler divergence between two distributions. Thus, for distributions p and q

it is expressed as [237]

DKL(p‖q) = −
∑
i

p(i) log q(i), (6.9)

where in our case, p(i) is the probability of the correct class i, which is p(i) = [0, . . . , 1, . . . , 0],

while q is the function in (6.7). Upon substituting (6.7) into (6.9), we get

DKL(p‖q) = −
S∑
i=1

log
ezi∑
k e

zk
, (6.10)

where S is the number of training samples.

Additionally, we have the cross entropy of H(p, q) = H(p) +DKL(p‖q), where H(p) = 0

holds, since there is no uncertainty in the correct class. Therefore, this loss function may

also be referred to as cross entropy loss.

Having de�ned the cross entropy loss, the total loss function over all classes associated

with a regularization penalty of R(W) is given as [236]

L = − 1

S

S∑
i=1

log
ezi∑
k e

zk
+R(W), (6.11)

where we have R(W) = λ
2‖W‖22. The rationale behind adding a regularization term in

(6.11) is to ensure that it does not result in over-�tting [236].

We now aim for minimizing (6.11) by computing the gradient with respect to the weight

matrix W3 and the bias b3 of Fig. 6.5(b). To achieve this, we compute the gradient for

each class whose corresponding weight vectors are now wi
3 and bias b

i
3, where i represents

the class.4 Note that zi in (6.11) is a function of the weight vector wi
3 and bias bi. After

a series of steps, the gradient with respect to wi and bi is given as [236]

∂L

∂wi
3

= (fi − δik)x+ λwi δik =

1, i = k

0, otherwise
(6.12)

∂L

∂bi3
= fi − δik. (6.13)

4Each row of the weight matrix represents the weights associated with the respective class. For
example, the ith row vector wi3 of W3 represents the weights associated with the ith class.
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Thus, by employing gradient-descent we arrive at

wi
3 = wi

3 − α
∂L

∂wi
3

, (6.14)

bi3 = bi3 − α
∂L

∂bi3
, (6.15)

where α is the step-size. Similarly, weight matrices W1 and W2, and bias vectors b1

and b2 are obtained by employing the gradient of the loss function in (6.12) with the

respective matrixW and vector b. This process is called as error backpropagation [236].

The pseudo-code of the proposed learning-aided �ngerprint based algorithm is presented

in Algorithm 6.7.

Algorithm 6.7 Proposed Learning-Aided beam-alignment
O�ine:

1: Input: Training samples for all training locations
2: Output: Fingerprint
3: Initialize W1, W1 and W3 as random
4: Compute the output of f(.) using (6.8) for each layer with the assigned weights
5: Apply softmax function using (6.7) to obtain the probabilities for each class
6: Obtain the weight matrices and bias vectors by (6.14) and (6.15)
7: Do error backpropagation
8: Repeat 4-7 until convergence of (6.12).
Online:

1: Input the location, number of vehicles, Target RSS
2: Apply training weights found during o�ine phase
3: Output: desired �ngerprint

It is important to emphasize that the weight matrixW and bias vector b of the network

are computed o�ine and stored in memory. This entire process is carried out during the

training phase.

Having discussed the softmax training phase, we now focus our attention on the real

time, the testing phase. During the initial access the BS communicates with the user

by employing omni-directional transmission using lower frequencies such as that of LTE,

where the BS estimates the location of the user. The BS also has the information of

the number of users (vehicles) in its cell, which is exploited for estimating the vehicular

density (λ). Furthermore, the user relays the information of its RSS threshold require-

ments to the BS. Given the number of vehicles, the RSS threshold, and the location as

the input parameters, the BS employs the softmax algorithm with the weights and bias

calculated during the training stage. The algorithm then predicts the probability of each

class, i.e. each �ngerprint, and then the BS selects the �ngerprint having the highest

probability. After the selection of the �ngerprint, it informs the user about the possible

beam-pairs, and conducts beam-search over these selected beam-pairs. The user then



Chapter 6 Deep Learning-Aided CSI Acquisition for mmWave Systems 215

feeds back the speci�c beam-pair index which meets its post-processing RSS threshold.

A schematic diagram illustrating the algorithm is shown in Fig. 6.6.
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Figure 6.6: The beam-alignment procedure.

In the next section, we present our multi-functional BF as an application of the proposed

design.

6.2.3 Multi-functional Beam Transmission: An Application

In this section, we propose a multi-functional beam transmission by allowing some tol-

erance in the beam search complexity. The rationale for employing multi-functional

beam transmission is to increase the spectral e�ciency as well as to enhance the per-

formance. This philosophy works under the assumption that there exist a plurality of

beam-pairs which satisfy the RSS threshold. As discussed in Sec. 6.2.1 and Sec. 6.2.2, the

BS conducts beam-search in the selected �ngerprint, where the user chooses the speci�c

beam-pair which satis�es the target RSS and feeds back the index of the beam-pair to

the BS using LTE and avoids the beam search in the successive beam-pairs.
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Figure 6.7: A plurality of beam-pairs selected to attain diversity/multiplexing gains.

By contrast, in the multi-functional beam transmission, the user chooses several beam-

pairs which satis�es the RSS threshold at the expense of increased search complexity5

as shown in Fig. 6.7.

These additional beam-pairs can be leveraged to achieve diversity and/or multiplexing

gains. It is important to emphasize that the number of beams that can be exploited is

limited by the number of RF chains. Given the eligible beam-pairs observed, the BS-

user pair may also employ link-adaptation depending on the nature of the channel in

each beam. In other words, depending on the post-processing SNR observed at the user,

the BS may employ diversity or multiplexing. Explicitly, if the channel is in deep fade,

the user may opt for employing diversity, whilst for multiplexing otherwise. Further-

more, the BS may also optimize the power allocation for each beam in conjunction with

multiplexing- and diversity-aided transmission.

On the other hand, if the number of beam-pairs observed by the user that satisfy the

target RSS is higher than the number of RF chains6, the BS may decide to employ

beam-index modulation7 using the beam-pairs reported by the user as shown in Fig. 6.8.

Fig. 6.8 illustrates the typical beam index modulation employed at the BS to increase

the data rate. Note that here the number of beam pairs Nb that meets the target RSS

is higher than the number of RF chains NRF
t . This is akin to the spatial modulation,

where the antenna index carries the information. In contrast to the antenna index in

spatial modulation, in this design, beam index is used for the information conveyance.
5It is important to emphasize that there may also be a scenario, where there is no an additional

beam-pair despite the increased beam search in the successive beam-pairs.
6Note that the maximum number of beam-pairs the BS can leverage is equal to the number of RF

chains.
7Beam-index modulation allows us to convey extra implicit information by inferring at the receiver

which speci�c beam was activated.
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Figure 6.8: Beam index modulation at the BS.

Thus the total number of bits that can be transmitted per second per channel per user

is

Number of bits = log2M︸ ︷︷ ︸
M-ary bits

+ log2Nb︸ ︷︷ ︸
number of beam pairs

.

We note that in addition to the beam-pairs selected for the transmission based on the

input signal stream during beam index modulation, diversity or multiplexing gains may

also be attained by the selected beam-pairs depending on the channel's nature in these

beam-pairs.

In the next section, we present our simulation results of the proposed design.

6.2.4 Performance Results

In this section, we present our simulation results for characterizing the performance of the

proposed design. More explicitly, we characterize the performance of the multi-�ngerprint

aided beam-alignment scheme relying on learning and of the benchmark design dispensing

with learning. In our simulations, the number of vehicles at any point of time follows

Poisson distribution ∼ Poisson(λ) having both a mean and variance of λ. Furthermore,

the blockages caused by vehicles are random obeying the distribution U(0, Nv), where

Nv is the number of vehicles having a Poisson distribution ∼ Poisson(λ). At the time
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of writing, there is no mathematical model or distribution for blockage, only empirical

models [224]. Hence, we assumed in our simulations that the maximum number of

blockages is equal to the number of vehicles. Furthermore, from the database on the

vehicle dimension [238], it was found that the height of the vehicles follows normal

distribution with a mean of µh and standard deviation of σh [224]. Our simulation

parameters are summarized in Table 6.2. In this chapter, we have considered three

�ngerprints constructed for three di�erent tra�c densities.

Table 6.2: Simulation parameters

Parameters Values

Pt 20 dBm

Nt 32

Nr 8

Gt 10 dBi

Gr 5 dBi

Λ(28 GHz) 0.0107

Number of Vehicles (Nv) Poisson (λ)

Vehicles height [meters] N (150, 8.6)

Blockages rand(0, Nv)

duser, dobstacle rand(.)

Fig. 6.9 shows an example, where a BS is located at the center of the cell. Furthermore,

the cell is partitioned into four locations, and each location has its own �ngerprints for

the di�erent tra�c densities. It is important to emphasize that the number of vehicles

in each location is Poisson distributed, while the distance of the vehicles from the BS in

each cell is uniformly distributed. Observe in Fig. 6.9 that the BS is serving two users

in Locations 2 and 3, while the vehicles near the users are treated as obstacles.

To analyze the loss function of the softmax neural network presented in (6.11), Fig. 6.10

shows the cross-entropy of the network during training versus the number of epochs8. It

can be seen from the �gure that the network's best performance is reached after approx-

imately 60 epochs. Furthermore, it can be noticed from the �gure that the validation

error is only slightly higher than the training error � which implies that the neural

network weights designed provide a good �t in terms of the mapping between the input

and the output samples. It is instructive to note that Fig. 6.10 can be used to study

how well the neural network parameters are designed. In other words, if the validation
8The network is said to have reached `1 Epoch' when an entire dataset, i.e., when each and every

sample of the data is passed through the network for designing the network parameters for one time. It
can be loosely interpreted as the number of times (or iterations) the dataset is used for designing the
parameters.
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Figure 6.9: Distribution of users at four locations.

error in the above plot is high while the training error is low, it implies over-�tting of

the network and hence regularization parameters may be adjusted; on the other hand, if

both the validation and training errors are high, it implies under-�tting and hence the

number of neurons (nodes) may be adjusted.

Fig. 6.11 shows the instantaneous RSS values for three �ngerprints, when the number of

vehicles is Poisson distributed, as shown in Fig. 6.9 having means of 5, 20 and 45. More

explicitly, Fig. 6.11(a) depicts the RSS values for the scenarios, where the di�erence in

the height of the obstacle to the line joining the transmitter and receiver is such that

v of (6.2) is less than −0.7, i.e. the vehicular attenuation is zero. In other words, the

attenuation of the signal is purely due to path loss. However, the �uctuations observed

in Fig. 6.11a are owing to the fading introduced by the channel, which is captured in

(6.5).

On the other hand, Fig. 6.11(b) depicts the RSS values for the scenario, where the

di�erence in the height of obstacle to the line joining the transmitter and receiver is such

that v of (6.2) is greater than −0.7. In other words, the signal experiences attenuation

due to both the vehicles and path loss, which becomes evident from the plot, where

there are points scattered around having RSS values as low as −125 dB. The physical

meaning of this is that some of the beam-pairs available in the �ngerprints are subjected
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Figure 6.10: The training and validation curves of the neural network employed.

to blockages because of the vehicular obstruction. We note that in the absence of these

blockages, Fig. 6.11(b) would show similar behavior to Fig. 6.11(a), where both both

Fig. 6.11(a) and Fig. 6.11(b) are plotted for a non-adaptive system.

Fig. 6.12 shows the RSS observed for a system employing multiple �ngerprints both

with and without learning, a single �ngerprint as well as for LOS9 propagation. In this

simulation, we have set the target RSS to −82 dBm. It is evident from Fig. 6.12 that

multiple �ngerprint based beam-alignment provides superior performance, while the per-

formance of single �ngerprint based beam-alignment and of LOS falls down precipitously

with the increase of tra�c density. This is because with the increase of tra�c density,

the probability of LOS blockage becomes high, hence resulting in low RSS. On the other

hand, the single �ngerprint based beam-alignment, which is designed for a given tra�c

density10 and uses the same �ngerprint for other tra�c densities su�ers from blockages,

since the beam-pair suitable to one setting is unsuitable for another. Furthermore, the

desired AoA-AoD pair which is suitable for that speci�c setting may be absent from the

�ngerprint constructed for another setting. Therefore, the performance is signi�cantly

a�ected. By contrast, the multiple �ngerprint based design provides better performance;

however, it can be seen that multiple �ngerprint based adaptation without learning is

unable to always maintain the target RSS. Instead it is hovering around it owing to the
9In LOS based beam-alignment, the beam is steered in the direction of the user, which is obtained

from location, without account for blockages.
10In our simulation, we have designed the single �ngerprint for a tra�c density λ of 5.
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Figure 6.12: RSS of the di�erent schemes against tra�c density.

ever-changing channel statistics imposed by the changes in the environment. Hence, em-

ploying learning in our multiple �ngerprint based design would intelligently adapt to the

time-variant environment so that it always meets the target RSS, as shown in Fig. 6.12.

Fig. 6.13 shows the average RSS values over all the beam-pairs in the selected �ngerprint

after adaptation versus the tra�c density. More explicitly, it is a measure of the total

average received power observed within a given �ngerprint, which is the power observed

after post-processing, if the transmit power is equally shared across the beam-pairs in

the �ngerprint. The rationale of choosing this metric is to study the impact of the

average RSS power over all the beam-pairs when the transmit power in each beam is

constant. It is evident from the �gure that the �ngerprint selected using learning performs

similarly to perfect beam-alignment, where an exhaustive beam sweeping is carried out.

The physical signi�cance is that the receiver is able to capture the signal from all the

directions predicted by our learning algorithm. In other words, the learning accurately

predicted the �ngerprint that is comprised of maximum possible number of beam-pairs

for successful link-connection, which is also observed in the average RSS. On the other

hand, the �ngerprint selection dispensing with the learning is signi�cantly a�ected, as

seen in Fig. 6.13, due to poor selection of the �ngerprint, i.e. when the �ngerprint

associated with the wrong beam-pairs is selected. To elaborate further, the �ngerprint

that is selected does not contain the beam-pairs for successful transmission, which means
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Figure 6.13: Average RSS values over all the beam-pairs in the �ngerprint observed at
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that the transmit power allotted to these beam-pairs su�er blockages or experience deep

fading11, hence resulting in low average RSS values at the user. It is important to

emphasize that our proposed design achieves the performance of perfect beam-alignment

at a signi�cantly reduced search complexity.

Fig. 6.14 shows the PDF of the �ngerprints against the tra�c density. It can be seen

in Fig. 6.14(a) that as the number of vehicles or as the tra�c density increases, the

PDF of �ngerprint 1 starts falling gradually, while �ngerprint 2 increases monotonically.

Similarly, as the the tra�c density increases further, the PDF of �ngerprint 2 falls and

the PDF of �ngerprint 3 starts to increase. This implies that the set of beam-pairs in

the �ngerprint that provides a successful alignment starts to fall because of the increase

in blockages caused by the increase in tra�c density. Hence, the �ngerprint which has

the beam-pairs suitable for that environment is selected for a successful transmission.

For example, when considering the tra�c density range between 5-to-20, the PDF of

�ngerprint 1 falls because, whenever the set of beams in it is blocked due to the increased

density of vehicles, it selects �ngerprint 2 with the aid of the learning model developed

during the training phase, since it provides alternate beam-pairs for link-connection.
11In this plot, since v < −0.7, the reduced RSS values should be attributed to only channel fading,

as there is no attenuation due to vehicles. Hence the look-up table based �ngerprint selection degrades
the performance because of the channel imperfections as discussed in Sec. 6.2.1.



224 Chapter 6 Deep Learning-Aided CSI Acquisition for mmWave Systems

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0
P

ro
b

ab
il

it
y

D
is

tr
ib

u
ti

o
n

F
u

n
ct

io
n

(P
D

F
)

5 10 15 20 25 30 35 40 45 50

Traffic Density ( )

Fingerprint 1

Fingerprint 2

Fingerprint 3

(a)

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

P
ro

b
ab

il
it

y
D

is
tr

ib
u

ti
o

n
F

u
n

ct
io

n
(P

D
F

)

5 10 15 20 25 30 35 40 45 50

Traffic Density ( )

Fingerprint 1

Fingerprint 2

Fingerprint 3

(b)

Figure 6.14: (a) PDF of �ngerprints when learning is employed. (b) PDF of �ngerprints
dispensing with learning.
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Fig. 6.14(b) shows the PDF of the �ngerprints, when dispensing with learning. It can

be noticed here that switching from one �ngerprint to other �ngerprint is di�erent from

that observed in Fig. 6.14(a), as the switching is decided based solely on the look-up

table, which may be outdated because of the time-varying nature of the channel.
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Figure 6.15: Average RSS values observed at the receiver in the speci�cally selected
beam-pairs which meet the target RSS.

Fig. 6.15 shows the average RSS observed in the beam-pairs chosen from the selected

�ngerprint at the receiver. It is important to note the di�erence between Fig. 6.15 and

Fig. 6.13, where the latter is the average RSS observed in all the beam-pairs of the

selected �ngerprint. Fig. 6.15 depicts the RSS for two values of v, i.e. for di�erent

vehicular heights. In this investigation, we have set the target RSS to −82 dB. It can

be seen that for both cases of v the learning aided design performs about 1 dB higher

than the target RSS. By contrast, the design relying on look-up table su�ers signi�cantly,

especially in the tra�c density regions between 10-15 and 30-40. This performance is

akin to that of the conventional link-adaptation designs.

Fig. 6.16 shows the rate of our proposed design with learning and dispensing with learn-

ing. It can be seen from Fig. 6.16 that the rate of the design dispensing with learning

is inferior to that of the learning-aided beam-alignment, while the design with learning

provides the maximum rate of 2 bpcu regardless of the vehicular density. This is because
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the design without learning relies on the threshold values of the look-up table which

su�ers from blockages in the tra�c density regions between 10-15 and 30-40.
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Figure 6.16: Rate observed at the receiver in the selected beam-pairs.

6.2.5 Complexity

In this section, we discuss the complexity of the designs presented. The conceptually sim-

ple beam-sweeping technique, imposes substantial complexity during the beam-search.

Let us consider a signal departing at an angle θd ∈ (0, 360◦) from the transmitter, which

is being received at an angle θr ∈ (0, 360◦) by the receiver. Let us also assume that

the half-power beamwidth (HPBW) of the signal ray is β. Then a beam-sweeping based

beam-alignment has to perform an exhaustive search over
(
360
β

)2
beam-pair combina-

tions. On the other hand, the �ngerprint based beam-alignment imposes a much lower

complexity, since the number of beam-pairs is signi�cantly reduced. We note that the

complexity of the proposed design predominantly arises in the learning stage, which is

carried out in an o�ine fashion. In other words, the weights of Fig. 6.5(b) are designed

prior to any communication between the BS and the user, which then are stored in

memory. However, this does not mean that our proposed design has no complexity con-

straints. The complexity in our design depends on the number of computations it has

to perform while applying the weights in real time. To elaborate further, let us consider

Fig. 6.5(b), and for the sake of simplicity let us assume that there are n neurons in each

hidden layer, while the input vector xi also has a dimension of n. Then the total number
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of computations, i.e. additions and multiplications, needed for h hidden layers is on the

order of O(hn2). Furthermore, it is important to emphasize that the complexity of any

learning algorithm depends on the input dimensionality [203,236] (the input vector xi is

referred as feature set in machine learning), which is however, only three-dimensional in

our design.

6.3 Combating Channel Aging with Learning

Typically, in the FDD systems, the channel is estimated at the receiver in the downlink

and fedback to the transmitter in the uplink, where the transmitter leverages the CSI

to enhance the system performance. However, the CSI acquired at the transmitter is

imperfect owing to the estimation errors introduced by the pilot-assisted CSI estimate

as well as by the non-linear components in the hardware. The errors in the CSI at the

transmitter would be exacerbated when the ubiquitous phenomenon of channel aging is

considered [228]. To elaborate, the channel aging is a phenomenon that arises due to the

time-varying nature of the channel. As a result the channel information arriving at the

transmitter would become outdated. In this scenario, any signal processing performed at

the transmitter relying on the outdated CSI would result in performance losses. There-

fore, to circumvent the problem of channel aging, it is pertinent to predict the channel

from the current estimates � where in this chapter we resort to a learning approach. In

other words, we use the pilot-based channel estimate at the receiver, which would be-

come outdated by the time it reaches the transmitting terminal, to predict the channel

estimate at the transmitter. Then the transmitter employs the proposed HBF using the

predicted channel estimate. More explicitly, in this section, we employ a learning strat-

egy to predict the small scale fading coe�cient of the channel matrix (Equation 2.19),

where we invoke the radial basis neural network.

6.3.1 Channel Prediction

In learning-aided channel prediction design, the training is performed to design the

weights using the outdated channel estimate and the actual channel. A pictorial illus-

tration of outdated, of current and of predicted channel estimates is shown in Fig. 6.18.

More explicitly, the outdated channel samples and the corresponding actual (current)

channel samples are used as the input and output of the network, respectively. In other

words, the outdated channel is fed to the input layer, whose initial weights are randomly

assigned from the distribution N (0, 1) to obtain scores for the hidden layer, where the

radial basis function fr(.) is employed. The score of neuron, v in the hidden layer of the
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radial basis function is given by [131]

ov = fr(‖wr − xi‖ bv), (6.16)

where wr,xi and bv are the weight vector, the input and the bias, respectively, while

f(.) is the radial basis function expressed as [131]

fr(n) = e−n
2
. (6.17)

The score computed using (6.16) serves as the input to its succeeding layer, where a

linear function is applied on the score obtained, which is expressed as

yi = Wlor + bl. (6.18)

The score yi obtained using (6.18) in the output layer is the predicted channel, which

is then compared to the known actual channel to compute the error. The error between

the predicted and the actual channel is evaluated using a loss function. The loss function

used in this design is the mean square error given by [131]

L =
1

S
S∑
i=1

∥∥yi − yti
∥∥+ ρ1‖Wr‖22 + ρ2‖Wl‖22, (6.19)

where S is the total number of training samples, yt is the current channel, while ρ1, ρ2 are
the regularization factors used to avoid over-�tting [131]. Having obtained the loss func-

tion, the weights are then designed to minimize the loss function using back-propagation.
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Figure 6.18: Pictorial representation of outdated, current and predicted channel esti-
mates.

In back-propagation, the gradient of the loss function with respect to weights and biases

is computed for each layer. A more detailed discussion on back-propagation is presented

by Chauvin et al. in [132]. This process is continued until convergence is reached. In

our design, xi is the outdated channel vector αout and yi is the predicted channel vector

αpredict. More explicitly, αout is the channel learned at the receiver during pilot trans-

mission which would become outdated at the transmitter because of the time-varying

nature of the channel.

Let us now again consider the channel presented in (5.14) in the face of channel aging,

where the AoA and AoD change slowly when compared to the small-scale fading coe�-

cient α, which is the instantaneous CSI. More explicitly, α evolves with time according

to the Jakes' model, whose autocorrelation is given by the zero order Bessel function of

the �rst kind [222]. The correlation coe�cient is given by

ζ = J◦(2πfdτ),
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Figure 6.19: Amplitude and phase of the outdated channel, of the current channel and
of the predicted channel.

where fd is the maximum Doppler frequency and τ is the sample time.

It is important to emphasize that the pilot-assisted channel estimate at the receiver which

is outdated because of the mobility of the users is αout = α(τ − 1), while the current

channel estimate is αcurrent = α(τ). Note that during the training phase of the learning

αout and αcurrent are used as the training samples to design the weights of the neural

network as discussed in the previous section. Having designed the training weights, the

transmitter predicts the current channel estimate αpredict from the outdated channel

estimate αout in real time.

6.3.2 Performance Results

Fig. 6.19 shows the channel response in for Doppler spreads of 0.001 and 0.01. More

explicitly, Fig. 6.19(a) and Fig. 6.19(b) characterizes the amplitude and phase of the
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channel response, where 200 training samples are used to design the training weights of

the neural network. It can be seen from Figures 6.19(a) and 6.19(b) that the learning-

aided channel prediction has faithfully reproduced the current channel from the outdated

channel both for a Doppler spread as high as 0.01 and for Doppler spread as low as 0.001.

It is important to emphasize that the �delity of the learning assisted channel prediction

relies on the number of training samples used to design the training weights. This is

evident from Fig. 6.19(c), where the predicted channel is a bit o� the mark from the

current channel, when only 100 training samples are used12.

Fig. 6.20 shows the amplitude of the predicted channel and the current channel for

di�erent Doppler spread values. It is evident from the Fig. 6.20(a) that for a normalized

Doppler spread as low as 0.0001, the neural network weights evaluated during training

at the start of the frame are capable of predicting the channel even after 1000 frames.

In other words, the CSI feedback from the receiver, which is estimated using pilots, is

not needed at the transmitter. However, it can be also seen from Fig. 6.20(a) that as

the Doppler spread is increased to 0.001, the weights of the neural network evaluated

during training at the transmitter becomes unable to faithfully reproduce the channel

after 800 frames. Therefore, feedback from the receiver becomes necessary for the neural

network retraining after around 800 frames of transmission. Observe from Fig. 6.20(b)

that as the Doppler spread is increased to 0.01, the number of frames transmitted using

the same weights decreases. In other words, more frequent feedback from the receiver

becomes necessary. Therefore, this implies that the overhead required for retraining the

neural network depends on the Doppler spread.

Fig. 6.21 shows the normalized mean squared error (NMSE) between the predicted chan-

nel and the current channel. More explicitly, Fig. 6.21(a) shows the NMSE at di�erent

Doppler frequencies. It can be noted from Fig. 6.21(a) that the NMSE is substantially

lower between the predicted and current channel. In other words, the ANN is capable

of reproducing the current channel with high accuracy. Although the NMSE increases

with the Doppler frequency, it still is on the order of O(10−3). On the other hand,

Fig. 6.21(b) shows the NMSE between the predicted and current channels when trans-

mitting at di�erent number of frames between a pair of training events. It can be seen

from Fig. 6.21(b) that NMSE becomes insigni�cant for a low number of frames, while it

is on the order of O(10−3) for say 800 frames. More explicitly, the physical signi�cance

of this is that the training weights designed before the transmission of the �rst frame

can be applied without retraining for upto 800-1000 frame durations depending on the

required NMSE.

Having procured both the AoA-AoD information and the current channel response, we

now analyze the performance of the full duplex system presented in Chapter 4 with the

predicted channel.
12The number of training samples required for faithful channel prediction would also depend on the

Doppler spread.



234 Chapter 6 Deep Learning-Aided CSI Acquisition for mmWave Systems

10
-8

10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

N
o

rm
al

iz
ed

M
ea

n
S

q
u

ar
ed

E
rr

o
r

(N
M

S
E

)

500 750 1000 1250 1500

Doppler Frequency [Hz]

Learning-Aided Channel Prediction

(a) Normalized mean squared error between the predicted channel and the accurate
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Figure 6.21: Normalized mean squared error between the predicted channel and the
accurate channel.
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Fig. 6.22 studies the BER performance of the system for Doppler spreads of 0.01 and

0.005. More particularly, it characterizes the BER performance of the channel with

prediction, of the current channel and of the outdated channel. Furthermore, in Fig. 6.22

we study the BER performance using channel predicted with both 100 and 200 training

samples for designing the training weights of the learning network. In this setting, we

have set the SI and MI to 3 dB. It can be seen from Fig. 6.22 that for a Doppler spread

as high as 0.01 and 0.005, the BER of the system relying on channel prediction is close to

that of the system using 100 training samples, while it performs similarly to the current

channel, when the number of training samples is increased to 200. On the other hand,

the outdated channel produces an error �oor for both Doppler spreads.
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6.3.3 Complexity

The complexity of the radial basis neural network used for channel prediction involves

two phases: o�ine and online. During the o�ine phase, which is the training phase,

the weights of the neural network are designed and stored in memory. If the neural

network has n neurons, then the number of computations required to train the weights

is O(n4) +O(n3). We note that the design of weights is carried out only once and stored

in the memory during the training phase. Furthermore, the weights are designed at the

BS, which may be equipped with high computational resources for channel prediction.

However, during the online stage, the weights are applied to generate the output, where

the number of computations is O(n3).

For example, in our simulations, where we have set Nt = 128, Nr = 32, Ns = 2, the

number of complex multiplications required for our propose design is 157, 952, while for

SVD it is 688, 128. Furthermore, in our neural network setting, we have set the number

of hidden layers to 1 and the number of neurons in the hidden layer to 250.

6.4 Conclusions

In this chapter, we have aimed for obtaining the CSI for employment by both the precoder

and combiner designs discussed in Chapters 3 and 4. In mmWave systems, the channel

information is comprised of two constituents: the AoA/AoD and the small-scale fading

factor α, as discussed in Chapter 2.

Table 6.3 summarizes the basic methods for obtaining the AoA/AoD information.

Table 6.3: Summary of di�erent methods to acquire AoA/AoD information.

AoA/AoD Acquisition
Features

Methods

Conventional Estimation Fails to exploit BF,

hence resulting in low SNR

Beam sweeping High search complexity

Hierarchical Codebook Moderate search complexity,

which is lower than that of beam sweeping

Fingerprint based alignment Low search complexity

In this chapter, we primarily focused our discussions on �ngerprint based beam align-

ment, as a bene�t of its lower search complexity. More particularly, in Sec. 6.2.1 we
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proposed a multi-�ngerprint based database, where the �ngerprints are collected for dif-

ferent tra�c densities in a given location. Then, we improved our design by intelligently

choosing the �ngerprint based on the tra�c density and location information relying on

a neural network. Fig. 6.6 shows the signaling between the user and the BS at vari-

ous stages. Figures 6.12 and 6.13 show the superior performance of the multi�ngerprint

based beam-alignment assisted by learning. Table 6.4 provides a summary of all schemes

considered in Figures 6.12 and 6.13 at a glance.

Table 6.4: Summary of maximum RSS and average RSS observed for di�erent schemes
of Figures 6.12 and 6.13.

Schemes Max. RSS Strength

F
ig
.
6.
12 T
ra
�
c
D
en
si
ty

=
15

LOS -91 dBm

Single Fingerprint -84 dBm

Multiple Fingerprints
-82.5 dBm

without Learning

Multiple Fingerprints
-81 dBm

with Learning

T
ra
�
c
D
en
si
ty

=
30

LOS < −100 dBm

Single Fingerprint < −100 dBm

Multiple Fingerprints
-82 dBm

without Learning

Multiple Fingerprints
-81 dBm

with Learning

Schemes Avg. RSS Strength

F
ig
.
6.
13 T
ra
�
c
D
en
si
ty

=
15 Fingerprint Adaptation

-95 dBm
without Learning

Fingerprint Adaptation
-81 dBm

with Learning

Perfect Beam Alignment -81 dBm

T
ra
�
c
D
en
si
ty

=
30 Fingerprint Adaptation

-95 dBm
without Learning

Fingerprint Adaptation
-81 dBm

with Learning

Perfect Beam Alignment -81 dBm

It is noted that for a target RSS threshold of -81 dBm, having multiple �ngerprints
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can provide a maximum RSS strength of -82.5 dBm and -82 dBm at tra�c densities of

15 and 30 units, respectively. On the other hand, multiple �ngerprints associated with

learning capabilities achieve the target RSS for both tra�c densities, while the LOS-

based and single-�ngerprint based schemes' RSS degrades substantially upon increasing

tra�c density. Furthermore, we have analyzed in Fig. 6.13 the average RSS observed in

conjunction with �ngerprint adaptation. We noted that �ngerprint adaptation combined

with learning is capable of providing a stable RSS of -81 dBm, which is similar to that

of perfect beam alignment. requirements.

Based on these �ndings, we have also proposed a multi-functional beam transmission

scheme, where multiple beams that satisfy the target received power are selected. Then,

depending on the mobile station's requirement, the BS can opt for exploiting the addi-

tional beams for increasing the multiplexing/diversity gains. Furthermore, if the number

of RF chains is lower than the number of beam pairs that satisfy the target receiver power,

the BS then employs beam index modulation for increasing the spectral e�ciency.

Then in Sec. 6.3, we have counteracted the e�ects of channel aging by proposing a

learning-assisted channel prediction relying on a radial basis function neural network,

where we showed by simulation that upon employing su�cient training our neural net-

work aided channel prediction became capable of faithfully reproducing the channel.

Fig. 6.18 shows the evolution of the current channel, outdated and predicted channel.

We have observed in Fig. 6.19 that with a su�cient number of training samples the

channel can be faithfully reproduced. However, we have noted in Fig. 6.20 that upon

increasing the Doppler spread, the frequency of having to retrain the neural network

weights increases. In other words, neural network needs to be retrained after a certain

number of data frames, which is dependent on the Doppler spread, as seen in Fig. 6.20.
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Conclusions and Future Work

... when the characters in this thesis have told their story, you start again with new

characters and equations for an exhilarating story for the posterity!

�The Author, K. Satyanarayana

In this chapter, we provide the summary and conclusions of the thesis, followed by

future research directions for mmWave hybrid transceiver designs and their compelling

applications.

7.1 Summary Conclusions

In this thesis, we have conceived the mmWave hybrid transceiver designs relying on ma-

chine learning tools. We commenced our study by analyzing the mmWave radio wave

propagation e�ects, the array gain and link-budget analysis in Chapter 2. Then, in

order to achieve both diversity and beamforming gains, in Chapter 3 we conceived a

dual-function hybrid architecture and compared the sub-array and full-array solution.

To enhance the throughput of the system, we have proposed a beamforming assisted

self-interference cancellation technique for full duplex systems in Chapter 4. Both Chap-

ters 3 and 4 deal with the dual-function transceivers. Subsequently, we extended hybrid

beamforming to the MF MIMO system concept in Chapter 5, where we amalgamated MF

MIMO transmitter with a learning assisted receiver. We note that the transceiver designs

presented in Chapters 2- 5 rely on the perfect knowledge of CSI and beam alignment

angle, while in Chapter 6, we dispense with these idealized simplifying assumptions.

To elaborate further, in Chapter 6 we have proposed learning-assisted channel beam

alignment as well as channel prediction to combat the channel aging phenomenon. The

summary of the chapters and our major �ndings are provided below in a little more

detail.

239
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• Chapter 2: We studied the radio wave propagation e�ects of mmWave carriers in

Sec. 2.1.1. Then in Sec. 2.2, we analyzed the array gain requirements for compensa-

tion of propagation losses, followed by our discussions on beamsteering, beamwidth

and antenna types, namely on patch and horn antennas. Subsequently in Sec. 2.3,

we further elaborated on the link-budget analysis discussing the number of AEs

required for achieving a given spectral e�ciency for a given transmit power. Fur-

thermore, in Sec. 2.4 we presented the state-of-the-art both in mmWave hybrid

architectures and in beamforming solutions, while in Sec. 2.5 we conceived an

energy-e�cient hybrid beamforming design by exploiting the speci�c nature of the

mmWave channel. Additionally, in Sec. 2.6 we have also studied the state-of-the-art

designs in the context of full duplex transceivers, where we employed beamform-

ing techniques for self-interference cancellation. Finally, a rudimentary exposition

on machine learning in the context of wireless communications is presented in

Sec. 2.7.5.

• Chapter 3: In Sec. 3.2, a new hybrid BF architecture is conceived, where an AA is

partitioned into two or more sub-arrays. In this architecture, the sub-arrays emerg-

ing from a full array are separated by a su�ciently large distance that minimizes

the correlation between sub-arrays by exploiting their independent fading. The

rationale behind the sub-array separation is to attain diversity gains in addition to

the BF gains derived from the sub-arrays. In Sec. 3.2.1, we have analyzed the ca-

pacity of the proposed architecture and concluded that using two sub-arrays strikes

an attractive compromise, since the diversity gain obtained from the two sub-arrays

out-weighs the loss in the BF gain imposed by splitting the array. By contrast,

dividing the array into more than two sub-arrays would result in a reduction of BF

gain, which the additional diversity gain cannot compensate.

Observe from the summary in Table 3.5 that to achieve a rate of 5.5 bpcu, the

fully-connected and the conventional ASA designs require SNRs of -9.2 dB and -

6.1 dB, respectively, while our proposed design achieves this rate at a lower SNR of

-10 dB. However, we note that the diversity gain obtained reduces as the number

of sub-arrays increases � this is due to the diminishing returns in terms of the

diversity gains. Furthermore, in our design, each sub-array may be fully-connected,

as shown in Fig. 3.2. We observed that the total number of phase shifters in our

design is NtN
RF
t /Nsub as that of the conventional ASA, while it is NtN

RF
t in the

fully-connected design.

Then, in Sec. 3.3 we analyzed a codebook based on MUBs amalgamated with DFT-

based analog BF in the RF stage for the aforementioned mmWave MIMO systems.

Additionally, we investigated the performance of hybrid beamforming systems in

the face of mutual coupling relying on a practical codebook using both DFT and

MUB precoders of [98].
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Subsequently in Sec. 3.4, we proposed an adaptive array design for hybrid beam-

forming in mmWave communication that adapts the architecture as well as the

digital precoding depending on whether the channel is LOS or NLOS nature. Ex-

plicitly, we designed an architecture relying on an adaptive array, where the array is

full-array-connected for communications over LOS channel with an antenna spacing

of λ/2, and its sub-array-connected for NLOS channels. Explicitly, for the latter

where the AA is partitioned into sub-arrays with su�ciently large separation so

that each sub-array experiences independent fading.

Finally in Sec. 3.4.2, we utilized our adaptive array design of Section Sec. 3.4 to

propose an adaptive virtual cell formation in the PHY layer of C-RAN for mmWave

hybrid beamforming aided systems. More explicitly, the dynamic selection of RRHs

is similar to a mmWave transmitter that adaptively switches between the fully-

connected and ASA designs. In virtual cell formation, a user may maintain its

connection with one or two RRH(s) depending on our proposed design criterion.

We �rst present an algorithm for virtual cell formation designed for a single mobile

user, where the RRHs connected to the user experience di�erent channel conditions

(LOS/NLOS). Then we extended our algorithm to a multi-user scenario, where the

mobile users are distributed randomly and experience di�erent channel conditions

(LOS/NLOS) with respect to the RRHs. Moreover, given the typical fronthaul

constraints of C-RANs, for the multi-user setting, we investigated considered the

maximum number of users that can be supported by the fronthaul link.

• Chapter 4: In Sec. 4.2, we considered FD communication at mmWave frequencies

relying on hybrid beamforming, where we aimed for mitigating the SI by jointly

designing the transmit and receive RF beamformer weights and the precoder as

well as combiner matrices. To design the beamformer, precoder and combiner ma-

trices, we �rst obtained the fully-digital solution, where we resorted to an iterative

algorithm relying on the idealized simplifying assumption of having perfect CSI

knowledge. Then we derived the HBF solution from the digital solution using

least-squares approximation. The proposed solution preserves the signal's dimen-

sionality, while mitigating the SI. We show that the proposed design is capable

of reducing the SI by upto 30 dB, hence performing similarly to the hypothetical

interference-free FD system.

In Sec. 4.2.2, we presented the mathematical proof for the convergence of the pro-

posed iterative design, where the objective function is minimized in each iteration.

Furthermore, we showed that the value of the objective function reduces in every

iteration and it is lower-bounded by zero. We presented quantitative comparisons

of our proposed design by simulation results in Sec 4.2.5, where we demonstrated

that our proposed design achieves better performance gains than eigen beamform-

ing, especially when the SI power is high. Based on our simulation results, we

observed in Fig. 4.8 that when the SIR is as low as -25 dB, eigen beamforming
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would require an SNR of 3 dB to achieve a rate of 22.5 bpcu, while our proposed

design would need only -2.5 dB. On the other hand, when the INR is set to 10 dB,

the SNR requirements are around 3 dB and -2.2 dB for the eigen beamformer and

for our proposed design, respectively, to achieve the same rate of 22.5 bpcu.

Subsequently, we extended our design to theK-user frequency selective interference

channels in Sec. 4.3, where the precoder and combiner is designed for minimizing

both the SI and MI in mmWave systems using beamforming. In this design, we

aimed for preserving the signal dimensionality, while mitigating both the SI and

MI. Then, we developed an iterative matrix decomposition for hybrid precoding

aided OFDM systems, where the digital TPC weights are employed in the OFDM

scheme's frequency-domain, while the analog RF beamformer weights are applied

to the time-domain signal. Figures 4.17 and 4.18 captured the performance of

the system for di�erent SIR and INR values. More particularly, we observed in

Fig. 4.17 that when SIRMI =-5 dB, INRSI=-20 dB, the eigen beamforming weights

required an SNR of 22.5 dB, which was as low as 19 dB for our design. Similarly,

it is 20 dB and 15 dB for the eigen beamformer and for our design, respectively,

when we have SIRMI =-10 dB, INRSI =-10 dB.

• Chapter 5: In Sec. 5.2, we proposed a learning assisted adaptive transceiver design
for each user link based on the near-instantaneous post-processed SNR, where the

adaptation regime switches between multiplexing versus diversity oriented trans-

mission modes as well as by appropriately con�guring the modulation mode em-

ployed so as to facilitate both high-reliability and high-rate operation. In this

design, the receiver relies on the instantaneous post-processed SNR to decide on

the transmitter's multiplexing versus diversity aided transmission mode and on the

choice of the speci�c modulation scheme to be employed with the aid of supervised

learning relying on the feed-back information forwarded to the BS. We invoked

the KNN classi�cation technique at the receiver for decision making, as a design

example.

We demonstrated by our simulations, presented in Sec. 5.2.4, that at a target BER

of 10−3, the learning-assisted adaptation achieves a signi�cant SNR gain of about

5 dB, while maintaining the required target BER compared to that of conventional

link-adaptation carried out based on hard threshold values. A qualitative discussion

on the complexity of the KNN algorithm is presented in Sec. 5.2.3. In Sec. 5.3, we

proposed deep learning assisted semi-blind detection for index modulation aided

mmWave MIMO systems. More particularity, we proposed a detector design for

MS-STSK operating without relying on the explicit knowledge of the CSI at the

receiver. Then, we also extended our design to a BIM-aided MS-STSK scheme

dispensing explicit CSI knowledge at the detector. This philosophy makes our

design spectral-e�cient, since it does not the need the pilots for channel estimation.
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In Sec. 5.3.5, we demonstrated by simulations that our proposed design detects

the MS-STSK information with high integrity while circumventing CSI estimation.

Furthermore, in Fig. 5.16 we showed by simulations that our design outperforms

the ML-aided detection in the face of channel impairments introduced during the

CSI estimation. This has become possible by amalgamating the originally separate

channel estimation and data detection, which lends an improved grade of �exibility

to the receiver. Additionally, we demonstrated in Fig. 5.17 that the net DCMC

capacity of the ML-aided detection is lower than that of our proposed learning-

assisted detection. In other words, the DCMC capacity is signi�cantly a�ected by

the pilot overhead when having ML-aided detection, since it requires accurate CSI

for every transmission frame.

To improve the �delity of our learning-assisted detection, we proposed recalibra-

tion of the NN weights after a certain number of frames, which is contingent on

the Doppler spread. The recalibration of the NN weights is carried out using side-

information or training information, which is known at both the transmitter and

receiver. Hence, we referred to our design semi-blind, since it requires the transmis-

sion of the training data for recalibration of the NN weights. We showed that the

overhead needed for this training data is negligible compared to the pilot overhead

for channel estimation. We show by simulations that our proposed design outper-

forms ML-aided detection in the face of channel estimation errors whose variance

is as low as 0.15. A qualitative complexity discussion is presented both for the

learning-assisted detection and for the ML-aided detection in terms of search space

as well as the number of computations in Sec. 5.3.4 and Sec. 5.4.1.

• Chapter 6: In Sec. 6.2 we proposed a multi-�ngerprint based database, where the

�ngerprints are collected for di�erent tra�c densities in a given location. Then,

the BS intelligently chooses the �ngerprint based on the tra�c density and location

information, where we invoked deep learning for the selection of the �ngerprint.

Then, in Sec. 6.2.2 we invoked a convolutional neural network, where the training

weights are designed o�ine for the selection of the �ngerprint. Upon the selection

of the �ngerprint, the BS then relays the information of the �ngerprint selected to

the mobile station using the control channel. Thereafter, the BS starts the training

process to select the beam-pair from the �ngerprint, which meets the target received

signal power. The mobile station feeds back the index of the beam-pair from the

selected �ngerprint if it meets the threshold condition. This signi�cantly reduces

the search complexity involved.

Additionally, in Section 6.2.3 we proposed a multi-functional beam transmission

scheme as an application example of our proposed design, where multiple beams

that satisfy the target received power are selected. Then, depending on the mobile

station's requirement, the BS can leverage the additional beams for increasing the

multiplexing/diversity gains. Furthermore, if the number of RF chains is lower
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than the number of beam pairs available that meets the target received power, the

BS then employs beam index modulation to increase the throughput.

Subsequently, in Sec. 6.2.4 we demonstrated by our simulations that having multi-

ple �ngerprint-based beam-alignment provides a superior performance over the sin-

gle �ngerprint based beam-alignment. Furthermore, we showed that our learning-

aided multiple �ngerprint design provides better �delity than that of the scheme

employing multiple �ngerprints but dispensing with learning. Our discussion on

the complexity of our proposed learning-aided beam-alignment are presented in

Sec. 6.2.5, where we demonstrated that our design performs similarly to beam-

sweeping based beam-alignment relying on high-complexity exhaustive beam-search.

On the other hand, to counteract the e�ects of channel aging, in Sec. 6.3 we pro-

posed learning-assisted channel prediction relying on a radial basis function neural

network, where we showed in Fig. 6.19 that upon involving su�cient training, the

radial basis neural network-aided channel prediction can faithfully reproduce the

current channel. We empirically showed in Sec. 6.3.2 that depending on the Doppler

spread, the radial basis neural network used for channel predictions has to be pe-

riodically retrained. To this end, we demonstrated in Fig. 6.20 that the overhead

involved in the CSI feedback for faithful reproduction of the actual channel at the

transmitter is low for lower Doppler spreads.

7.2 Future Work

In this thesis, we have presented research ideas combining both conventional and machine

learning conceived for mmWave hybrid beamforming systems. In this section, we brie�y

present some of the future work inspired by the ideas developed in this thesis.

7.2.1 Exploitation of Polarization

The conventional wisdom about mmWave communication channel is that it always ex-

hibits LOS propagation, which may be exploited with the aid of directional antennas.

However, it has been shown in [1,46] that in mobile communications, mmWave frequencies

su�er from frequent LOS blockages and exhibit multipath propagation, which motivates

us to study and analysis of the polarimetric properties of the mmWave channel. While

the exploitation of polarization is promising, the cross-polarization associated with it can

be detrimental to the overall performance which requires in-depth investigations.

Let us consider the single-user dual-polarized mmWave MIMO system shown in Fig. 7.1,

where the transmitter and the receiver are equipped with Nt/2 and Nr/2 antennas,

respectively. Furthermore, the AAs of both the transmitter and the receiver of Fig. 7.1

are dual-polarized, having both horizontal (H) and vertical (V) polarizations. Then the
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Figure 7.1: Dual-polarized hybrid beamforming architecture.

received signal vector y at the output of the RF stage and baseband combining is given

by

y =
√
ρW†

BBW
†
RFHFRFFBBs+W†

BBW
†
RFn. (7.1)

Furthermore, the channel matrix H of the dual-polarized AA of Fig. 7.1, is given by [40]

H =

X�

ej∠α

nray
hh,nc ej∠α

nray
hv,nc

ej∠α
nray
vh,nc ej∠α

nray
vv,nc


⊗H′

G =

HHH HHV

HVH HVV

 ,
where ∠αnrayxy,nc is the initial random phase of the cluster nc and ray nray that departs

from the polarization `x' and arrives in the polarization direction `y', while X is the

power-imbalance due to polarization and H′ is the mmWave statistical channel model.

Furthermore, G represents Givens' rotation that captures the di�erence in orientation

between the transmitter and the receiver.
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246 Chapter 7 Conclusions and Future Work

Fig. 7.2(a) shows preliminary results of the rate of the algorithm presented in Chapter

(4) as well as of the eigen beamforming design using 128×32-element dual-polarized AA.

Explicitly, the parameters in (2.20), namely θ, φ are uniformly distributed from 0-to-2π

and NRF
t , NRF

r , Ns are set to 2 whilst X is varied from 0-to-20 dB, where X is de�ned

as the ratio of co-polarization power (ρxx) to cross polarization power (ρxy). In this

con�guration, two streams are transmitted using two RF chains. It can be seen from

Fig. 7.2(a) that for lower values of X , the eigen beamforming rate-curve saturates at

lower rates, while the proposed design outperforms eigen beamforming with SNR gain

of more than 10 dB, especially when X is as low as 0 and 10 dB. Furthermore, when X
is increased to 20 dB, the proposed design represented by the diamonds outperforms the

eigen beamforming by about 5 dB.

Additionally, to understand the reliability of the system using cross-polarization, Fig.

7.2(b) shows some early results on the BER of both the proposed as well as of the eigen

beamforming designs. It is interesting to note that at SNR of -1 dB, the proposed design

achieves a BER as low as 10−3 while the eigen beamforming produces an error �oor for

X = 10 dB. By contrast, when the cross-polarization power leakage is high, i.e. X = 0

dB, both produce an error �oor. However, the proposed design produces an error �oor

at a low BER. On the other hand, when the cross-polarization is low, i.e. X = 20 dB,

the proposed design outperforms the eigen beamforming by a signi�cant margin.

7.2.2 Beam Squint Compensation

In this thesis, we assumed that the AA response vector experiences the same phase

shift for all frequencies. However, we know that the phase-shifting of φ = ωt is a linear

function of the time delay. However, for signals having a high bandwidth the group-delay

tends to be di�erent at di�erent frequencies. Hence the phase of the high complex-valued

array responses also becomes di�erent at di�erent frequencies. This change or variation

of array response with frequencies results in frequency-dependent beam-direction. More

explicitly, the beam direction for a frequency of (f◦+ δf) points to an angle of (θ◦+ δθ),

instead of at θ◦, as shown in Fig 7.3. The new array response vector is expressed as

a(θ) = [1 ej
2π
λ
d cos(θ◦)+j 2πλ d cos(δθ) . . . e

j 2π
(
Nt−1)λd cos(θ◦)+j 2πλ d cos(δθ)]T . (7.2)

(7.3)

We can see from Fig. 7.3 that the signal at frequency f2 is squinted by an angle of

δθ, which signi�cantly reduces the beamforming gain and hence the throughput of the

system, since it su�ers from reduced SNR. Therefore, in order to have a �awless signal

transmission, compensation of the beam squinting becomes necessary [239,240].
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Figure 7.4: A typical SISO autoencoder.

7.2.3 Autoencoder-Assisted mmWave Hybrid Systems

In Chapter 6 we have used learning-aided soft-detection for reducing the detection com-

plexity. However, the performance of the system may be further improved by e�cient

precoding and decoding using machine learning [35,146,148]. More particularly, autoen-

coder based learning design may be employed, where the neural network intelligently

choses the precoding and combing weights. The philosophy of autoencoders is that they

can learn an approximate function between the input and output, where the output is

similar to the input. In contrast to the supervised learning discussed in Chapters 5 and

6, autoencoders rely on unsupervised learning. A typical SISO autoencoder is shown

in Fig. 7.4. The autoencoder of Fig. 7.4 maps the input bit sequence s to a stream of

complex-valued signals x, which is then transmitted. Then the received signal vector y

is demapped to reconstruct the bit sequence ŝ. Mathematically, this can be expressed as

x = Ws+ b (7.4)

ŝ = W′y+ b′, (7.5)
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Figure 7.5: Fingerprint based beam-alignment for fast initial access.

where W,W′,b, and b′ are the weights and biases of the neural network.

At this point, a question arises: can autoencoder shown in Fig. 7.4 be utilized to replace

the conventional precoder and combiner designs for mmWave hybrid systems, given the

AoA and AoD information as the input to the encoder?

7.2.4 Bene�cial Applications

An immediate application of the design proposed in Chapter 6 can readily be seen for

fast initial access in mmWave systems relying on hybrid beamforming [241,242].

For example, Fig. 7.5 shows an application of �ngerprint based beam-alignment for

prompt initial access at mmWave frequencies. In Fig. 7.5 the road side unit (RSU)

equipped with all AI-based camera is communicating with the users on the pavement.

In this scenario, the RSU typically would aim for aligning the beam-pairs by performing

an exhaustive beam-sweeping. This would pose high search-complexity. Therefore, to

circumvent the exhaustive search, our design proposed in Chapter 5 may be invoked.

More particularly, our deep learning-aided design based on the location of the user and

on the tra�c density, rapidly aligns the beam-pairs. Furthermore, given the mobility of

the users, especially among the vehicular users of Fig. 7.5, the CSI necessary for detec-

tion becomes outdated. In this scenario, our channel prediction algorithm proposed in

6.3 can be invoked for faithful reproduction of the CSI.
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