**Predicting the validity of expert judgments in assessing the impact of risk mitigation through failure prevention and correction**

**ABSTRACT**

Operational risk management of autonomous vehicles in extreme environments is heavily dependent on expert judgments and, in particular, judgments of the likelihood that a failure mitigation action, via correction and prevention, will annul the consequences of a specific fault. However, extant research has not examined the reliability of experts in estimating the probability of failure mitigation. For systems operations in extreme environments, the probability of failure mitigation is taken as a proxy of the probability of a fault not re-occurring. Using *a priori* expert judgments for an AUV mission in the Arctic and *a posteriori* mission field data, we subsequently developed a generalized linear model that enabled us to investigate this relationship. We found that the probability of failure mitigation alone cannot be used as a proxy for the probability of fault not re-occurring. We conclude that it is also essential to include the effort to implement the failure mitigation when estimating the probability of fault not re-occurring. The effort is the time taken by a person (measured in person months) to execute the task required to implement the fault correction action. We show that once a modicum of operational data is obtained, it is possible to define a generalized linear logistic model to estimate the probability a fault not re-occurring. We discuss how our findings are important to all autonomous vehicle operations and how similar operations can benefit from revising expert judgments of risk mitigation to take account of the effort required to reduce key risks.
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1. **INTRODUCTION**

 In recent decades there has been a rapid growth in the development and application of autonomous intelligent vehicles across a variety of contexts and for a range of purposes (e.g., remote repairs in space, military reconnaissance, driverless cars, material handling systems in factories and laboratories, etc.) (1, 2). This growth has been particularly evident in the use of autonomous technologies to explore remote, uncharted or extreme underwater territories for scientific research (3-5). For example, autonomous underwater vehicles (AUVs) are now regularly used by oceanographers, marine biologists and climate scientists to explore underneath large ice shelfs and fast-moving sea ice in the Arctic and Antarctic regions (6, 7).

 AUVs are mechatronic systems that operate without any physical connection to a ship or human and, once launched, independently navigate underwater following a pre-planned mission profile and typically transmit data to an onshore laboratory for real-time analysis (8, 9). These missions are inherently risky due to the potential for technological failure and the uncertainty surrounding the physical conditions that the AUVs will encounter (10). The loss of an AUV can prove extremely costly due to the expense of developing, building, deploying and operating the vehicles. Furthermore, AUV loss may lead to substantial delays in, or even the termination of, large-scale, long-term international research projects (11).

 State-of-the-art risk analysis and management processes have been instrumental in facilitating successful AUV missions (11, 12). However, due to the novel nature of AUV technology and the unique characteristics of each mission, risk analysis tends to be heavily reliant on expert judgments to compensate for the absence of past data about mission success rates and the factors that might influence the estimated likelihood of failure (12). Expert judgments have been used to effectively reduce risk in the field of AUV operations. For example, a study by Brito et al. (12) showed that the use of expert judgments regarding the effectiveness of mission failure mitigation measures for an AUV mission in the Arctic led to a 24% reduction in the probability of losing the vehicle for a single mission of 336 km (an estimated reduction of this size can make the difference between whether a mission is executed or aborted). Therefore, it is important to assess the reliability of experts in assessing the probability of failure mitigation. Failure mitigation and probability of failure mitigation are terms that are used several times in this article. Failure mitigation is a set actions to correct failures that have occurred in the past. The probability of failure mitigation is the likelihood of these corrective actions annulling the failure. A probability of failure mitigation of 1 means that the experts expect the mitigation action to annul the failure. Whereas, a probability of failure mitigation of 0 means that experts expect that the mitigation actions will not annul the failure.

Previous research in expert judgment elicitation has focused on the reliability of experts to estimate the likelihood of a catastrophic event taking place. To our knowledge, the reliability of experts in estimating the probability of failure mitigation has not been addressed before. Some notable limitations of the extant research in this area are that it is not clear to what extent (i) experts weight each mitigation variable when assessing their composite influence on the overall probability of failure mitigation and (ii) the accuracy of expert judgments about the effectiveness of overall failure mitigation is determined by their assessment of the effectiveness of each mitigation action. This paper addresses this knowledge gap. Specifically, we present a generalized linear model that enables us to use past AUV mission data to retrospectively assess the accuracy of expert estimates of the probability of failure mitigation. Moreover, we use generalized linear models to identify which actions/variables (knowledge, past successes, effort needed to mitigate fault, etc.) most strongly predict the accuracy of the expert’s probability of mitigation estimates. Our findings provide important insights for autonomous vehicle operations and allow us to suggest how such operations can benefit from revising expert judgments to increase the probability of successful missions.

**1.1. AUV Failure Mitigation**

 AUV failures are typically caused by a single faulty component, human error or a combination/sequence of minor faults that, individually, would not normally thwart the mission (11). A ‘fault’ (e.g., engine breakdown, data transmission failure, etc.) in an AUV mission is deemed to be any AUV-specific operational error that results in a failure to achieve the mission plan. Risk mitigation for an AUV deployment under ice is achieved by reducing the probability of a given fault occurring. A fault can be mitigated by re-designing the faulty system or component, by correcting the fault or by not triggering that system/component during deployment. Failure mitigation is the process of annulling the consequences of fault by re-designing the system to correct the fault or by designing a fail-safe or fault-tolerant system (13). Failure mitigation is generally regarded as the most important strategy for managing catastrophic risks in complex technology failures (14).

 Unlike a rover deployment on planet Mars, when an AUV is deployed underneath an ice shelf it is not possible to communicate with the vehicle. Consequently, risk reduction in AUV missions cannot be achieved by implementing traditional risk management strategies such as contingency planning or by designing flexibilities into the system. The implementation of a contingency plan would imply that an adverse outcome had occurred and a predetermined course of action could be taken to continue to the mission. For example, if an AUV were lost under ice a contingency might be to deploy a second AUV. However, in an unexplored and inaccessible environment, it is generally impossible to determine with any certainty the cause of AUV loss because the most important sources of evidence for the accident investigation are stored in the vehicle itself. Hence, in such a scenario, the deployment of another vehicle could lead to another AUV loss caused by the same systematic fault. Similarly, adding flexibility into the mission (e.g., varying the objectives, exploration area, measures, etc.) would also be ineffective because this would probably result in a failure to obtain the required data sample and, thus, failure to meet the mission objectives.

 In practice, the risk of AUV loss is typically managed by running monitoring distance trials before the actual mission or via failure mitigation processes. Monitoring distance is a concept analogous to “burn in time”, whereby the AUV is monitored under benign conditions for a given period before it is committed to the mission. In this paper, we focus on failure mitigation, via fault correction and prevention, because this approach to managing operational risk management has previously demonstrated the most effective outcomes in practice (11, 12).

 Most High Reliability Organizations (HROs) have developed systems for taking into account fault mitigation (15). For example, Feather and Cornford present a hazard management framework, developed by the National Aeronautical and Space Administration (NASA) to monitor and update the likelihood of design failure modes occurring. The system, denoted as Defect Detection and Prevention (DDP), is a probabilistic model. The key assumption is that each fault may have a number of prevention, detection and alleviation (PACTs) methods (i.e., fault mitigations). The expected efficiency of each PACT in mitigating the fault is assessed by a group of specialized field experts. The DDP system considers that multiple PACTs may have an adverse or positive effect on a failure mode because PACTs are not independent and, therefore, may introduce a fault in the system. The probability model aggregates all these effects to quantify the probability of fault mitigation. As described below, similar methods have been used in AUV fault mitigation.

 In 2010, the International Submarine Engineering (ISE) Explorer AUV conducted a record breaking mission, travelling a total of 10,000 km underneath fast sea ice (16). The risk analysis for the ISE Explorer missions included the quantification of the impact of risk mitigation actions (12). Specifically, the probability that a given mitigation action would eliminate a fault was estimated by experts during a risk assessment workshop. The AUV risk profile used for estimating the probability of AUV loss for a given distance was first created using the expert’s subjective judgments. It was then revised based on the probability of failure mitigation estimated by experts. The subsequent risk analysis for ISE Explorer considered the risk profile with mitigation and without mitigation. Six missions were later conducted underneath ice in 2011: missions 51 (30.51 km), 52 (55.8 km), 53 (131.22 km), 54 (336.24 km), 55 (325.98 km) and 56 (324.45 km), with failure mitigation leading to increased risk reductions (cf. without mitigation) of 11%, 13%, 16%, 24%, 16%, and 16%, respectively, for each of the six missions.

 Failure mitigation is an integral part of engineering risk management. Previous research has found a positive relationship between the extent to which the causes of a failure are understood and the subsequent probability of mitigating that failure in future AUV missions (14). The probability of failure mitigation is assumed to be a proxy for the probability of fault not re-occurring. Yet, there is no evidence to relate the probability of failure mitigation with the probability of fault not re-occurring. Moreover, the extent to which each of these factors influences the probability of failure mitigation has not been quantitatively assessed. This is important for two reasons. First current risk models can be updated using the probability of mitigation agreed by the experts. If other variables are deemed also relevant then these should also be included in the model (12, 40). Second, it is important to have a means to assess expert judgment elicitations regarding the effectiveness of the fault correction and prevention because this can be the main contributor to risk reduction.

**1.2. Expert Judgment Elicitation**

 Expert judgment elicitation is a discipline in risk analysis which typically seeks to obtain estimates of risk and uncertainty from experts when such information is needed to augment historical/statistical data or when historical/statistical data is unavailable (17, 18). Reviews of expert judgment elicitations indicate that although previous elicitations have been applied with good intentions, they have often had methodological short comings that have led to judgmental biases and overconfidence (19-21). For example, Keeney and Winterfeldt (22) identified that a) elicitation processes often lacked input from a heterogeneous range of experts, b) the experts were rarely trained in assessing probabilities, c) experts were not given sufficient time to assimilate the relevant information, and d) elicitors neglected to use state-of-the-art methods for eliciting the judgments (22). Relatedly, Bolger and Wright (23) highlighted that care is needed when determining whether someone is or is not ‘an expert’. Specifically, they stated that an expert should not be selected based on his/her social, professional or political status, but based on the extent to which he/she can provide a judgment that is both ecologically valid (i.e., the judgment task is one that the individual regularly performs in his/her professional role) and learnable (i.e., the judgment task typically leads to some form of feedback on the correctness or reliability of the judgment and that feedback can be utilized in similar future tasks). Hence, care is needed in both the selection of experts and in the selection and application of methods to elicit the judgments.

 Formal processes can address many of the potential shortcomings associated with expert judgment elicitations. Such processes have been advocated by academic researchers (24, 25) and employed by several HROs and government institutions (for examples, see (26, 27)). These formal processes typically involve the introduction of elicitation techniques that aim to minimize biases and use structured methods to combine and then aggregate the judgments mathematically or behaviorally (mathematical aggregation implies that expert judgments are elicited individually and then combined using analytical functions) (17, 28-30).

**1.3. A Static Risk Model for AUVs Using Expert Judgments**

 Risk models based on expert judgments have already been successfully developed for AUV deployments. For example, Brito et al (11) conducted a formal expert judgment elicitation to build the risk profile for the Autosub3 AUV missions under the Pine Island glacier in Antarctica. On this occasion, eight experts, who included senior AUV engineers and AUV users based in the United States, took part in a judgment elicitation process that was closely based on the elicitation methodology proposed by Otway and Winterfeldt (17). Specifically, the experts were individually asked to estimate the probability that each fault in the Autosub3 fault history would lead to the loss of Autosub3 in four different operating environments: open water, coastal water, sea ice and ice shelf. In addition to the likelihood that a fault would lead to loss, each expert was also asked to state his/her confidence in the assessment in the form of a weight which could vary from 1 (not confident) to 5 (very confident). The judgments were aggregated using both the linear and the log mathematical aggregation methods. A similar approach was used successfully by Griffiths et al (31) to build a risk model for two Remus 100 AUVs. On this occasion, instead of providing a single-point estimate, each expert provided the parameters of a distribution for the likelihood of fault leading to loss. The parameters provided were the lower bound, upper bound, lower quartile, upper quartile and median. Here the analysis did not take into account the probability of failure mitigation. However, a risk model that takes into account the probability of failure mitigation is presented in Brito et al (12). The risk model considered in previous research comprised the duplet <*Fi, Li*>, where *Fi* stands for fault *i* and *Li* is the likelihood of fault *i* leading to AUV loss. Details on how to incorporate the probability of failure mitigation in the risk model are presented in the following section.

**1.4. Accounting for the Probability of Failure Mitigation**

 In 2012, the model proposed by Brito et al (11) was further developed to include the probability of failure mitigation (12). Analytically, the probability of fault leading to loss given a mitigation action is quantified using equation 1. Brito et al (11) define the probability of a failure *i* being mitigated as . This probability is estimated by experts. A of 0 is assigned if there is no confidence that the mitigation action will eliminate the failure, and a value of 1 is assigned if there is certainty that the mitigation strategy will remove the failure. For each failure the experts were asked to agree on a single figure for the probability of failure being mitigated given the mitigation actions defined by the project team (). The probability of AUV loss given a fault *i*, *Li*, in environment *E* and the fault mitigation *Mi* is calculated using the equation 1. *Fi* stands for fault *i*.

 (1)

This model holds no knowledge of subsequent missions.

For each mission carried out by an AUV, the data obtained can be used for assessing the observed (i.e., objective) probability of fault re-occurring. If a large number of missions have been conducted, expert judgments of risk and risk mitigation effectiveness could then be replaced by the observed data. However, in reality, it is generally the case that data from only a few missions, at most, is available for each AUV. Hence, the ideal scenario would be to devise a method of ascertaining if expert judgments are representative of the observed probability of fault re-occurring when only a small sample of past AUV mission data is available. Such a method would not only be highly beneficial for AUV operations, but also for any new technology where something is known about both the operational risk and risk mitigation effectiveness. Such a method would overcome situations where there is a lack of observed data to ascertain whether or not expert judgments are representative of future observations. How we addressed the need for such a method is discussed in the following section.

**2. A NOVEL METHOD TO ASSESS THE IMPACT OF PROBABILITY OF MITIGATION**

 Generalized linear models (GLM) (32) neatly synthetize likelihood based approaches to regression analysis. There are several extensions of this theory involving models with random terms in the linear predictor. In this paper, a GLM is employed to estimate how the dependent variable, (i.e., probability of fault not re-occurring) is influenced by several independent (predictor) variables.

For a given AUV mission, the fault re-occurrence can be seen as a binomial trial whereby the mission either succeeds or fails. Therefore, a causal model can be defined where the probability of fault re-occurring would depend on both (a) an *a priori* assessments of the probability of fault being mitigated and (b) experts perception of the failure mitigation process during the subsequent observed missions. Therefore, the probability of a fault not re-occurring can be synthetized in the generalized linear model presented in equation 2.

 (2)

Where logit is:

 (3)

The *pi* is the dependent variable and *Xij* are independent variables. In order to test the effectiveness of fault mitigation, *pi* is the probability of a fault not re-occurring. Each mission is seen as a trial for the fault mitigation action. The noise in the observations is measured by *bi*. This variable is assumed to be normally distributed with standard deviation *τ*. The posterior is modelled with a binomial distribution, where *ni* is the total number of possible outcomes and *ri* is the number of favorable outcomes (i.e., fault did not emerge). The maximum likelihood expression for the generalized linear model is automatically generated by a Bayesian inference statistical software tools, such as OpenBugs. The inference is conducted using the Markov Chain Monte Carlo (MCMC) method (33). The MCMC inference is a stochastic Bayesian inference which estimates the properties of the marginal probabilities based on samples of the conditional probability function. The stopping criteria is defined by the MCMC error. Best practice is to stop the simulation when the MCMC error is 5% of the standard deviation(33).

**2.1.** **ISE Explorer Case Study**

 We started by using the behavioral risk model created by Brito et al. (2012) for the ISE Explorer AUV. We used this model because the probability of failure mitigation is provided for each fault. The information missing from Brito et al (12) is with respect to the variables that may influence the probability of fault not re-occurring. This risk model was developed using a behavioral risk elicitation process denoted as SHELF(34). Five experts participated in the expert risk judgment elicitation, which took place in two parts. The first part took place in Halifax, Canada, on the 26th -29th of January 2010 and the second part took place in Vancouver, Canada, in 2011. Five experts were selected because ISE Explorer is an AUV developed by ISE Ltd. The number of individuals with knowledge on this vehicle is extremely small. The experts selected comprised the most experienced users and developers of the vehicle. It was important to have a balance between knowledge of the vehicle and knowledge of Arctic operations. All selected experts had conducted several missions in the Arctic and had previously provided probability judgments for AUV missions risk assessments.

For the elicitation process that took place in Halifax, the experts received training in probabilistic inference and statistics and then provided judgments via the SHELF expert judgment elicitation approach (35). The SHELF(34) process was developed by Sheffield University as a behavioral approach to eliciting expert judgments. Distinct features of SHELF are that experts are specifically encouraged to provide probability distributions, instead of a single probability assessment, and are expected to agree on the final assessment. In the first round of the elicitation, experts agree on the lower and upper bound of the probability assessment. Then individually, experts define their uncertainty about the assessment by specify a distribution. This distribution is specified using the median, lower quantile and upper quartile. Each distribution is then plotted for all experts to examine and the reasons underpinning a given distribution are discussed. Finally, the experts agree on the values for the median, lower quartile and upper quartile for the distribution that represents the groups view. This process was adopted for the ISE Explorer to assess the probability of each fault leading to loss in the target environment. Following the completion of the risk assessment for each fault, the experts were asked to assess the probability that each mitigation action would annul the respective fault. Following a series of test trials of the ISE Explorer in benign environments, fifty-four faults were identified by the engineers and then assessed by an expert panel.

 In June 2011, ISE explorer conducted three missions under fast moving ice in Greenland. The total travel distance was 10,000km. The second part of the expert judgment elicitation that took place in Vancouver followed this second AUV campaign in the Arctic and had two key aims. The first was to update the risk model in light of the 32 new faults that had emerged on the ISE Explorer (named B05), and the second aim was to validate the approach adopted for risk assessment.

**2.2. Preliminary Data**

 Our aim was to model mitigation at a greater level of granularity. Specifically, we extended the previous work in this field by Brito et al. (11, 12) by assessing the extent to which expert risk mitigation judgments could reduce the risk of mission failure for an AUV. Moreover, we also examined the extent to which expert judgments about the effectiveness of *overall* failure mitigation is determined by the expert’s assessment of the effectiveness of *each* mitigation action.

 The data for our study was collected at the workshop held in Vancouver, British Columbia, from 21 to 23 July 2011. At this workshop, the expert panel was asked to visit the assessments provided by the panel in Halifax in 2010 for the probability of failure mitigation. The expert group used in the first elicitation was the same as that used in the second elicitation, with one difference being that one expert from the first workshop was unable to attend the second workshop and, therefore, was replaced by another expert from Defense Research & Development Canada. This expert had been an observer at the first workshop and received training at both workshops. For each of the 43 mitigation actions implemented following the 2010 workshop, the experts were asked to answer questions in relation to the faults that occurred during six subsequent operational deployments:

* Builder’s sea trials. 8 September to 12 October 2009
* Sea acceptance trails. 29 September to 30 September 2009
* Development trials: Homing and Positioning. 16 November to 4 December 2009; 11 December 2008 to 22 January 2010; 14 February 2010 to 28 February 2010
* Mission Testing. 2 February 2010 to 12 March 2010

The experts answered the following eight questions (question codes shown in brackets after each question):

1. Did the fault turn out to be understood? (UND)
2. Was the mitigation method implemented as described in the workshop? (IMP)
3. Was a different mitigation strategy implemented? (OIT)
4. Was the implementation mitigation strategy tested? (MTE)
5. Did the mitigation prove robust in the field? (ROB)
6. What was the effort taken to mitigate the fault? (EFF)
7. Was the effort as expected? (EEP)
8. Was the cost of implementing the mitigation as expected? (CEP)

Subramanian et al.’s (14) analysis of patterns of fault mitigation in safety critical software systems identified effort and knowledge as key factors in the implementation of the fault mitigation. Questions 1, 5, 6, 7 and 8 attempted to capture the influence of these factors. Questions 2 to 5 attempted to establish whether or not the mitigation action discussed at the workshop was implement and whether or not the mitigation action proved robust in the field. The experts agreed (mean) answers to these questions are presented in Table I.

[Insert Table I about here]

The failure data after the workshops was collected from the operations of two identical vehicles B05 and B06. These vehicles were operated by the same team. Table II presents a summary of the missions conducted after the expert judgment elicitation conducted in Halifax, 26th -29th of January 2010.

[Insert Table II about here]

**3. ANALYSIS AND RESULTS**

 We conducted the analysis in two stages. First, we attempted to test if it was possible to fit a GLM to all variables considered by the experts to determine if they are significant in the probability of fault not re-occurring; this is presented in section 3.1. Our collinearity analysis and our proposed reduced model are presented in section 3.2.

**3.1. Preliminary Analysis**

 Subramanian et al.’s (14) analysis of patterns of fault mitigation in safety critical software systems identified knowledge and effort as key factors in the implementation of the fault mitigation. Hence, in the first stage of our analysis, we tested the proposition that the probability of fault not re-occurring would depend on knowledge–related factors (i.e., probability of mitigation [PMIT] and understanding of the fault mitigation action [UND]), and effort-related factors (i.e., whether the mitigation strategy was tested [TES] and effort needed to implement the mitigation action [EFF]). The variable CEP had strong positive association with EEP. Consequently, we used only EEP in the analysis. The logit model, capturing these variables, is presented in Equation 4.

 (4)

This model was implemented in OpenBugs software and used MCMC inference to estimate the proportion coefficients as depicted in Equation 4. The results for the mean, standard deviation (*sd*), 5% quantile, median, 95% quantile and the MCMC error are presented in the Table III.

[Insert Table III about here]

The results showed that UND, OIT, MTE and ROB were not significant in the estimation of the probability of failure not re-occurring. The results also showed that it was not possible to obtain a significant intercept. Collinearity analysis was required to assess whether or not some variables in this model were linearly related and, therefore, whether their effect was not significant in the estimation of the probability of a fault not re-occurring. The correlations between variables are presented in Table IV. There was a correlation between UND and ROB, with a Pearson’s coefficient of 0.632 (*p* < 0.005). Other notable Pearson’s coefficients are presented. For example, the coefficients between UND and PMIT and between UND and IMP were 0.4545 and 0.605, respectively (*p* < 0.005). Also, there was a correlation between ROB and UND, with a coefficient of 0.635 (*p* < 0.005) and between ROB and MTE with a coefficient of 0.565 (*p* < 0.005). Notably, there was a correlation between OIT and IMP, with a coefficient of 0.419 (*p* < 0.005).

[Insert Table IV about here]

This correlation was of interest because it showed that even amongst variables deemed significant (PMIT, IMP, EFF and EEP) for the logistic GLM presented in Table III there was potential for multi-collinearity. Nevertheless, we elected to explore the results for a reduced model comprising these four variables, which is presented in Equation 5:

 (5)

Note that and are defined as presented in equations 2 and 3. The results obtained using this model are presented in Table V.

[Insert Table V about here]

The results obtained for the reduced model presented in equation 5 showed that both IMP and EEP are not significance in the calculation of the probability of failure not re-occurring.

Based on the results presented by the GLM, the collinearity analysis and analysis of the proportional coefficients, we rejected the hypothesis that for AUV missions under ice, the probability of fault not re-occurring could be estimated based on all the variables proposed in section 2.2.

An important finding was that the probability of failure not re-occurring was positively correlated with the probability of failure mitigation provided by the experts. Brito and Griffiths showed that experts overestimate the probability of failure mitigation(36). To our knowledge, there is no existing literature exploring this issue, which is particularly important for expert judgment elicitation. The results indicate that a potential reason for this is because the experts did not take into account the effort required to implement the failure mitigation in their assessments for the probability of failure mitigation. The reduced model that attempts to capture the effect of both the probability of failure mitigation and of the effort for implementing it is presented in the following section.

**3.2. Probability of Mitigation Model**

 Based on the analysis presented in the previous section, we were able to reduce the model proposed in equation 4. This was achieved using a step-wise reversed regression. The reduced model is presented in equation 6 below:

 (6)

Results presented in Table VI showed that it was possible to define a regression model for estimating the probability of fault not re-occurring, which took into account the probability of failure mitigation agreed by the experts and the effort in implementing the mitigation action.

[Insert Table VI about here]

[Insert Figure 1 about here]

 The Pearson’s correlation coefficient between PMIT and EFF was -0.290 (*p* < 0.053). There was no linear relationship between these two variables. The scatter plot showing proportional coefficients values of α1 and α7 is presented in Figure 1. This supported the argument that there was not a relationship between PMIT and EFF because the correlation between the two proportional coefficients was -0.03266.

**4. DISCUSSION**

Risk analysis of autonomous systems deployment in extreme environments is highly dependent on the assessment provided by experts. Our results showed that expert judgments alone were not effective at estimating the probability of a fault not re-occurring. The probability of fault not re-occurring was dependent on both the probability of failure mitigation agreed by the experts and the effort taken to implement the fault mitigation action. This insight is important because in such risk analyses it is often assumed that the probability of mitigation agreed by the experts is a static estimate and a proxy for the probability of failure not re-occurring (12, 37). Our results showed that these expert estimates can be updated using subsequent operational data. Specifically, for the two dependent variables (PMIT and EFF), we found that the probability of failure mitigation was more significant than the effort alone. Hence, the probability of mitigation estimated by experts can be used as a proxy for calculating the probability of a fault not re-occurring based on an assessment of the intended mitigation action. Expert judgment elicitation is applied in many domains but, to our knowledge, this is the first comprehensive study that has attempted to validate expert judgments in this operational context and using this novel modelling technique.

 The successful deployment of critical systems in extreme environments depends on effective risk mitigation. However, the novel nature of these systems often means that there is a lack of past data regarding the factors that determine whether a mission is successful or unsuccessful. Consequently, managers, engineers and scientists are often forced to rely on expert subjective judgements about specific risks and effective risk management actions. This practice is now adopted in many contexts. Given the potential for variation in the extent to which expert judgments on the probability of risk mitigation are reliable, it is important to assess the effectiveness of such judgments, even when only a small set of operational data is available. We achieved this by using a GLM technique that estimates the probability of fault not re-occurrence in light of the subsequent operation and the prior expert estimate on the probability of failure mitigation. Previous research has found that the probability of failure mitigation agreed by experts can contribute to reducing the risk of AUV loss by up to 24%; a reduction high enough to determine whether a mission is accepted or aborted. However, our analysis showed that the probability of fault re-occurrence is not only dependent on the probability of failure mitigation agreed by the experts, but also on the effort required to implement failure mitigation actions. This finding suggested that current approaches that are used for updating systems or missions risk(36) should better take into account the effort to implement the failure mitigation action in the estimation of the fault re-occurrence instead of only using the probability of failure mitigation agreed by the experts. Since effort is a significant variable in the estimation of the probability of fault not reoccurring, ignoring this variable can lead to an underestimation of the probability of fault not re-occurring.

There are number of ways in which effort can have such an impact on systemic and operational risk. For example, tight project delivery schedules often lead to pressures on time and resources that can substantially influence the amount of effort that is invested into risk mitigation actions. This can lead to ‘quick fixes’ which can decrease reliability by not correcting the root cause for failure. From this perspective, the failure of experts to take into account the effort taken to implement the mitigation presents a variation of the ‘planning fallacy’ observed in project duration estimation(38). The planning fallacy is the tendency for individuals to continue to overestimate their own future performance in spite of evidence that they were overly optimistic in past estimates(39). This fallacy may have been evident in our study because less effort than required was put into the failure mitigation actions. This also illustrates the benefits of ‘unpacking’ an elicitation to help experts better understand and estimate the relevant components(40). Therefore, it may have been beneficial to change the elicitation so that it decomposed the mitigation implementation task into its related sub-tasks.

A reduction in the effort would lead to a reduction in the probability of fault not re-occurring. In other words, effort is linked with the quality of the task, but with fault correction this is not the case. Hence, an increase in effort can lead to an increase in the quality of the task carried out by those responsible for risk mitigation and, consequently, to an increase in the probability of a failure not re-occurring.

 Our findings are important for several reasons. First, research has shown that, following a series of subsequent successes, organizations tend to ‘fine tune’ risk management processes in order to exploit the opportunity to increase operational and financial efficiencies. However, this can reduce the probability of success to such an extent that it can have catastrophic consequences. For example, such fine tuning was reported to be one of the key factors that led to the NASA Challenger disaster in 1986 (42). By contrast, the approach we have demonstrated here allows engineers to refine the risk model in order to develop a more accurate model of risk and, therefore, to avoid authorizing a risky mission or to cancel a mission with an acceptable risk level.

 Second, the technique directly and pragmatically addresses the question of ‘how good are expert judgments?’ This is a question faced by many researchers who facilitate and use expert judgment elicitations. One could argue that if experts were perfect, the number of variables that could determine success or failure could be reduced to an absolute minimum. The probability of fault re-occurring would then, for example, only depend on the probability of failure mitigation as agreed by the experts. Yet, our results show that to estimate the probability of a fault re-occurring, several variables must be taken into account, as must the effort to mitigate the risk. For some risk assessments, experts are not asked to assess both the probability of a hazard leading to catastrophic event *and* the probability of the mitigation actions being effective in reducing the likelihood of the hazard occurring (11). Here, in order to estimate the probability of a catastrophic event, our experts had to estimate the *a priori* risk and then build a mental model of the effectiveness of any potential hazard mitigation action. Our analysis shows that when doing this, experts should pay greater attention to the effort required to implement the mitigation action. This is particularly important in scenarios where there are several faults to mitigate (which, as in present case study, is a common occurrence) because the effort to mitigate these fault can become substantial. This can result in a failure to implement the mitigation action and, consequently, decrease the reliability of autonomous systems.(15) Our results suggest that ‘effort’ is underweighted in expert probability estimates of risk mitigation in autonomous vehicle missions. This is potentially the case for other novel technologies with high levels of operational and systemic risk and, therefore, future similar projects should explore this problem in detail.

 There has been a significant amount of research on expert judgments validation(43). In risk assessment, the term cross-validation is used to assess experts’ judgment reliability with respect to a number of seed variables, where in a group of seed variables some seed variables are used to form a training set and the remaining seed variables are used to form a test set(44). Validation of expert judgments have also been conducted to estimate asset residual life(45), project task duration(40) and to forecast product demand(46). To our knowledge, there is currently no formalized mechanism for individuals and organizations to revisit and evaluate the probability of mitigation once this has been assessed. The method proposed in this paper allows experts to validate expert judgments with respect to mitigation actions. Specifically, the technique verifies the accuracy of the probability of failure mitigation and then uses that data to further refine the accuracy of the risk model. Hence, our technique for analyzing the accuracy of expert probability judgments could be utilized by project designers, engineers, scientists and operators across a range of domains to better manage the risk of failure.

The central importance of risk mitigation and monitoring is commonly highlighted in risk management standards like that published by the Institute of Risk Management (47). Our methodology provides a reliable means for retrospectively assessing expert estimates of the probability of mitigation. Moreover, our analysis shows that the experts in our case study would have needed to retune their assessments to take into account the require risk mitigation effort because their subjective assessments alone were not sufficient to accurately estimate the probability of specific faults re-occurring.

Researchers in other subject areas have concluded that the ideal number of experts for forecasting should be between 3 and 5 (48). Libby and Blashfield (48) conducted three expert judgment experiments to assess the value of increasing the number of experts. The following experiments were conducted: (1) prediction of future business failure; (2) prediction of graduate admissions committee decisions; and (3) the differentiation of psychotic from neurotic patients from Minnesota Multiphasic Personality Inventory. Study 1 used 43 experts, study 2 used 20 experts and study 3 used 29 experts. The authors showed that when the number of experts, *N*, equals to three (*N* = 3), the median of the aggregated judgment was close to the median of asymptotic aggregate judgment. The authors also concluded that increasing the number of experts to more than five (*N* > 5) would add very little value to the convergence of the aggregated judgment. In our study we did not attempt to quantify if the number of experts had an influence on the agreed judgment. We selected five experts because this has typically been accepted as good practice and, at the same time, it allowed us to cover all areas of expertise whilst reducing inter-correlation between experts (38). Furthermore, although it is widely accepted that a group of experts cannot out-perform the best expert in the group(49), the challenge can then become how to identify who is the best expert. In this study, we did not attempt to identify who was the best expert because we elicited the *agreed* judgment for the probability of failure mitigation and not individual judgments.

The SHELF expert judgment elicitation was conducted to obtain the probability of fault leading to AUV loss. Other group elicitation processes (e.g. DELPHI) could have been used to obtain the data required for this type of study. In this study, we did not attempt to quantify the impact of the expert judgment elicitation method on the reliability of experts’ judgment for the probability of failure mitigation. Hence, future research could explore if group size and the type of expert judgment elicitation method have an impact on the reliability of probability of failure mitigation judgment.

We found that our sample of experts tended to underestimate the risks. This tendency might be explained by over confidence that stems from, optimism bias and confirmation bias. Optimism bias is a belief commonly held by individuals that they or something they control is less likely to experience a negative event(50).Confirmation bias is tendency for individuals to interpret, recall or favour information that confirms their existing beliefs, while neglecting or ignoring information that contradicts these beliefs(51).

Future studies could specifically set out to test the potential for such overconfidence to lead to underestimations of risk in expert assessments of risk mitigation actions. If such bias were evident in expert judgments, researchers could evaluate the effectiveness of various methods (e.g., decomposition, fault trees) that have previously been found to reduce such bias(52, 53).

**5. CONCLUSION**

Autonomous underwater vehicles provide a means to explore uncharted and extreme environments, and the risk assessment for these missions is inevitably subject to epistemic uncertainty. The quantification of risk of a catastrophic event is, therefore, only possible by resorting to expert judgments and, in some fortunate cases, the analysis of small amounts of data. Nonetheless, such technology gives researchers a unique opportunity to test the feasibility of using expert subjective judgments to better assess and mitigate risk. In other domains, such as the nuclear industry, expert judgments have often been used to evaluate risk, but it has not always been possible to assess the effectiveness of these judgments (see Bonano et al.)(26).

In this paper, we have focused on the effectiveness of expert judgments regarding the probability of failure mitigation. While we have identified that expert risk judgments are relevant to understanding the probability of failure reoccurrence, we also found that the effort needed to mitigate faults is an important consideration. Furthermore, we have identified that multiple linear regression models can be defined to estimate the probability of failure re-occurrence and that this does not appear to have been considered in existing literature. It is possible that these multiple linear regression models could be applied to any other novel technologies and domains in which there is only a modicum of historical data and where there is limited technical knowledge about the operational performance of autonomous devices in real-world conditions.
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**TABLES**

**Table I.** ISE Explorer failure data and expert assessments. PMIT was obtained in the Halifax expert judgment elicitation, held on January 26th 28th, 2010. The estimates for UND, IMP, OIT, MTE, ROB, EFF and EEP were elicited at the workshop held in Vancouver, 19th-21st July 2011. Failure re-occurrence, second column were obtained during missions conducted by B05 and B06 from the 4th-5th April 2010 to the 22nd of March 2011.

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Fault number** | **Re-occurrence** | **Probability of effective mitigation; 0 - Not fixed; 1- fixed (PMIT)** | **Did the fault turn out to be understood? 0 - Not understood; 1- understood (UND)** | **Was the mitigation method implemented as described in the workshop? 0 - Not implemented; 1- implemented (IMP)** | **Was a different mitigation strategy implemented? (OIT)** | **Was the implementation mitigation strategy tested? 0 - tested understood; 1- not tested (MTE)** | **Did the mitigation prove robust in the field? From 0 to 1. 0 – not robust, understood; 1- robust (ROB)** | **What was the effort taken to mitigate the fault? (EFF)** | **Was the effort as expected? (EEP)** |
| 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 2 | - | 0.9 | 1 | 1 | 0 | 1 | 1 | 3 | 1 |
| 3 | - | 0.8 | 1 | 1 | 0 | 0.8 | 0.8 | 80 | 1 |
| 4 | - | 0.9 | 0 | 0 | 0 | 0 | 0 | 4 | 0 |
| 5 | - | 0.95 | 1 | 1 | 0 | 1 | 1 | 2 | 0 |
| 6 | - | 1 | 1 | 1 | 0 | 0 | 1 | 6 | 0 |
| 8 | - | 0.9 | 1 | 1 | 0 | 1 | 0.9 | 4 | 0 |
| 10 | - | 0.95 | 1 | 0 | 1 | 1 | 1 | 32 | 1 |
| 11 | - | 0.95 | 0 | 1 | 0 | 1 | 0 | 40 | 1 |
| 12 | - | 1 | 0 | 0 | 1 | 1 | 1 | 8 | 1 |
| 13 | - | 0.8 | 1 | 1 | 0 | 1 | 1 | 24 | 1 |
| 14 | - | 0.75 | 1 | 1 | 0 | 1 | 1 | 16 | 0 |
| 15 | - | 0.4 | 0 | 0 | 1 | 0 | 1 | 40 | 1 |
| 16 | - | 0.95 | 1 | 1 | 0 | 1 | 1 | 8 | 0 |
| 17 | - | 0 | 0 | 0 | 0 | 0 | 0 | 320 | 1 |
| 18 | - | 0.9 | 0 | 0 | 1 | 1 | 0.9 | 120 | 1 |
| 19 | - | 0.8 | 1 | 1 | 1 | 1 | 0 | 40 | 1 |
| 21 | - | 0.8 | 1 | 1 | 0 | 1 | 1 | 24 | 1 |
| 22 | - | 0 | 0 | 0 | 1 | 1 | 1 | 24 | 1 |
| 23 | - | 0.9 | 1 | 1 | 0 | 1 | 1 | 36 | 0 |
| 26 | - | 0.95 | 1 | 1 | 1 | 1 | 1 | 32 | 0 |
| 28 | - | 0.95 | 1 | 1 | 0 | 1 | 1 | 1 | 0 |

**Table I.**  ISE Explorer failure data and expert assessments. PMIT was obtained in the Halifax expert judgment elicitation, held on January 26th 28th, 2010. The estimates for UND, IMP, OTE, MTE, ROB, EEP and EFF were elicited at the workshop held in Vancouver, 19th-21st July 2011. Failur ere-occurrence, second column were obtained during missions conducted by B05 and B06 from the 4th-5th April 2010 to the 22nd of March 2011. (cont.)

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Fault number** | **Re-occurrence** | **Probability of effective mitigation; 0 - Not fixed; 1- fixed (PMIT)** | **Did the fault turn out to be understood? (UND)** | **Was the mitigation method implemented as described in the workshop? (IMP)** | **Was a different mitigation strategy implemented? (OIT)** | **Was the implementation mitigation strategy tested? 0 - tested understood; 1- not tested (MTE)** | **Did the mitigation prove robust in the field? From 0 to 1. 0 – not robust, understood; 1- robust (ROB)** | **Was the effort as expected? (EEP)** | **What was the effort taken to mitigate the fault? (EFF)** |
| 29 | - | 0.9 | 0 | 1 | 1 | 1 | 1 | 80 | 1 |
| 30 | - | 0.8 | 1 | 1 | 0 | 1 | 1 | 4 | 0 |
| 31 | - | 0.95 | 1 | 1 | 1 | 1 | 1 | 32 | 0 |
| 32 | - | 1 | 1 | 0 | 1 | 1 | 1 | 16 | 1 |
| 33 | - | 1 | 1 | 0 | 1 | 1 | 1 | 8 | 0 |
| 34 | - | 0.9 | 1 | 1 | 0 | 1 | 1 | 0.5 | 0 |
| 35a | - | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 0 |
| 35b | - | 0.6 | 1 | 1 | 0 | 1 | 1 | 28 | 0 |
| 36 | - | 0.9 | 1 | 1 | 0 | 1 | 1 | 8 | 0 |
| 38 | - | 1 | 1 | 1 | 1 | 1 | 1 | 16 | 1 |
| 39 | - | 0.75 | 1 | 1 | 0 | 1 | 1 | 1 | 0 |
| 41 | - | 0.5 | 1 | 1 | 0 | 0 | 0.8 | 16 | 1 |
| 42 | 3 | 0.5 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |
| 43 | - | 0.5 | 0.8 | 1 | 0 | 1 | 1 | 40 | 1 |
| 44 | 3 | 0.5 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |
| 46 | 2 | 0.5 | 1 | 1 | 0 | 1 | 1 | 2 | 1 |
| 47 | - | 0.5 | 1 | 1 | 0 | 1 | 1 | 24 | 0 |
| 48 | - | 0.5 | 1 | 0 | 1 | 1 | 1 | 4 | 0 |
| 50 | - | 0.5 | 0.8 | 1 | 0 | 1 | 1 | 40 | 1 |
| 51 | - | 0.95 | 1 | 1 | 1 | 1 | 1 | 32 | 0 |
| 52 | - | 0.5 | 1 | 1 | 0 | 1 | 1 | 24 | 0 |
| 53 | - | 0.5 | 1 | 1 | 0 | 1 | 1 | 24 | 0 |
| 54 | 2 | 0.1 | 0 | 1 | 0 | 1 | 0 | 4 | 0 |

**Table II.** Mission summary data since the expert judgment elicitation workshop conducted in Halifax, on the 26th -29th of January 2010 where the probability of failure mitigation were elicited for 54 faults. The last column presents the fault reference that has re-occurred in from the dataset considered by the experts as in presented in Brito et al (12) outside the brackets. The fault number of the fault re-occurrence are presented in the brackets.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Mission | Vehicle | Location | Date | Duration (hours(h) and minutes (m)) | Faults |
| 1 | B05 | Arctic Survey | 4th-5th April 2010 | 5h39m | 42 (7), 44(7), 46 (5) |
| 2 | B05 | Arctic Survey | 7th April 2010 | 10h20m |  |
| 3 | B05 | Arctic Survey | 8th-9th April 2010 | 24h18m | 54(8) |
| 4 | B05 | Arctic Survey | 12th -14th April 2010 | 62h16m |  |
| 5 | B05 | Arctic Survey | 16th – 18th April 2010 | 60h22m |  |
| 6 | B05 | Arctic Survey | 19th – 22nd April 2010 | 60h5m |  |
| 7 | B05 | Vancouver trials | 17th February 2010 | 52m | 1(17), 42(20), 44(20), 46 (22) |
| 8 | B05 | Vancouver trials | 18th February 2011 | 35m |  |
| 9 | B05 | Vancouver trials | 22nd February 2011 | 2h38 | 54(24) |
| 10 | B05 | Bedford Basin trials | 14 June 2011 | 3h8m |  |
| 11 | B05 | Bedford Basin trials | 15th June 2011 | 3h |  |
| 12 | B06 | Vancouver trials | 28th of February 2011 | 1h46min |  |
| 13 | B06 | Vancouver trials | 1st of March 2011 | 2h43min | 46(24), 42(35), 44(35) |
| 14 | B06 | Vancouver trials | 4th of March 2011 | 1h17min |  |
| 15 | B06 | Bedford Basin trials | 17th of March 2011 | 51min |  |
| 16 | B06 | Bedford Basin trials | 18th of March 2011 | 20h18 |  |
| 17 | B06 | Bedford Basin trials | 19th of March 2011 | 14h53min |  |
| 18 | B06 | Bedford Basin trials | 20th of March 2011 | 6h35min |  |
| 19 | B06 | Bedford Basin trials | 21th of March 2011 | 2h33min |  |
| 20 | B06 | Bedford Basin trials | 22th of March 2011 | 1h9min |  |

**Table III.** Generic Linear Model fitted to explain the probability of fault not re-occurring based on the probability of fault mitigation (PMIT), understanding (UND), whether or not the fault mitigation agreed was implemented (IMP), whether or not a different mitigation strategy implemented (OIT), whether or not the mitigation action was tested (MTE), if the mitigation proved robust in the field (ROB), the effort taken to mitigate the fault (EFF) and whether or not the effort was as expected (EEP). The simulation was run for 100,000 samples to give an MCMC error of approximately 5% of the standard deviation (*sd*).

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Variable** | **mean** | ***sd*** | **5%** | **median** | **95%** |  | **MCMC error** | **MCMC error/sd** |
|  | 2.871 | 2.502 | -1.752 | 2.997 | 6.908 |  | 0.1194 | 0.0477 |
|  (PMIT) | -267 | 199.3 | -652.2 | -232.6 | -5.708 |  | 9.643 | 0.0484 |
|  (UND) | 511.7 | 699 | -557.7 | 460.5 | 1731 |  | 32.84 | 0.0470 |
|  (IMP) | -502.7 | 375.6 | -1229 | -437.7 | -10.53 |  | 18.16 | 0.0483 |
| (OIT) | 447.9 | 754.9 | -783.3 | 432.2 | 1682 |  | 35.28 | 0.0467 |
| (MTE) | 0.8072 | 4.293 | -4.03 | 0.1709 | 8.416 |  | 0.2256 | 0.0526 |
| (ROB) | 551.2 | 739.9 | -658.7 | 548.3 | 1779 |  | 34.43 | 0.0465 |
|  (EFF) | 132.1 | 98.83 | 2.735 | 115 | 323.2 |  | 4.777 | 0.0483 |
|  (EEP) | -690.8 | 440.4 | -1491 | -650.8 | -11.67 |  | 21.34 | 0.0485 |

**Table IV.** Correlation Analysis between all variables presented in Equation 4. The Pearson coefficient for each combination of variables, followed by the p value. The number of data points, N, is 45.

|  |
| --- |
| **Correlations** |
|  | PMIT | UND | IMP | OIT | MTE | ROB | EFF | EEP |
| PMIT | Pearson Correlation |  1 | .454\*\* | .291 | .203 | .394\*\* | .408\*\* | -.290 | -.075 |
| Sig. (2-tailed) |  | .002 | .052 | .180 | .007 | .005 | .053 | .624 |
| UND | Pearson Correlation | .454\*\* |  1 | .605\*\* | -.125 | .497\*\* | .632\*\* | -.312\* | -.222 |
| Sig. (2-tailed) | .002 |  | .000 | .413 | .001 | .000 | .037 | .143 |
| IMP | Pearson Correlation | .291 | .605\*\* |  1 | -.419\*\* | .467\*\* | .339\* | -.207 | -.150 |
| Sig. (2-tailed) | .052 | .000 |  | .004 | .001 | .023 | .173 | .325 |
| OIT | Pearson Correlation | .203 | -.125 | -.419\*\* |  1 | .195 | .200 | .085 | .300\* |
| Sig. (2-tailed) | .180 | .413 | .004 |  | .199 | .189 | .578 | .045 |
| MTE | Pearson Correlation | .394\*\* | .497\*\* | .467\*\* | .195 |  1 | .565\*\* | -.201 | .031 |
| Sig. (2-tailed) | .007 | .001 | .001 | .199 |  | .000 | .186 | .840 |
| ROB | Pearson Correlation | .408\*\* | .632\*\* | .339\* | .200 | .565\*\* |  1 | -.233 | .016 |
| Sig. (2-tailed) | .005 | .000 | .023 | .189 | .000 |  | .124 | .919 |
| EFF | Pearson Correlation | -.290 | -.312\* | -.207 | .085 | -.201 | -.233 |  1 | .385\*\* |
| Sig. (2-tailed) | .053 | .037 | .173 | .578 | .186 | .124 |  | .009 |
| EEP | Pearson Correlation | -.075 | -.222 | -.150 | .300\* | .031 | .016 | .385\*\* |  1 |
| Sig. (2-tailed) | .624 | .143 | .325 | .045 | .840 | .919 | .009 |  |
| \*\*. Correlation is significant at the 0.01 level (2-tailed). |
| \*. Correlation is significant at the 0.05 level (2-tailed). |

**Table V.** Generic Linear Model fitted to explain the probability of fault not re-occurring based on the probability of fault mitigation (PMIT), whether or not the fault mitigation agreed was implemented (IMP), the effort taken to mitigate the fault (EFF) and whether or not the effort was as expected (EEP). The simulation was run for 100,000 samples to give an MCMC error of approximately 5% of the standard deviation (*sd*).

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **Variable** | **mean** | ***sd*** | **5%** | **median** | **95%** | **MCMC error** | **MCMC error/sd** |
|  (PMIT) | 11.2 | 8.42 | 2.93 | 8.42 | 31.82 | 0.457 | 0.0543 |
|  (IMP) | -1.10 | 5.64 | -13.2 | 0.0808 | 5.64 | 0.295 | 0.0522 |
|  (EFF) | 1.30 | 1.17 | 0.291 | 0.944 | 3.52 | 0.0609 | 0.0520 |
|  (EEP) | -1.91 | 6.07 | -10.57 | -2.01 | 9.36 | 0.316 | 0.0520 |

**Table VI.** Generic Linear Model fitted to ISE’s Explorer Failure Mitigation Data to explain the probability of fault re-occurring based on the probability of fault mitigation agreed by the experts (PMIT) and effort (EFF). The simulation was run for 60000 to give an MCMC error of approximately 5% of the standard deviation (*sd*).

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **Variable** | **mean** | ***sd*** | **5%** | **median** | **95%** | **MCMC error** | **MCMC error/sd** |
|  (PMIT) | 6.67 | 3.27 | 3.23 | 5.98 | 13.1 | 0.174 | 0.0532 |
|  (EFF) | 0.865 | 0.687 | 0.241 | 0.686 | 2.13 | 0.0370 | 0.0538 |

**FIGURES**

**Figure 1.** Scatter plot of the proportional coefficients of the generalized linear model presented in Equation 6.

