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Abstract—Hierarchical Bayesian Kalman filter (HBKF) based schemes are conceived for doubly-selective sparse channel estimation in orthogonal space-time block coded (OSTBC) multiple-input multiple-output (MIMO) orthogonal frequency division multiplexing (OFDM) wireless systems. Initially, a pilot based multiple measurement vector (MMV) model is formulated for estimating the OSTBC MIMO-OFDM channel. This is followed by the development of a low-complexity, online pilot-based HBKF (P-HBKF) scheme for tracking the sparse time-varying frequency-selective channel. The salient advantages of the proposed P-HBKF technique are that it requires significantly lower number of pilot subcarriers, while also exploiting the inherent sparsity of the wireless channel. Subsequently, data detection is also incorporated in the proposed framework, leading to the development of a procedure for joint sparse doubly-selective channel estimation and symbol detection. Recursive Bayesian Cramér-Rao bounds and closed form expressions are also obtained for the asymptotic mean square error (MSE) based on the solution of the Riccati equation for the KF for benchmarking the performance. Simulation results are presented for validating the theoretical bounds and for comparing the performance of the proposed and existing techniques.
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I. INTRODUCTION

Multiple-input multiple-output (MIMO) schemes combined with orthogonal frequency division multiplexing (OFDM), i.e., MIMO-OFDM, have found their way into various standardized wireless systems such as the Long Term Evolution (LTE/ LTEA), IEEE 802.11 ac, 802.11 ax, 5G NR and several others due to the twin benefits of spatial multiplexing gains from the MIMO schemes coupled with the robustness of OFDM to multipath fading [1], [2]. Furthermore, orthogonal space block codes (OSTBCs) are also attractive for such systems due to their diversity gain and simplified receiver architecture [3], [4]. Therefore, OSTBC based MIMO-OFDM, which exploits the combined advantages of both MIMO-OFDM and OSTBCs, is eminently suitable for next generation wireless networks. The enhanced performance gain and spectral efficiency of such systems is critically dependent on the accuracy of the channel state information (CSI) available at the receiver [1]. However, channel estimation is quite challenging for high-Doppler wireless channels, since every time the Doppler frequency is doubled, we have to double the pilot overhead. Thus, it is imperative to design accurate channel estimation schemes for achieving the best performance in OSTBC-based MIMO-OFDM systems. Various existing contributions in the literature have therefore addressed this challenging problem, to varying degrees, using different approaches. A succinct review of these contributions is presented next.

A. Review of Existing Works

The straightforward pilot based channel estimation technique has been lavishly studied for employment in OFDM-based wireless standards, such as DVB-T [5]. However, the increased pilot overheads can lead to inefficiency in spectrum utilization, especially in doubly-selective channels, due to the rapid variation of the channel coupled with a wide bandwidth. Conventional techniques, such as frequency domain least squares (LS)/ minimum mean squared error (MMSE) [6] as well as time domain LS/ MMSE require the transmission of a large number of pilot symbols, especially in channels having high delay spreads. This is due to the fact that such orthodox techniques require an overdetermined system for channel estimation, and lead to an ill-posed problem when the number of pilot transmissions is lower than the maximum number of channel taps in the finite impulse response (FIR) filter modeling the frequency-selective channel. However, the conventional techniques do not exploit the sparsity of the multipath wireless channel arising from the presence of only a few significant non-zero channel taps in the channel response,
which has an otherwise large delay spread. Exploiting this sparsity can lead to a significant reduction in the number of pilot transmissions required. In this context, the compressed sensing (CS) techniques proposed in [7], [8] utilize a sparse signal recovery model for channel estimation. The authors of [9], [10], have demonstrated the applicability of techniques such as simultaneous orthogonal matching pursuit (SOMP) and modified OMP, respectively, for MIMO-OFDM systems. However, the schemes proposed in [10] are greedy in nature and their performance is sensitive both to the choice of the dictionary matrix as well as to the stopping criterion. The convex-relaxation based least absolute shrinkage and selection operator (Lasso) [11] and the focal underdetermined system solver (FOCUSS) [12], which are based on $l_1$ and $l_p$, $p < 1$ norm minimization, respectively, have also been successfully exploited for sparse signal estimation. These techniques were then extended to their respective versions for scenarios with multiple observation vectors [13] and [14], termed as the group Lasso (GRP-Lasso) and M-FOCUSS, respectively. However, while the performance of Lasso depends critically on the user-defined regularization parameter, that of FOCUSS suffers from convergence problems. An approximate message passing (AMP) approach has been developed in [15] with its application to sparse channel estimation shown in [16]. However, a key drawback of the AMP technique is that its performance deteriorates even for slightly ill-conditioned dictionary matrices [17], thereby limiting its applicability in many practical scenarios. To overcome these drawbacks, the sparse Bayesian learning (SBL) [18] technique and its multiple signal extension M-SBL [19] have been proposed for OFDM based systems in [20], [21] for simultaneous sparse signal recovery, wherein they were indeed seen to achieve improved results in comparison to the existing schemes, especially upon leveraging the expectation-maximization (EM) framework for sparse channel estimation. Subsequently, Mishra et al. [22] combined an SBL-based sparse channel estimation scheme for OSTBC MIMO-OFDM systems. However, the schemes proposed in all the above treatises consider a quasi-static scenario, wherein the MIMO-OFDM channel is assumed to be constant in each block with the different realizations being independent identically distributed (i.i.d.) across the blocks. Needless to say, such a model is impractical, since the wireless channel is time-selective in nature, which leads to significant temporal correlation between the channel realizations of successive blocks [23]. It is important to note that the conventional compressed sensing techniques discussed above are not suitable for such use cases due to their inability to exploit the temporal correlation. In this regard, recent contributions such as [21] have focused on the estimation of a time-selective MIMO-OFDM channel jointly over multiple transmission blocks. However, the schemes proposed therein exhibit an increased processing delay and also require storing the outputs corresponding to a large number of receive blocks for the subsequent data detection process. Furthermore, the algorithms in [21] are also computationally complex due to the additional processing required for the implementation of the Kalman filter smoother (KFS). Moreover, the waveform therein does not consider OSTBC, which is popular for practical implementation due to its low complexity. In this context, the hierarchical Bayesian Kalman filter (HBKF) [24] based online schemes, which have been shown to have a lower processing delay and computational complexity, are further developed in this work for online sparse channel estimation in OSTBC-based MIMO-OFDM systems. The various contributions of this paper are summarized next.

B. Contributions of the Work

- Novel hierarchical Bayesian Kalman filter (HBKF) based sparse channel estimation schemes are developed in this work for doubly-selective OSTBC MIMO-OFDM systems, along with the supporting theoretical foundation. These schemes are motivated by the MMSE optimality of the KF for time-selective channel estimation [25] coupled with the remarkable performance of SBL [18] for sparse signal estimation.
- Moreover, since none of the existing contributions consider an online approach for exploiting the temporal correlation, this paper fills this gap in the literature. First, the channel estimation model is developed, followed by the pilot-based HBKF (P-HBKF) technique conceived for doubly-selective MIMO-OFDM channel estimation.
- The recursive Bayesian Cramér-Rao lower bound (BCRB) is also derived for analyzing the efficacy of the proposed doubly-selective channel estimation scheme.
- Another novel contribution of the paper is to develop an analytical framework for characterizing the asymptotic MSE performance of the proposed scheme based on the solution of the discrete-time Riccati equation for the KF.
- Subsequently, the D-HBKFs is derived for joint channel estimation and data detection, which successfully incorporates the OSTBC based maximum-likelihood (ML) symbol detector in the HBKF framework for improved performance. This is one of the key advantages of the proposed HBKF framework, since none of the conventional compressed sensing techniques are suitable for such integration.
- Our simulation results demonstrate the benefits of the proposed schemes over several performance benchmarks.

C. Organization of the paper

This paper is organized as follows. Section II presents the OSTBC MIMO-OFDM system model followed by the doubly-selective sparse channel model. Section III develops the proposed P-HBKFs technique for doubly-selective sparse channel estimation. The recursive BCRB and asymptotic MSE expressions characterizing the performance are derived in Section IV and Section V, respectively. The joint doubly-selective channel estimation and data detection framework is followed by the proposed D-HBKFs technique developed in Section VI. Finally, our simulation results and concluding remarks are offered in Sections VII and VIII, respectively.

Notation: The notation $\Re\{\cdot\}$ and $\Im\{\cdot\}$ denote the real and imaginary parts of complex value. The notations $\|h\|_2$ and $\|H\|_F$ denote $l_2$-norm and Frobenius-norm of vector $h$ and matrix $H$, respectively. $\text{vec}(H)$ denotes the vector equivalent
of the matrix $H$ formed by stacking its columns as a single column vector. $\text{diag}(h)$ denotes the diagonal matrix with the elements of vector $h$ on its principal diagonal. The notations $I_N$, $O_{u \times v}$, and $\otimes$ are used to represent an $N \times N$ identity matrix, a $u \times v$ zero matrix and matrix Kronecker product.

II. SYSTEM AND CHANNEL MODEL

Consider an OSTBC-based MIMO-OFDM system [22], having $N_T$ transmit antennas (TAs), $N_R$ receive antennas (RAs) and $N$ subcarriers. The transmission frame structure is shown in Fig. 1. Each frame in this system is comprised of $R$ consecutive transmission blocks (TBs). Let $N_c$ denote the number of slots occupied by a single OSTBC codeword. The OSTBC codeword matrix $X_n(m) \in C^{N_T \times N_c}$ corresponding to the $n$th subcarrier in the $r$th TB can be represented as [26]

$$X_n(m) = \alpha \sum_{n_s=1}^{N_c} P_{n_s} R \{ s_{n_s,n}(m) \} + j Q_{n_s} \Im \{ s_{n_s,n}(m) \},$$

(1)

where $s_{n_s,n}(m), \forall 1 \leq n_s \leq N_s$, denotes the symbol that is drawn from a suitable constellation. $P_{n_s}$ and $Q_{n_s}$ represent fixed matrices of size $N_T \times N_c$ that characterize the OSTBC and $N_s$ denotes the number of symbols per OSTBC codeword. The symbols are normalized to have unit energy, i.e., $E_s = \mathbb{E}\{|s_{n_s,n}(m)|^2\} = 1$. Only the initial $N_c$ time slots corresponding to a single codeword on a chosen set of pilot subcarriers of each TB are reserved for pilot transmission. The remaining time slots on all the subcarriers are used for data transmission in each TB. In order to constrain the transmit power to unity, the normalization factor $\alpha$ is set to $\alpha = \sqrt{\frac{N_c}{N_T N_R}}$, which ensures $\mathbb{E}\{ \text{Tr}(X_n(m)X_n^H(m)) \} = 1$.

Let the vector $h_{t,r,n}$ of length $L$ denote the channel taps of the FIR filter corresponding to the frequency-selective channel between the $t$th TA and $r$th RA in the $n$th TB. Let the complex scalar quantity $X_{l, r, c, n}(m)$ denote the $(l, r, c, n)$th element of the OSTBC codeword matrix $X_n(m)$. For mathematical convenience, these can be stacked across all the $N$ subcarriers to obtain the vector $x_{t, r, c, n} \in C^{N \times 1}$ that is defined as

$$x_{t, r, c, n} = [X_{t, r, c, n}(1), X_{t, r, c, n}(2), \ldots, X_{t, r, c, n}(N)]^T.$$

(2)

After cyclic prefix (CP) removal at the receiver followed by the fast Fourier transform (FFT) operation, the signal $y_{r, c, n} \in C^{N \times 1}$ received by the $r$th RA in the $n$th TB can be expressed as

$$y_{r, c, n} = [\text{diag}(x_{1, c, n}), \ldots, \text{diag}(x_{N_T, c, n})] \times (I_{N_T} \otimes F) h_{r, n} + w_{r, c, n},$$

(3)

where the concatenated channel vector $h_{r, n} \in C^{L N_T \times 1}$ across all the TAs is defined as

$$h_{r, n} = [h_{1, r, n}^T, h_{2, r, n}^T, \ldots, h_{N_T, r, n}^T]^T.$$  

(4)

The matrix $F \in C^{N \times L}$ is the truncated discrete Fourier transform (DFT) matrix obtained by taking the first $L$ columns of the $N \times N$ DFT matrix that has $\omega^{(i-1)(k-1)}$, $\omega = \exp(-j 2\pi/N)$, as its $(i, k)$th entry. The vector $w_{r, c, n} \in C^{N \times 1}$ in (3) denotes the additive noise, which is assumed to be comprised of symmetric zero-mean i.i.d. complex Gaussian noise samples of variance $\sigma^2$. Let the vectors $y_{r, n} \in C^{N \times 1}$ and $w_{r, n} \in C^{N \times 1}$ represent the concatenated receive and noise vectors corresponding to the $r$th RA across all the $N_c$ time instants in each codeword, respectively, which are defined as

$$y_{r, n} = [y_{r, 1, n}^T, y_{r, 2, n}^T, \ldots, y_{r, N_c, n}^T]^T,$$

$$w_{r, n} = [w_{r, 1, n}^T, w_{r, 2, n}^T, \ldots, w_{r, N_c, n}^T]^T.$$  

(5)

Finally, let $Y_n \in C^{N \times N_T N_R}$, $H_n \in C^{N \times N_T N_R}$ and $W_n \in C^{N \times N_T N_R}$ denote the overall concatenated received signal, channel and noise matrices for the $n$th TB that can be defined as

$$Y_n = [y_{1, n}, \ldots, y_{N_T N_R, n}],$$

$$H_n = [h_{1, n}, \ldots, h_{N_T N_R, n}],$$

$$W_n = [w_{1, n}, \ldots, w_{N_T N_R, n}].$$

(6)

The OSTBC-based MIMO-OFDM system model corresponding to the $n$th TB can now be succinctly represented as

$$Y_n = \Psi_n H_n + W_n,$$

(7)

where the MIMO-OFDM codeword matrix $\tilde{X}_n \in C^{N_{c} \times N_{T} N_{R}}$ and the dictionary matrix $\Psi_n \in C^{N_{c} \times L N_{T} N_{R}}$ of the $n$th TB are given by:

$$\tilde{X}_n = \Psi_n \otimes F.$$  

(8)

The above model can be recast in the convenient equivalent vectorized format of

$$y_n = \text{vec}(Y_n) = \Phi_n h_n + w_n,$$

(9)

where $\Phi_n = (I_{N_T} \otimes \Psi_n) \in C^{N_{c} \times N_{T} N_{R} L N_{T} N_{R}}$, $h_n = \text{vec}(H_n) \in C^{L N_{T} N_{R} \times 1}$ denote the effective dictionary matrix and the stacked channel vector, respectively, for the $n$th TB. The quantity $w_n = \text{vec}(W_n) \in C^{N \times 1}$ denotes the equivalent noise vector. In such scenarios, the time-evolution of the sparse channel vector $h_n$ corresponding to the $n$th TB can be readily represented by using the first order autoregressive (AR1) model [27]

$$h_n = \rho h_{n-1} + \sqrt{1 - \rho^2} u_n,$$

(10)

where $h_{n-1}$ denotes the sparse channel vector of the $(n-1)$st block and $u_n \in C^{L N_{T} N_{R} \times 1}$ represents the state innovation noise process that has a sparsity profile identical to that of...
the channel vector $\mathbf{h}_n$. The latter assumption is justified by the fact that the locations of the dominant components of the channel vector $\mathbf{h}_n$ do not change for several OFDM frames [23], [28], [29], since the power delay profile is constant, and has naturally been used in several contributions such as [20], [21], [30]. Furthermore, upon considering the TB duration $T_B$ to be well within the coherence time interval, we can assume the channel $\mathbf{h}_n$ to be constant over each TB. The quantity $\rho$ denotes the temporal correlation coefficient corresponding to the channel vector $\mathbf{h}_n$ and can be evaluated from Jake’s model, as described later in Section VII. The next section develops a pilot-based scheme for sparse doubly-selective channel estimation in OSTBC-based MIMO-OFDM systems.

III. PILOT-BASED DOUBLY-SELECTIVE CHANNEL ESTIMATION

Let the number of pilot subcarriers be denoted by $N_P$ and let $\mathcal{P} \subseteq \{1, 2, \ldots, N\}$ represent the subset of pilot subcarriers. Furthermore, let $y_{P,r,n,c,n} \in \mathbb{C}^{N_P \times 1}$ denote the received pilot output vector corresponding to the $r$th RA that is formed by extracting the elements of the vector $y_{r,n,c,n}$ corresponding to the pilot locations $\mathcal{P}$, which can be determined as

$$y_{P,r,n,c,n} = \left[ \text{diag}(\mathbf{x}_{P,1,n,c}), \ldots, \text{diag}(\mathbf{x}_{P,N_T,n,c}) \right] \times (\mathbf{I}_{N_P} \otimes \mathbf{F}_P) \mathbf{h}_{r,n} + w_{P,r,n,c,n}. \quad (11)$$

The vectors $\mathbf{x}_{P,t,n,c} \in \mathbb{C}^{N_P \times 1}$, $w_{P,r,n,c,n} \in \mathbb{C}^{N_P \times 1}$ similarly denote the subvectors corresponding to the pilot locations extracted from $\mathbf{x}_{t,n,c,n}$, $w_{r,n,c,n}$, respectively, and $\mathbf{F}_P \in \mathbb{C}^{N_P \times L}$ is a submatrix formed by extracting the corresponding rows of the matrix $\mathbf{F}$. Similar to (5), the concatenated pilot output vector at the $r$th RA denoted by $y_{P,r,n} \in \mathbb{C}^{N_P \times N_T}$ and the corresponding noise vector $w_{P,r,n} \in \mathbb{C}^{N_P \times N_T}$ are given as

$$y_{P,r,n} = \left[ y_{P,r,1,n}^T, y_{P,r,2,n}^T, \ldots, y_{P,r,N_T,n}^T \right]^T,$$

$$w_{P,r,n} = \left[ w_{P,r,1,n}^T, w_{P,r,2,n}^T, \ldots, w_{P,r,N_T,n}^T \right]^T.$$

The equivalent input-output model can be obtained corresponding to the pilot locations similar to (54), using the various quantities defined above, as

$$y_{P,n} = \mathbf{Y}_P \mathbf{H}_n + \mathbf{W}_P, \quad (12)$$

where the pilot output matrix $\mathbf{Y}_P \in \mathbb{C}^{N_P \times N_P}$, noise matrix $\mathbf{W}_P \in \mathbb{C}^{N_P \times L}$, and the matrix $\mathbf{P} \in \mathbb{C}^{N_P \times N_P \times N_T}$ are given as

$$\mathbf{Y}_P = \left[ y_{P,1,n}, \ldots, y_{P,N_P,n} \right],$$

$$\mathbf{W}_P = \left[ w_{P,1,n}, \ldots, w_{P,N_P,n} \right],$$

$$\mathbf{P} = \mathbf{X}_P (\mathbf{I}_{N_P} \otimes \mathbf{F}_P). \quad (13)$$

The MIMO-OFDM codeword matrix $\mathbf{X}_P \in \mathbb{C}^{N_P \times N_P \times N_T}$ corresponding to the pilot subcarriers is constructed as

$$\mathbf{X}_P = \begin{bmatrix} \text{diag}(\mathbf{x}_{P,1,1}) & \ldots & \text{diag}(\mathbf{x}_{P,N_T,1}) \\ \vdots & \ddots & \vdots \\ \text{diag}(\mathbf{x}_{P,1,N_P}) & \ldots & \text{diag}(\mathbf{x}_{P,N_T,N_P}) \end{bmatrix}. \quad (14)$$

The compact vectorized input-output model of the pilot symbol locations is obtained following similar lines to (9) as

$$y_{P,n} = \Phi_P \mathbf{h}_n + w_{P,n}, \quad (15)$$

where $\Phi_P = (\mathbf{I}_{N_P} \otimes \mathbf{P}) \in \mathbb{C}^{N_P \times N_P \times N_P \times N_T}$, $y_{P,n} = \text{vec}(\mathbf{Y}_{P,n}) \in \mathbb{C}^{N_P \times N_P \times N_T \times N_T}$ is the stacked received pilot vector and $w_{P,n} = \text{vec}(\mathbf{W}_{P,n}) \in \mathbb{C}^{N_P \times N_P \times N_T \times N_T}$ denotes the stacked noise vector.

The conventional KF requires an overdetemined system, which has $N_P \geq \frac{LN_T}{N_0}$, for the estimation of the time-selective channel vector $\mathbf{h}_n$, which in turn leads to higher overheads and reduced spectral efficiency. Interestingly, the orthodox KF does not exploit the sparsity of the channel vector $\mathbf{h}_n$, arising due to the sparse multipath delay profile of a typical wireless channel. This implies that the number of non-zero channel impulse response (CIR) taps $L$ is in practice much smaller than the total number $L$ of CIR taps. Needless to say, exploiting this sparsity can lead to performance benefits associated with a reduced pilot overhead. This motivates the development of an online P-HBKSF scheme for sparse doubly-selective MIMO-OFDM channel estimation as described next.

A. P-HBKSF for online doubly-selective channel estimation

Using the standard KF notation, let $\hat{\mathbf{h}}_{n|n-1}$ and $\mathbf{M}_{n|n-1}$ denote the prediction and the associated error covariance matrix, respectively, of the unknown sparse channel vector $\mathbf{h}_n$ in the $n$th filtering block. Similarly, let $\hat{\mathbf{h}}_{n|n}$ and $\mathbf{M}_{n|n}$ represent the updated channel estimate and the respective minimum MSE matrix, in the $n$th block. These can be obtained using the standard Kalman filter for the $n$th block, as detailed in Appendix A. The P-HBKSF procedure of estimating the doubly-selective sparse channel during the $n$th TB is described next. Let $\tilde{y}_{P,r,n} = \mathbb{E} \{ y_{P,n} | y_{P,0}, \ldots, y_{P,n-1} \} \in \mathbb{C}^{N_P \times N_T \times N_T}$ denote the predicted measurement vector corresponding to the pilot subcarrier locations in the $n$th TB. The measurement error vector $y_{P,r,n} \in \mathbb{C}^{N_P \times N_T \times N_T}$ can be defined and subsequently simplified as shown below

$$y_{P,r,n} = \tilde{y}_{P,r,n} + \mathbf{w}_{P,r,n},$$

$$= \rho \Phi_P \left( \mathbf{h}_{n-1} - \hat{\mathbf{h}}_{n-1|n-1} \right) + \sqrt{1 - \rho^2} \Phi_P \mathbf{u}_n + \mathbf{w}_{P,n}, \quad (16)$$

$$\approx \sqrt{1 - \rho^2} \Phi_P \mathbf{u}_n + \mathbf{w}_{P,n}. \quad (17)$$

The simplification from (16) to (17) above is based on the assumption that the estimation error, i.e., $\mathbf{h}_{n-1} - \hat{\mathbf{h}}_{n-1|n-1}$, progressively decreases as $n$ increases. The HBKF framework assigns a parameterized Gaussian prior to the innovation noise $\mathbf{u}_n$ in contrast to the standard Kalman filter that assumes it to be fixed. Let $\mathbf{u}_{r,n} \in \mathbb{C}^{L \times 1}$ denote the innovation noise vector corresponding to the $r$th RA. Obtained by extracting the subvector of $\mathbf{u}_{t,n}$ corresponding to the elements from $[r - 1] \cdot N_T + t - 1 \cdot L$ to $[r - 1] \cdot N_T + t \cdot L$. The parameterized prior for the same can be defined in the HBKF framework as

$$p(\mathbf{u}_{r,n} | \Gamma_n) = \prod_{l=1}^{L} \left( \frac{1}{\Gamma_n} \right) \exp \left( -\frac{||\mathbf{u}_{r,n}||^2}{\Gamma_n} \right). \quad (18)$$
where the hyperparameter $\gamma_{n, l}; 1 \leq l \leq L$, denotes the prior variance corresponding to the $l$th component of $u_{t,r,n}$ and $\Gamma_n \triangleq \text{diag}(\gamma_n) \in \mathbb{R}^{L \times L}$ is the diagonal matrix of hyperparameters corresponding to the $n$th TB, where $\gamma_n = [\gamma_{1,n}, \gamma_{2,n}, \ldots, \gamma_{L,n}]^T \in \mathbb{R}^{1 \times L}$. Furthermore, it can be noted that the covariance matrix $\Gamma_n$ is considered to be unknown and it is estimated together with the sparse CIR $h_n$. The parameterized prior corresponding to the concatenated innovation noise vector $u_n$ is formulated as

$$p(u_n; \Gamma_n) = \prod_{r=1}^{N_R} \prod_{t=1}^{N_T} p(u_{t,r,n}; \Gamma_n). \quad (19)$$

Using (17) and (18), the a posteriori probability density function of the innovation noise vector $u_n$ can be evaluated as $p(u_n|y_{P,c,n}; \Gamma_n) \sim \mathcal{CN}(\mu_n, \Sigma_n)$, where the quantities $\mu_n \in \mathbb{C}^{L N_R N_T \times 1}$ and $\Sigma_n \in \mathbb{C}^{L N_R N_T \times L N_R N_T}$ are determined as [25]

$$\mu_n = \sigma^{-2} \Sigma_n \sqrt{1 - \rho^2} \Phi_P^H y_{P,c,n},$$

$$\Sigma_n = \left( \sigma^{-2} (1 - \rho^2) \Phi_P^H \Phi_P + (\Gamma_n N_R N_T)^{-1} \right)^{-1}. \quad (20)$$

which can be seen to depend on the hyperparameter matrix $\Gamma_n$. The HBKF approach chooses the hyperparameter matrix $\Gamma_n$ and in turn the prior $p(u_n; \Gamma_n)$ that maximizes the Bayesian evidence $p(y_{P,c,n}; \Gamma_n)$, given as $\log p(y_{P,c,n}; \Gamma_n) = \kappa - \log |\det (\Sigma_{P,c,n})| - y_{P,c,n}^H \Sigma_{P,c,n} y_{P,c,n}$, where $\kappa = -N_P N_C N_R \log(\pi) \sigma^2$ and $\Sigma_{P,c,n} = \Gamma_n N_P N_C N_R + (1 - \rho^2) \Phi_P^H \Gamma_n \Phi_P$. As it can be readily seen, the optimization objective above is non-concave. Hence, direct maximization of the above cost-function for the estimation of the hyperparameters $\gamma_n$ becomes intractable. This impediment can be overcome by using the mathematical framework of iterative expectation-maximization (EM) for achieving the above likelihood maximization iteratively, which is eminently suitable for practical implementation. As demonstrated in [18], upon convergence of the EM procedure, the hyperparameter estimates $\gamma_n$ corresponding to the zero locations of the innovation vector $u_{t,r,n}(l)$ are driven to zero, thereby leading to a sparse estimate of the innovation vector. Since the innovation noise vector $u_n$ and the channel vector $h_n$ share a common sparsity profile, this in turn leads to a sparse estimate of the channel vector $h_n$. The key steps of EM procedure are described next. Let $\Gamma_n^{(i-1)}$ denote the estimate of the hyperparameter matrix $\Gamma_n$ in the $(i-1)$st EM iteration. The expectation (E-step) in the $i$th EM iteration evaluates the average log-likelihood $\mathcal{L}(\Gamma_n|\Gamma_n^{(i-1)})$ of the complete data $\{y_{P,c,n}, u_n\}$, which is formulated as:

$$\mathcal{L}(\Gamma_n|\Gamma_n^{(i-1)}) = \mathbb{E}_{u_n|y_{P,c,n}; \Gamma_n^{(i-1)}} \{ \log p(y_{P,c,n}|u_n; \Gamma_n) \}$$

$$= \mathbb{E}_{u_n|y_{P,c,n}; \Gamma_n^{(i-1)}} \{ \log p(y_{P,c,n}|u_n; \Gamma_n) \} + \mathbb{E}_{u_n|y_{P,c,n}; \Gamma_n^{(i-1)}} \{ \log p(u_n; \Gamma_n) \}. \quad (21)$$

The quantity within the first $\mathbb{E}\{\cdot\}$ above, simplifies as

$$-N_P N_C N_R \log \left( \pi \sigma^2 \right) - \sigma^{-2} \left( y_{P,c,n} - \sqrt{1 - \rho^2} \Phi_P u_n \right)^H \left( y_{P,c,n} - \sqrt{1 - \rho^2} \Phi_P u_n \right),$$

which is observed to be independent of the hyperparameter vector $\gamma_n$ and can thus be ignored for the maximization. Therefore, the equivalent optimization problem used for the estimation of the hyperparameter vector $\gamma_n$ is given as

$$\hat{\gamma}_n^{(i)} = \arg \max_{\gamma_n} \mathbb{E}_{u_n|y_{P,c,n}; \Gamma_n^{(i-1)}} \{ \log p(u_n; \Gamma_n) \}$$

$$= \arg \max_{\gamma_n} \mathbb{E}_{u_n|y_{P,c,n}; \Gamma_n^{(i-1)}} \{ \log p(u_n; \Gamma_n) \} + \mathbb{E}_{u_n|y_{P,c,n}; \Gamma_n^{(i-1)}} \{ \log p(u_n; \Gamma_n) \}$$

$$= \arg \max_{\gamma_n} \left[ \kappa - \frac{1}{2} \gamma_n^H \Sigma_n^{(i)} \gamma_n - \frac{1}{2} \gamma_n^H \Sigma_n^{(i)} \mu_n^{(i)} + \frac{1}{2} \mu_n^{(i)^H} \mu_n^{(i)} \right],$$

where the constant $c_1$ can be derived as $c_1 = -\log \pi$ and the index $d$ is defined as $d = [(r-1) N_T + t - 1] L + l$. The quantities $\mu_n^{(i)}$, $\Sigma_n^{(i)}$ denote the mean and covariance matrix corresponding to the a posteriori probability density function (PDF) $p(u_n|y_{P,c,n}; \Gamma_n^{(i-1)}) = \mathcal{CN}(\mu_n^{(i)}, \Sigma_n^{(i)})$, which can be obtained by substituting $\hat{\gamma}_n^{(i-1)}$ in lieu of $\Gamma_n$ in (20). It can now be observed that the maximization problem formulated above for the estimation of the hyperparameter vector $\gamma_n$ is decoupled with respect to each individual $\gamma_n$. This can therefore be readily solved for obtaining the estimates $\hat{\gamma}_n^{(i)}$ in the $i$th iteration of the EM algorithm as

$$\hat{\gamma}_n^{(i)} = \frac{1}{N_R N_T} \sum_{r=1}^{N_R} \sum_{t=1}^{N_T} \sigma_n^{(i)} (d,d) + \mu_n^{(i)} (d)^2. \quad (22)$$

The estimate of the hyperparameter matrix at the $i$th EM iteration in the $n$th TB follows as $\hat{\Gamma}_n^{(i)} = \text{diag}(\hat{\gamma}_n^{(i)})$. Upon convergence, the resultant hyperparameter matrix estimate is denoted by $\hat{\Gamma}_n$. Note that $\hat{\Gamma}_n$ also yields an estimate of the sparsity-profile of the channel vector $h_n$. This is subsequently employed in (74) by setting the covariance of the innovation $u_n$ equal to the converged estimate $\hat{\Gamma}_n$ of the hyperparameter matrix. Finally, the channel estimate corresponding to the $n$th TB is obtained using Equation (77) in the KF as $\hat{h}_{p,n} = \hat{\Gamma}_n^{(i)} h_n$. A schematic representation of the P-HBKF approach is given in Fig. 2. In this figure, the EM block estimates the hyperparameter matrix $\Gamma_n$ aiding the update process of the sparse channel estimate $\hat{h}_{p,n}$. Furthermore, the online nature of the proposed algorithm helps to track variations in the sparsity-profile of $h_n$. A compact representation of the step-by-step procedure for the proposed online P-HBKF technique to estimate the doubly-selective sparse channel is presented in Algorithm 1. The initialization procedure for the P-HBKF scheme is described in the following subsection.
Algorithm 1 P-HBKF algorithm for sparse doubly-selective channel estimation

**Input:** Observation vector $y_{P,n}$, Dictionary matrix $\Phi_P$, Correlation coefficient $\rho$, Noise variance $\sigma^2$, Stopping Parameters $\epsilon$ and $i_{\max}$

**Initialization:** $\hat{\Gamma}_{-1}^c = I_L, \hat{h}_{-1}^{(0)} = 0_{LN_R N_T \times 1}$ for $n = 0, 1, 2 \cdots$

Set counter $i = 0$ and $\hat{\Gamma}_{n}^{(-1)} = 0$ and $\hat{\Gamma}_{n}^{(0)} = \hat{\Gamma}_{n-1}^c$

while $\left\| \hat{\gamma}_{n}^{(i)} - \hat{\gamma}_{n}^{(i-1)} \right\|_2 > \epsilon$ 

$i \leftarrow i + 1$

Compute the measurement error $y_{P,c,n}$ using (76) in Appendix A

**E-step:**

$$\Sigma_n^{(i)} = \left( \sigma^2 - (1 - \rho^2) \Phi_P^H \Phi_P + \left( I \otimes \hat{\Gamma}_{n-1}^{(i-1)} \right)^{-1} \right)^{-1}$$

$$\mu_n^{(i)} = \sigma^2 - \Sigma_n^{(i)} \left( \Gamma_n^{(i)} \right)^{-1}$$

**M-step:** Update hyperparameters $\hat{\gamma}_{n}^{(i)}$ using (23), set $\hat{\Gamma}_{n}^{c} = \hat{\Gamma}_{n}^{(i)} = \text{diag} \left( \hat{\gamma}_{1,n}^{(i)}, \hat{\gamma}_{2,n}^{(i)}, \ldots, \hat{\gamma}_{L,n}^{(i)} \right)$

end while

Evaluate the filtered estimate $\hat{h}_{n}^{(i)}$ using (77) in Appendix A

end for

**IV. BAYESIAN CRAMÉR-RAO LOWER BOUNDS**

Let $J_n \in \mathbb{C}^{LN_T N_R \times LN_T N_R}$ denote the Bayesian Fisher information matrix (BFIM) for the doubly-selective channel vector $h_n$, to be estimated in the $n$th TB. Using the results of [32], this can be recursively determined as

$$J_n = G_n^{22} - G_n^{21} (J_{n-1} + G_n^{11})^{-1} G_n^{12},$$

where the matrices $G_n^{11}, G_n^{12}, G_n^{21}$ and $G_n^{22}$, all of size $LN_T N_R \times LN_T N_R$, are derived as

$$G_n^{11} = -\mathbb{E} \left\{ \frac{\partial^2 \mathcal{L}(h_n | h_{n-1})}{\partial h_{n-1} \partial h_{n-1}^H} \right\},$$

$$G_n^{12} = -\mathbb{E} \left\{ \frac{\partial^2 \mathcal{L}(h_n | h_{n-1})}{\partial h_{n-1} \partial h_{n}^H} \right\} = (G_n^{21})^H,$$

$$G_n^{22} = -\mathbb{E} \left\{ \frac{\partial^2 \mathcal{L}(y_{P,n} | h_n)}{\partial h_{n} \partial h_{n}^H} \right\} - \mathbb{E} \left\{ \frac{\partial^2 \mathcal{L}(y_{P,n} | h_n)}{\partial h_{n} \partial h_{n}^H} \right\}.$$  

Let $R_u \equiv \left\{ u_n u_n^H \right\} \in \mathbb{C}^{LN_T N_R \times LN_T N_R}$ denote the covariance matrix of the innovation noise. Using the state and measurement model Equations in (10) and (15), respectively, the quantities $\mathcal{L}(h_n | h_{n-1})$ and $\mathcal{L}(y_{P,n} | h_n)$ can be evaluated as

$$\mathcal{L}(h_n | h_{n-1}) = \frac{1}{\sigma^2} \left( \frac{-h_n - \rho h_{n-1} \rho h_{n-1}^H}{1 - \rho^2} \right),$$

$$\mathcal{L}(y_{P,n} | h_n) = \kappa_2 - \frac{\left( y_{P,n} - \Phi_P h_n \right)^H (y_{P,n} - \Phi_P h_n)}{\sigma^2},$$

where the constants $\kappa_1 = -LN_R N_T \log \pi (1 - \rho^2) - \log \det (R_u)$ and $\kappa_2 = -LN_T N_R \log (\pi \sigma^2)$. Substituting the quantities $\mathcal{L}(h_n | h_{n-1})$ and $\mathcal{L}(y_{P,n} | h_n)$ from (28), (29) into (25)-(27) determines the matrices $G_n^{11}, G_n^{12}, G_n^{21}$ and $G_n^{22}$. These are in turn substituted into (24) followed by simplification to obtain the matrix $J_n$, corresponding to the P-HBKF estimate as

$$J_n = \left( \rho^2 J_{n-1} + (1 - \rho^2) R_u \right)^{-1} + \frac{1}{\sigma^2} \Phi_P^H \Phi_P.$$  

The BCRB for the MSE of the P-HBKF based channel estimate is finally expressed as

$$\text{MSE} \left( \hat{h}_{P,n} \right) \triangleq \mathbb{E} \left\{ \left\| \hat{h}_{P,n} - h_n \right\|_2^2 \right\} \geq \text{Tr} \left( J_n^{-1} \right).$$

Fig. 2. Block diagram representation of the P-HBKF scheme for doubly-selective sparse channel estimation in OSTBC MIMO-OFDM systems

**B. P-HBKF Initialization**

In the conventional HBKF framework [24], the estimate of the channel, the MSE and the hyperparameter matrices are initialized as

$$\hat{h}_{-1}^{(0)} = 0_{LN_R N_T \times 1}, \quad \hat{M}_{-1}^{(0)} = I_{LN_R N_T}, \quad \hat{\Gamma}_{0}^{(0)} = I_L, \quad \forall n.$$  

However, even though this straightforward initialization procedure leads to fairly accurate estimates, a large number of blocks $n$ is required for MSE convergence, as also seen from the simulation results of Section VII. In order to overcome this shortcoming, a novel initialization method [31] is described below for the P-HBKF.

The MSE matrix $M_{-1}^{(0)}$ can be initialized with the estimate of the hyperparameter matrix $\Gamma_0^{(0)}$, i.e., the converged estimate of the hyperparameter matrix for the 0th block. Furthermore, for the hyperparameter update procedure of Algorithm 1, the hyperparameter matrix $\Gamma_{n}^{(0)}$ of the $n$th block is initialized to the converged hyperparameter matrix obtained from the previous block, i.e. we have $\hat{\Gamma}_{n}^{(0)} = \hat{\Gamma}_{n-1}^{c}$. This initialization scheme is seen to achieve a significantly lower MSE and requires much fewer blocks as well as EM iterations for convergence to the steady state MSE in comparison to the conventional HBKF initialization, as shown later in Section VII. The BCRB for the proposed P-HBKF technique is presented next.
V. ASYMPTOTIC MSE

This section derives the closed form expressions of the asymptotic MSE for the P-HBKF scheme, as the block length obeys \( n \to \infty \). Hence, the rate at which the MSE of the proposed technique converges to the respective asymptotic MSE value characterizes the efficiency of the proposed estimation technique. Let \( \mathbf{h}_n \in \mathbb{R}^{2L(N + 1) \times 1} \) denote the real-valued equivalent of the CIR vector \( \mathbf{h}_n \) that is obtained by stacking the real and imaginary components as \( \mathbf{h}_n = \left[ (\Re(\mathbf{h}_n))^T (\Im(\mathbf{h}_n))^T \right]^T \). Also, let the real equivalent dictionary matrix \( \Phi_n \) corresponding to the P-HBKF scheme be given as

\[
\Phi_n = \begin{bmatrix}
\Re(\Phi_p) & -\Im(\Phi_p) \\
\Im(\Phi_p) & \Re(\Phi_p)
\end{bmatrix}.
\]

Using the KF notation similar to Appendix A, the prediction error covariance matrix \( \mathbf{M}_{n|n-1} \), the Kalman gain matrix \( \mathbf{K}_n \) and the estimation error covariance matrix \( \mathbf{M}_{n|n} \) are defined as

\[
\mathbf{M}_{n|n-1} = \rho^2 \mathbf{M}_{n-1|n-1} + (1 - \rho^2) \mathbf{\Gamma}_{n+1} \quad (36)
\]

\[
\mathbf{K}_n = \mathbf{M}_{n|n-1} \mathbf{\Phi}_n^H \left( \sigma^2 \mathbf{I} + \mathbf{\Phi}_n \mathbf{M}_{n|n-1} \mathbf{\Phi}_n^H \right)^{-1} \quad (37)
\]

\[
\mathbf{M}_{n|n} = (\mathbf{I} - \mathbf{K}_n \mathbf{\Phi}_n) \mathbf{M}_{n|n-1}, \quad (38)
\]

where the matrix \( \mathbf{\Gamma}_{n+1} \in \mathbb{C}^{2N_r N_T \times 2N_r N_T} \) is a block diagonal matrix with two block components, both of which are identical to \( \frac{1}{2} \left( \mathbf{\Omega}_{N_r N_T} \otimes \mathbf{\Gamma}_n \right) \). The prediction error covariance matrix \( \mathbf{M}_{n+1|n} \) for the \((n + 1)\)st block can be related to the previous block \( \mathbf{M}_{n|n-1} \), in steady state, as \( \mathbf{M}_{n+1|n} = \mathbf{M}_{n|n} \). Upon substituting the expression for \( \mathbf{M}_{n|n} \) from (38), Equation (36) for the \((n + 1)\)st block can be further simplified to

\[
\mathbf{M}_{n+1|n} = \rho^2 (\mathbf{I} - \mathbf{K}_n \mathbf{\Phi}_n) \mathbf{M}_{n|n-1} + (1 - \rho^2) \mathbf{\Gamma}_{n+1}
\]

\[
= \rho^2 \mathbf{M}_{n|n-1} - \rho^2 \mathbf{K}_n \mathbf{\Phi}_n \mathbf{M}_{n|n-1} + (1 - \rho^2) \mathbf{\Gamma}_{n+1}. \quad (39)
\]

Substituting the value of \( \mathbf{K}_n \) from (37) into (39), the resultant expression for \( \mathbf{M}_{n+1|n} \) can be simplified to the form shown in (32). Employing the Woodbury Matrix Identity [25], the expression in (32) can be modified as

\[
\mathbf{M}_{n+1|n} = \rho^2 \left( \mathbf{M}_{n|n-1}^{-1} + \sigma^{-2} \mathbf{\Phi}_n^T \mathbf{\Phi}_n \right)^{-1} + (1 - \rho^2) \mathbf{\Gamma}_{n+1}. \quad (40)
\]

The above equation can be recast as the standard prediction Riccati equation of [33], using the notation defined therein for mathematical convenience, as

\[
\mathbf{M}_{n+1|n} = \mathbf{f}_p \left( \mathbf{M}_{n|n-1}^{-1} + \mathbf{h}_p^T \mathbf{f}_p^{-1} \mathbf{h}_p \right) \mathbf{f}_p^T + \mathbf{q}_p, \quad (41)
\]

where the various quantities above can be seen to be obtained from (40) as

\[
\mathbf{q}_p = (1 - \rho^2) \mathbf{\Gamma}_{n+1}, \quad \mathbf{r}_p = \mathbf{h}_p, \quad \mathbf{f}_p = \rho \mathbf{I}, \quad \mathbf{r}_p = \sigma^2 \mathbf{I}.
\]

Similarly, for the estimator at steady state, it follows that \( \mathbf{M}_{n+1|n+1} = \mathbf{M}_{n|n} \). On substituting the Kalman gain matrix \( \mathbf{K}_{n+1} \) given by Equation (37) into Equation (38), the matrix \( \mathbf{M}_{n+1|n+1} \) can be simplified to the form shown in Equation (33). Using the Woodbury Identity [25] once again, Equation (33) can be mathematically manipulated to obtain the following equation

\[
\mathbf{M}_{n+1|n+1} = \left( \mathbf{M}_{n+1|n}^{-1} + \sigma^{-2} \mathbf{\Phi}^T_{n+1} \mathbf{\Phi}_{n+1} \right)^{-1}. \quad (42)
\]

Further simplification of the above equation requires the evaluation of \( \mathbf{M}_{n+1|n}^{-1} \), which can be carried out as follows. Starting with (40), one can simplify the expression for \( \mathbf{M}_{n+1|n}^{-1} \) using the Woodbury matrix identity, to the form shown in (34). This can now be substituted in (42) followed by a simplification to obtain the expression for \( \mathbf{M}_{n+1|n+1} \) as shown in (43), which on further mathematical manipulation and rearrangement of the terms yields (44). Upon comparison to the standard Riccati equation of [33], the expression in (44) can also be represented in the form

\[
\mathbf{M}_{n+1|n+1} = \mathbf{q}_e + \mathbf{f}_e \left( \mathbf{M}^{-1}_{n|n} + \mathbf{h}_e \mathbf{r}_e^{-1} \mathbf{h}_e \right)^{-1} \mathbf{f}_e^T, \quad (45)
\]

where the pertinent quantities above are defined as

\[
\mathbf{q}_e = \left( \mathbf{M}^{-1}_{n|n} + \mathbf{h}_e \mathbf{r}_e^{-1} \mathbf{h}_e \mathbf{f}_e^T \right) \mathbf{f}_e^T, \quad (46)
\]

\[
\mathbf{r}_e = \mathbf{h}_e \mathbf{f}_e, \quad (47)
\]

Finally, Equation (45) can now be solved using the standard Discrete-time Algebraic Riccati Equation (DARE) solver [34], after substituting the matrix \( \mathbf{\Phi}_n \) corresponding to the P-HBKF shown in (35), to obtain the numerical value of the steady
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$$MSE_\infty = \text{Tr}(\bar{M}_\infty).$$ (48)

To improve the performance further over that of the P-HBK, which exclusively employs pilot symbols, a technique for HBF based joint doubly-selective channel estimation and data detection is presented in the next section.

VI. D-HBK FOR JOINT DOUBLY-SELECTIVE CHANNEL ESTIMATION AND DATA DETECTION

As illustrated in Fig. 3, in D-HBK, $K$ consecutive MIMO-OFDM codewords are employed for channel estimation. In the first MIMO-OFDM codeword, pilot symbols are transmitted over $N_P$ pilot subcarriers in the interval of duration $T_P$, while the remaining non-pilot subcarriers in the interval $T_P$ and all the subcarriers in the subsequent interval of duration $T_D$ are used for data transmission. Thus, the pilot overhead in D-HBK is identical to that of P-HBK. The proposed D-HBK technique exploits all the available outputs pertaining to the pilot as well as the data subcarriers over the $K$ MIMO-OFDM codewords for joint channel estimation and data detection, in turn leading to an improved estimate. Let $s_{k,n,s,n}(m)$, $1 \leq n_s \leq N_s$, denote the transmit symbols drawn from a suitable constellation in the $k$th, $1 \leq k \leq K$, MIMO-OFDM codeword over $m$th subcarrier in the $k$th codeword can be obtained using (1) as

$$X_{k,n}(m) = \alpha \sum_{n_s=1}^{N_s} P_{n_s} \Re\{s_{k,n_s,n}(m)\} + j Q_{n_s} \Im\{s_{k,n_s,n}(m)\}. \quad (49)$$

Let the complex scalar quantity $X_{k,t,n,c,n}(m)$ denote the $(1, n_c)$th element of the OSTBC codeword matrix $X_{k,n}(m)$ and let the vector $x_{k,t,n,c,n} \in \mathbb{C}^{N \times 1}$ be defined as

$$x_{k,t,n,c,n} = [X_{k,t,n,c,n}(1), X_{k,t,n,c,n}(2), \ldots, X_{k,t,n,c,n}(N)]^T. \quad (50)$$

The signal $y_{k,r,n,c,n} \in \mathbb{C}^{N \times 1}$ received by the $r$th RA after CP removal, followed by the FFT operation can be expressed as

$$y_{k,r,n,c,n} = [\text{diag}(x_{k,1,n,c,n}), \ldots, \text{diag}(x_{k,N_T,n,c,n})] \times (I_{N_T} \otimes F) h_{r,n} + w_{k,r,n,c,n}, \quad (51)$$

where the vector $w_{k,r,n,c,n} \in \mathbb{C}^{N \times 1}$ denotes the additive noise, which is assumed to be comprised of symmetric zero-mean i.i.d. complex Gaussian noise samples of variance $\sigma^2$ and the vector $h_{r,n}$ is defined in (4). Let the vectors $y_{k,r,n} \in \mathbb{C}^{N_N \times 1}$ and $w_{k,r,n} \in \mathbb{C}^{N_N \times 1}$ represent the concatenated receive and noise vectors corresponding to the $r$th RA across all the $N_c$ time instants in the $k$th codeword, respectively, which are defined as

$$y_{k,r,n} = [y_{k,r,1,n}, y_{k,r,2,n}, \ldots, y_{k,r,N_c,n}]^T, \quad (52)$$

$$w_{k,r,n} = [w_{k,r,1,n}, w_{k,r,2,n}, \ldots, w_{k,r,N_c,n}]^T.$$ Let $Y_{k,n} \in \mathbb{C}^{N_N \times N_R}$ and $W_{k,n} \in \mathbb{C}^{N_N \times N_R}$ denote the overall concatenated received signal and noise matrices for the $k$th codeword defined as

$$Y_{k,n} = [Y_{k,1,n}, \ldots, Y_{k,N_R,n}],$$

$$W_{k,n} = [W_{k,1,n}, \ldots, W_{k,N_R,n}]. \quad (53)$$

The OSTBC-based MIMO-OFDM system model corresponding to the $k$th codeword in the $n$th TB can now be succinctly represented as

$$Y_{k,n} = \Psi_{k,n} h_n + W_{k,n}, \quad (54)$$

where the dictionary matrix $\Psi_{k,n} \in \mathbb{C}^{N_N \times L_{N_k}}$ and the corresponding MIMO-OFDM codeword matrix $X_{k,n} \in \mathbb{C}^{N_T \times N_c}$.
\( \sum_{n} \) are given by:
\[
\Psi_{k,n} = X_{k,n} (I_{N_k} \otimes F),
\]
\[
X_{k,n} = \begin{bmatrix}
\text{diag}(x_{k,1,1,n}) & \cdots & \text{diag}(x_{k,N_T,1,n}) \\
\vdots & \ddots & \vdots \\
\text{diag}(x_{k,1,N_c,n}) & \cdots & \text{diag}(x_{k,N_T,N_c,n})
\end{bmatrix}.
\]  
(55)

The matrix \( H_n \) denotes the resultant channel matrix corresponding to the \( n \)th block as defined previously in (6). Finally, the concatenated receiver noise and dictionary matrices corresponding to \( n \)th block are denoted by \( Y_{B,n} \in \mathbb{C}^{KN_c \times N_T}, \ W_{B,n} \in \mathbb{C}^{KN_c \times N_T} \) and \( \Psi_{B,n} \in \mathbb{C}^{KN_c \times LN_T} \), respectively, which can be obtained as
\[
Y_{B,n} = [Y_{T,1,n}, \ldots, Y_{T,K,n}],
\]
\[
W_{B,n} = [W_{T,1,n}, \ldots, W_{T,K,n}],
\]
\[
\Psi_{B,n} = [\Psi_{T,1,n}, \ldots, \Psi_{T,K,n}].
\]  
(56)

Thus, the overall system model corresponding to the \( n \)th TB follows as
\[
Y_{B,n} = \Psi_{B,n} H_n + W_{B,n},
\]  
(57)

The vectorized form of the OSTBC-based MIMO-OFDM system model formulated above for joint channel estimation and data detection can be obtained as
\[
\bar{Y}_{B,n} = \text{vec}(Y_{B,n}) = \Phi_{B,n} \bar{h}_n + \bar{w}_{B,n},
\]  
(58)

where the effective block dictionary matrix can be expressed as \( \Phi_{B,n} = (I_{N_R} \otimes \Psi_{B,n}) \in \mathbb{C}^{KN_cN_R \times LN_TN_R} \) and the stacked noise vector is given by \( \bar{w}_{B,n} = \text{vec}(W_{B,n}) \in \mathbb{C}^{KN_cN_R \times 1} \). The D-HBKFs of jointly estimating the doubly-selective sparse channel and the OSTBC data codewords can be formulated as follows. The measurement prediction error vector \( \bar{Y}_{B,c,n} \) in the HBKF framework can be defined as
\[
\bar{Y}_{B,c,n} = Y_{B,c,n} - \hat{Y}_{B,c,n} = \sqrt{1 - \rho^2} \Phi_{B,n} \bar{u}_n + \bar{w}_{B,n},
\]  
(59)

where the predicted measurement \( \hat{Y}_{B,c,n} \) may be determined using the standard KF, as shown in the Appendix A. The D-HBKFs begins its operation by assigning a Gaussian parameterized prior similar to (19) to the innovation noise vector \( \bar{u}_n \) with the hyperparameter matrix \( \Gamma_\theta \). The complete data for this scenario is \( \{ \bar{Y}_{B,c,n}, \bar{u}_n \} \), while the unknown parameter set is \( \theta_B = \{ \Gamma_\theta, \bar{X}_{D,n} \} \), where the matrix \( \bar{X}_{D,n} \in \mathbb{C}^{NK \times (KN_TN_R)N_c} \) corresponding to the unknown data codewords is constructed as follows. Let \( \mathcal{P}^c \) denote the set of non-pilot or data subcarriers. The concatenated matrix of OSTBC codewords corresponding to the non-pilot subcarriers for the first codeword duration can be defined as \( \bar{X}_{D,1,n} = [X_{1,n}^{(m_1)}, \ldots, X_{N_c,n}^{(m_{K1})}] \in \mathbb{C}^{N_T \times (N-N_P)N_c} \), where \( m_1 \in \mathcal{P}^c \). Similarly, the concatenated matrix \( \bar{X}_{D,k,n} = [X_{k,n}^{(1)}(1), \ldots, X_{k,n}^{(N)}(N)] \in \mathbb{C}^{N_T \times N_c} \). The overall block data codeword matrix \( \bar{X}_{D,n} \) can be further defined as \( \bar{X}_{D,n} = [\bar{X}_{D,1,n}, \bar{X}_{D,2,n}, \ldots, \bar{X}_{D,K,n}] \). The D-HBKFs jointly estimates the associated hyperparameters \( \Gamma_\theta \) and the data codeword matrix \( \bar{X}_{D,n} \) using the EM procedure derived below.

Let \( \hat{X}_{D,n}^{(i-1)} \) and \( \hat{\gamma}_{n}^{(i-1)} \) denote the estimates of the overall data codeword matrix and the hyperparameter vector obtained after the completion of the \((i-1)\)st EM iteration, with \( \theta_{i-1} = \{ \hat{X}_{D,n}^{(i-1)}, \hat{\gamma}_{n}^{(i-1)} \} \). The E-step evaluates the average log-likelihood \( \mathcal{L} \left( \theta_{i-1} \bigg| \theta_{i-1} \right) \) in the \( i \)th iteration as
\[
\mathcal{L} \left( \theta_{i-1} \bigg| \theta_{i-1} \right) = \mathbb{E}_{\bar{u}_n | \bar{Y}_{B,c,n}, \theta_{i-1}} \left\{ \log p (\bar{Y}_{B,c,n} | \bar{u}_n; \theta_{i-1}) \right\} 
\]
\[
= \mathbb{E}_{\bar{u}_n | \bar{Y}_{B,c,n}, \theta_{i-1}} \left\{ \log p (\bar{Y}_{B,c,n} | \bar{u}_n; \bar{X}_{D,n}) \right\} + \mathbb{E}_{\bar{u}_n | \bar{Y}_{B,c,n}, \theta_{i-1}} \left\{ \log p (\bar{u}_n; \gamma_n) \right\}. 
\]

The quantity \( \log p (\bar{Y}_{B,c,n} | \bar{u}_n; \bar{X}_{D,n}) \) is seen to be independent of the hyperparameter vector \( \gamma_n \). Furthermore, it can be observed from (19) that the term \( \log p (\bar{u}_n; \gamma_n) \) is independent of the block data codeword matrix \( \bar{X}_{D,n} \). Therefore, the M-step of the D-HBKFs scheme reduces to the decoupled maximization of the first and second terms of \( \mathcal{L} \left( \theta_{i-1} \bigg| \theta_{i-1} \right) \) with respect to \( \bar{X}_{D,n} \) and \( \gamma_n \), respectively. The log-likelihood maximization with respect to \( \gamma_n \) in the \( i \)th iteration of the M-step can be expressed as
\[
\tilde{\gamma}_{n}^{(i)} = \arg \max_{
\gamma_n} \mathbb{E}_{\bar{u}_n | \bar{Y}_{B,c,n}, \gamma_n} \left\{ \log p (\bar{u}_n; \gamma_n) \right\}. 
\]  
(60)

Similar to P-HBKFs, the hyperparameter estimates \( \hat{\gamma}_{n}^{(i)} \) for D-HBKFs are obtained as in (23) with the \( a posteriori \) mean vector \( \mu_{\bar{X}_{D,n}}^{(i)} \in \mathbb{C}^{LN_TN_R \times 1} \) and the covariance matrix \( \Sigma_{\bar{X}_{D,n}}^{(i)} \in \mathbb{C}^{LN_TN_R \times LN_TN_R} \) derived as
\[
\mu_{\bar{X}_{D,n}}^{(i)} = \sigma^2 \left( 1 - \rho^2 \sigma^2 \right) \left( \Phi_{B,n}^{(i)} \right)^H Y_{B,c,n},
\]  
(61)
\[
\Sigma_{\bar{X}_{D,n}}^{(i)} = \left( \frac{1 - \rho^2}{\sigma^2} \right) \left( \Phi_{B,n}^{(i)} \right)^H \Phi_{B,n}^{(i)} + \left( \Gamma_\theta \right)^{-1},
\]  
(62)

where the quantity \( \Phi_{B,n}^{(i)} \) is obtained similar to \( \Phi_{B,n} \) using the estimated data codeword matrix \( \hat{X}_{D,n}^{(i-1)} \) after the \((i-1)\)st EM iteration. The estimate \( \hat{X}_{D,n}^{(i)} \) at the \( i \)th iteration is obtained as
\[
\hat{X}_{D,n}^{(i)} = \arg \max_{\bar{X}_{D,n}} \mathbb{E}_{\bar{u}_n | \bar{Y}_{B,c,n}, \gamma_n} \left\{ \log p (\bar{Y}_{B,c,n} | \bar{u}_n; \bar{X}_{D,n}) \right\}.
\]  
(63)

The above maximization leads to the decoupled optimization problem in (68) for the evaluation of the individual estimates.
The quantity $\tilde{X}_{k,n}(m)$ is the $m$th DFT coefficient of the channel vector $b_{k,r,n}$. For decoding the transmitted symbols, one can define the quantities $z_{k,n}(m) = \text{vec}(Y_{k,n}(m)) \in \mathbb{C}^{N_t \times N_c}$ and the symbol vector estimate $\hat{a}_{k,n}(m)$ as

$$
\begin{bmatrix}
    \mathbf{F}_h(1,1,n) & \mathbf{F}_h(2,1,n) & \cdots & \mathbf{F}_h(N_t,1,n)
\end{bmatrix},
$$

where the matrices $\mathbf{C}_n(m) = \mathbb{C}^{N_t \times N_c}$. The optimization problem of evaluating the symbol estimate $\hat{a}_{k,n}(m)$ corresponding to $\hat{X}_{k,n}(m)$ is now formulated in (69). This can be further simplified as follows. Let the effective channel matrix $\mathcal{C}_n(m) \in \mathbb{C}^{N_t \times N_c}$ for the $n$th TB be constructed as

$$
\mathcal{C}_n(m) = [c_{p,n}(m), \mathcal{C}_{q,n}(m)],
$$

where the matrices $c_{p,n}(m) \in \mathbb{C}^{N_t \times N_c}$, $\mathcal{C}_{q,n}(m) \in \mathbb{C}^{N_t \times N_c}$ above are defined as [26]

$$
\mathcal{C}_{p,n}(m) = [\text{vec}(\mathcal{H}_n(m) \mathbf{P}_1), \ldots, \text{vec}(\mathcal{H}_n(m) \mathbf{P}_{N_c})],
$$

$$
\mathcal{C}_{q,n}(m) = [\text{vec}(\mathcal{H}_n(m) \mathbf{Q}_1), \ldots, \text{vec}(\mathcal{H}_n(m) \mathbf{Q}_{N_c})].
$$

Using the above quantities, together with the fact that the noise is additive white Gaussian in nature, the log-likelihood and also consequently the detector formulated in (69) can be further simplified as shown in (70). Upon using the result

$$
\mathcal{R}\left\{c_n^H(m)c_n(m)\right\} = ||\mathcal{H}_n(m)||_F^2 \mathbf{I}_{2N_c},
$$

for OSTBCs [26] followed by further simplification, the D-HBKSF based symbol vector estimate $\hat{a}_{k,n}(m)$ can be obtained as

$$
\hat{a}_{k,n}(m) = \mathcal{R}\left\{c_n^H(m)z_{k,n}(m)\right\}_{\zeta_n(m)}^H,
$$

where the estimate of the effective channel matrix $\mathcal{C}_n(m)$, similar to (65), is obtained upon replacing $\mathcal{H}_n(m)$ by its estimate $\hat{\mathcal{H}}_n(m)$ obtained at the $i$th iteration in (66) and (67). The $a$ posteriori MIMO channel estimate $\hat{\mathcal{H}}_n(m)$ corresponding to the $m$th subcarrier can be constructed by substituting the estimate $\hat{\mathbf{h}}_{k,n}(m)$ obtained using the KF equations outlined in Appendix A, with $\mathbf{F}_P$ replaced by $\mathbf{F}_B$. Furthermore, the quantity $\zeta_n(m)$ in the denominator of (71) can be shown to be given as

$$
\zeta_n(m) = \left\|\hat{\mathcal{H}}_n(m)\right\|^2_F + \sum_{r=1}^{N_d} \sum_{k=1}^{N_T} \left(\tilde{M}_{n}(d,d)\right),
$$

where the index $\tilde{d}$ obeys $\tilde{d} = \left\lfloor(r-1)N_T + (t-1)\right\rfloor N + m$, $1 \leq r \leq N_R, 1 \leq t \leq N_T$ and $\hat{M}_{n}(d,d) = (\mathbf{I}_{N_T} \otimes \mathbf{I}_{N_R})$.
The initial estimates of the data symbols on the non-pilot subcarriers are initialized as indicated in Algorithm 1, i.e.,

\[
\hat{X}_{k,n}^{(i)}(m) = \arg \max_{X_{k,n}(m)} \mathbb{E}_{\mathcal{H}_n(m)} \log p \left( \mathbf{Y}_{k,n}(m) \mid \mathbf{H}_n(m) \mathbf{X}_{k,n}(m) \right)
\]

(68)

\[
\hat{a}_{k,n}^{(i)}(m) = \arg \max_{a_{k,n}(m)} \mathbb{E}_{\mathcal{H}_n(m)} \log p \left( \mathbf{z}_{k,n}(m) \mid \mathbf{H}_n(m) \mathbf{a}_{k,n}(m) \right)
\]

(69)

\[
\tilde{a}_{k,n}^{(i)}(m) = \arg \min_{a_{k,n}(m)} \mathbb{E}_{\mathcal{H}_n(m)} \log p \left( \mathbf{z}_{k,n}(m) \mathbf{C}_n(m) \mathbf{a}_{k,n}(m) \right)
\]

(70)

Fig. 5. (a) MSE versus SNR performance comparison (b) MSE performance comparison versus number of blocks \(n\) for Alamouti coded \(2 \times 2\) MIMO-OFDM for the following techniques: Agnostic-KF [25], Agnostic 2D-MMSE [36], Genie 2D-MMSE [36], OMP [37], FOCUSS [12], SBL [18], P-HBKF, D-HBKF along with their respective BCRBs (31) and asymptotic MSE (48).

Fig. 6. (a) MSE versus SNR performance comparison for rate \(\frac{1}{2}\) non-square space time block coded [26] \(8 \times 4\) MIMO-OFDM (b) MSE versus SNR performance comparison for Alamouti coded \(2 \times 2\) MIMO-OFDM by varying number of subcarriers used as pilots, for the following techniques: Agnostic 2D-MMSE [36], OMP [37], FOCUSS [12], SBL [18], P-HBKF, D-HBKF along with their respective BCRBs (31).

duration \(T_P\) in each TB is set to the number of slots \(N_c\) occupied by a single OSTBC codeword, while for D-HBKF, it is assumed to be equal to \(K = 3\) OSTBC codeword slots, i.e., \(T_P = 3N_c\). The hyperparameters for the P-HBKF and D-HBKF schemes are initialized as indicated in Algorithm 1. The initial estimates of the data symbols on the non-pilot subcarriers \(\hat{a}_{k,n}^{(i)}(m), \forall \ m \in \mathcal{P}^c, 1 \leq k \leq K, 1 \leq n \leq R\), for the D-HBKF algorithm, are obtained by using the P-HBKF channel estimate for detection. The stopping parameters \(\epsilon\) and \(i_{\text{max}}\) are set as \(10^{-5}\) and 50, respectively, for both the schemes. The frequency-selective channel’s CIR vector \(h_{t,r,n}\) is assumed to have \(L = 32\) taps, which is equal to the CP length. The approximately sparse channel is generated using the standard Rayleigh fading vehicular-A channel model of [38] with \(L_s = 6\) non-zero channel taps until specified otherwise. The MIMO-OFDM system is considered.
to be deployed in the 2.5 GHz band at a mobile velocity of \( v = 30 \text{ km/h} \), leading to a Doppler shift of \( f_D = 69 \text{ Hz} \). The coherence time is set to \( T_c = 2.1 \text{ ms} \) with a block length of \( T_B = T_c \). Substituting the values of \( f_d \) and \( T_B \) in Jake’s model, the temporal correlation parameter \( \rho \) of the time varying channel model in (10) is \( \rho = J_0(2\pi f_d T_B) \approx 0.8 \). For the parameters \( N_c, T_P, T_D \) set as above, considering the transmission of 39 OSTBC MIMO-OFDM data codewords, it follows that \( T_B = T_P + T_D = 40 \times 51.2 \mu s = 2 \text{ ms} \). This is well within the coherence time \( T_c = 2.1 \text{ ms} \). Thus, for this scenario, the wireless channel can be assumed to be approximately constant in each duration of length \( T_B \).

The performance of the proposed P-HBKF and D-HBKF techniques for doubly-selective MIMO-OFDM channel estimation is also compared with that of the other popular sparse channel estimation techniques such as SBL [18], OMP [37] and FOCUSS [12]. The stopping criterion for the OMP is set for ensuring that the algorithm terminates when the residual error \( E(i) \) between the consecutive iterations obeys \( E(i + 1) < \sigma^2 \). The regularization parameter for MFOCUSS is set as the noise variance \( \sigma^2 \), the norm parameter \( p = 0.8 \) and the stopping threshold is set as \( 10^{-5} \) with the maximum number of iterations set to 800. The stopping parameters for SBL are set identical to that of the P-HBKF and D-HBKF schemes. The performance of the proposed schemes is also compared to 2D-MMSE [6], [36], which is an MMSE approach that estimates the channel’s frequency response (CFR) using time-frequency correlation.

A. MSE Performance Comparison

The MSE performance of the channel estimates is presented next. The popular full-rate Alamouti OSTBC [3] associated with \( N_T = N_R = 2 \) is considered first. Fig. 5(a) plots the MSE performance versus SNR of the proposed P-HBKF and D-HBKF techniques along with that of the OMP, SBL, FOCUSS and 2D-MMSE. Furthermore, the BCRB corresponding to the doubly-selective sparse channel estimate obtained in (31) is also included in the figure. It can be observed that the proposed P-HBKF scheme achieves a lower MSE in comparison to the existing sparse approaches, viz. OMP, SBL and FOCUSS, which do not utilize the temporal correlation across multiple measurements. The Agnostic 2D-MMSE, which has no knowledge of the channel power delay profile (PDP) and hence assumes a typical exponential PDP, can be seen to perform poorly in terms of MSE of channel estimation. In contrast, the P-HBKF that also has no knowledge of the PDP, i.e., either of the non-zero tap locations or their respective powers, yields a significantly improved performance. The Genie 2D-MMSE, which assumes knowledge of the true channel PDP, has an MSE that is close to the BCRB. However, due to its ideal nature, it can act only as a performance benchmark to lower bound the performance of the proposed schemes. Finally, it is also interesting to note that the Genie 2D-MMSE, which is a block estimation scheme has a slightly improved performance than the BCRB, since the BCRB as derived in the paper is evaluated only for the forward Kalman iteration and lacks a smoothing step, in order to maintain the online nature of the P-HBKF technique. Moreover, the MSE performance of the P-HBKF and D-HBKF techniques is close to that of the corresponding BCRB bounds, which is worth noting since the proposed P-HBKF and D-HBKF techniques do not require prior knowledge of the PDP, while the respective benchmarks do. Fig. 5(b) plots the MSE of the proposed and existing schemes versus number of blocks \( (n) \) at an SNR of 10 dB, for an Alamouti-coded system. The performance is benchmarked with respect to the sparsity-agnostic KF, conventional-HBKF and BCRB. From the figure, it can be seen that the Agnostic-KF has the worst MSE performance that naturally arises owing to the fact that it ignores the channel-sparsity. It can be observed that the proposed P-HBKF and D-HBKF schemes achieve a significantly lower MSE than the conventional HBKF and also require significantly fewer blocks for convergence owing to the sparse initialization of the error covariance matrix and hyperparameter vector, as described in Subsection III-B. This also validates the assumption employed in the simplification of the HBKF in (16), which is met by the P-HBKF and D-HBKF due to the sparse initialization. By contrast, the conventional HBKF satisfies this criterion only after several blocks, thus leading to its slower convergence and to a significant performance gap with respect to the proposed techniques. Both the P-HBKF and D-HBKF yield performance curves that are significantly improved in comparison to the existing approaches, while also being close to the corresponding BCRBs. Fig. 5(b) also shows the asymptotic MSE performance, the analysis of which has been presented in Section V based on the solution of the discrete-time Riccati equation. It can be seen that the P-HBKF and D-HBKF schemes closely approach their asymptotic MSE benchmarks determined in (48) within as few as \( n = 10 \) blocks, thus demonstrating the rapid convergence of the proposed online estimation schemes.

In order to study the performance with respect to general non-square OSTBCs using a practical channel model, Fig. 6(a) demonstrates the performance of a rate-\( \frac{2}{3} \) non-square OSTBC using \( N_T = 4 \) TAs and \( N_R = 8 \) RAs [26] for the 3GPP spatial channel model (SCM) described in [38]. A power delay profile with \( L_s = 6 \) non-zero channel taps is considered as stipulated by the vehicular-A model provided in the SCM link level parameters (Table 4.1 of [38]). The MSEs of the proposed and existing schemes are compared in Fig. 6(a) along with their respective BCRBs with the time domain samples of the channel generated using the SCM Matlab-package [39]. The P-HBKF and D-HBKF can once again be seen to outperform the existing schemes, which demonstrates their viability for practical applications. Fig. 6(b) depicts the MSE performance of the Alamouti OSTBC with \( N_T = N_R = 2 \), as the number of pilot subcarriers \( N_P \) is varied. The MSE performance of both the OMP and P-HBKF techniques is seen to improve upon increasing the number of pilot subcarriers, which can be attributed to the increased number of measurements. Furthermore, it can be observed that the performance of the P-HBKF scheme with \( N_P = 22 \) subcarriers is comparable to that of the OMP scheme with all the \( N = N_P = 64 \) subcarriers designated as pilot subcarriers, which demonstrates a significant reduction of around 65%
B. BER Performance Comparison

Fig. 7(a) and 7(b) present the MSE performance of the proposed P-HBKF and D-HBKF techniques in the presence of mismatches in the values of the correlation coefficient $\rho$ and noise variance $\sigma^2$, respectively, at the receiver, for the Alamouti OSTBC using $N_T = N_R = 2$ and SNR = 20 dB. The true underlying values of these quantities are set as $\rho = 0.8$ and $\sigma^2 = 0$ dB. One can once again see that the HBKF-based schemes are robust to the effects of mismatch in the correlation coefficient $\rho$. The proposed D-HBKF technique exploits all the available $K N_c$ received measurements corresponding to the pilot as well as the data subcarriers over the $K$ MIMO-OFDM codewords for channel estimation, whereas the P-HBKF technique is only able to leverage the $N_{F} N_{c}$ measurements corresponding to the pilot subcarriers. Thus, the large number of measurements makes D-HBKF robust against the parameter mismatches.

\[ N_T = N_R = 2 \] in a MIMO-OFDM system. This is benchmarked against a hypothetical genie receiver having perfect CSI. The sparse channel estimation accuracy improvement of the proposed HBKF based schemes is reflected in the BER reduction achieved by the P-HBKF in comparison to the existing schemes. The D-HBKF approach can be seen to lead to a further reduction in the BER, which can be attributed to its improved accuracy of channel estimation coupled with the modified ML detector derived in (71) that also incorporates the posteriori covariance matrix $M^{(1)}_{n|n}$ of the channel estimation error. The theoretical BER values are computed utilizing the analytical expression in [22] by substituting the asymptotic covariance matrices obtained on solving Equation (45) for the P-HBKF and D-HBKF schemes. Fig. 8(b) considers the rate-$\frac{3}{4}$ non-square OSBTC MIMO-OFDM system using $N_T = 4$ TAs and $N_R = 2$ RAs for our BER performance comparison. It shows a trend similar to that of Fig. 8(a), with the D-HBKF yielding the best overall performance. The theoretical BER values for the square as well as non-square OSTBCs seen in Fig. 8(a), Fig. 8(b), respectively, are observed to be close to the corresponding values obtained via simulation. Thus, the improved estimation/ BER performance of the proposed P-HBKF and D-HBKF techniques coupled with the low-complexity online sparse channel estimation procedure makes them ideally suited for practical implementation in OSTBC-based MIMO-OFDM systems.

C. Extension of the Proposed Schemes to Next-Generation Systems

It is worth mentioning that the sparse channel estimation schemes developed in this work are not limited to the existing sub-6GHz MIMO-OFDM systems, and can be readily extended to large antenna array based next-generation millimeter wave (mmWave) and massive MIMO systems. As described in [40], [41], we can consider a millimeter wave hybrid MIMO architecture having $N_{RF} = 4$ radio frequency (RF) chains at the transmitter and $N_{RF} = 2$ RF chains at the receiver, i.e., a $2 \times 4$ MIMO in the baseband, and $N_T >> 4$ and $N_R >> 2$ TAs and RAs. In such systems, the RF precoder $\bf{F}_{RF} \in \mathbb{C}^{N_{T} \times N_{RF}}$ maps the output of the $N_{RF}^{T}$ transmit RF chains to $N_{T}$ transmit antennas, while its counterpart at the receiver, namely the RF combiner $\bf{W}_{RF}^{H} \in \mathbb{C}^{N_{R}^{T} \times N_{RF}}$ maps the output of the $N_{RF}$ receive RF chains to $N_{R}$ receive antennas, while its counterpart at the receiver, namely the RF combiner $\bf{W}_{RF}^{H} \in \mathbb{C}^{N_{R}^{T} \times N_{RF}}$ similarly maps the output of the $N_{R}$ receive antennas to the $N_{RF}^{T}$ transmit RF chains. The pertinent channel estimation schemes for such systems have been proposed in [40]–[42], which exploit the sparsity inherent in the angular domain representation of the mmWave MIMO channel. Thus the proposed P-HBKF and D-HBKF techniques can also be suitably extended for time-selective channel estimation in mmWave hybrid MIMO systems. Following the channel estimation process, one can consider the equivalent baseband channel $\bf{H}_{eq} = \bf{W}_{RF}^{H} \bf{H}_{RF}$, so that the end-to-end baseband channel is of size $N_{RF}^{T} \times N_{RF}^{T}$. Subsequently, the conventional MMSE/ LS-based baseband combiner can be employed for data detection.
Fig. 8. (a) BER versus SNR performance comparison for a 4-PSK Alamouti coded $2 \times 2$ MIMO-OFDM wireless system (b) BER versus SNR performance comparison for a 4-PSK rate $\frac{2}{3}$ non-square space time block coded $2 \times 4$ MIMO-OFDM wireless system for the following techniques: OMP [37], FOCUSS [12], P-HBKF, D-HBKF and Genie receiver.

VIII. Conclusions

We conceived HBKF-based schemes for sparse channel estimation in doubly-selective OSTBC MIMO-OFDM systems. The proposed P-HBKF technique successfully amalgamated the conventional KBF with the SBL framework for improved tracking of the sparse MIMO-OFDM channel. The D-HBKF developed next was shown to further improve the performance by intrinsically integrating data detection with sparse channel estimation in the HBKF framework. The BCRBs and asymptotic MSE expressions were also derived for analytically characterize the MSE lower bound of the proposed techniques. Our simulation results demonstrated the performance improvement attained over the existing techniques, both in terms of the MSE and BER, while also validating the analytical bounds.

APPENDIX A

P-HBKF STEPS

**Prediction:**

$\hat{h}_{n|n-1} = \rho \hat{h}_{n-1|n-1}$ and $\hat{y}_{P,n|n-1} = \Phi_P \hat{h}_{n|n-1}$ (73)

**Prediction MSE:**

$M_{n|n-1} = \rho^2 M_{n-1|n-1} + (1 - \rho^2) \left( I_{N_R,N_T} \otimes \hat{\Gamma}_n \right)$ (74)

**Kalman Gain Matrix:**

$K_n = M_{n|n-1} \Phi_P^T \left( \sigma^2 I_{N_R,N_T} + \Phi_P M_{n|n-1} \Phi_P^T \right)^{-1}$ (75)

**Measurement Error:**

$y_{P,e,n} = y_{P,n} - \hat{y}_{P,n|n-1}$ (76)

**Correction:**

$\hat{h}_{n|n} = \hat{h}_{n|n-1} + K_n y_{P,e,n}$ (77)

**MSE Matrix:**

$M_{n|n} = (I_{N_R,N_T} - K_n \Phi_P) M_{n|n-1}$ (78)
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