Evaluation of global leaf area index and fraction of absorbed photosynthetically active radiation products over North America using Copernicus Ground Based Observations for Validation data
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ABSTRACT

With a growing number of Earth observation (EO) products available through operational programmes such as the European Union’s Copernicus, there is increasing emphasis on product accuracy and uncertainty, necessitating evaluation against in situ reference measurements. Whilst existing reference datasets have proven a valuable resource, they incorporate little data with which products from recent EO instruments can be assessed. A reliance on individual field campaigns has also led to several inconsistencies, whilst limiting the extent to which temporal variations in EO product performance can be captured. Recently established environmental monitoring networks such as the National Ecological Observatory Network (NEON), which collect routine in situ measurements using standardised instruments and protocols, provide a promising opportunity in this respect. The Copernicus Ground Based Observations for Validation (GBOV) service was initiated in recognition of this fact. In the first component of the project, raw observations from existing networks have been collected and processed to provide reference data for a range of EO land products. In this study, we focus on leaf area index (LAI) and the fraction of absorbed photosynthetically active radiation (FAPAR). Raw digital hemispherical photography (DHP) from twenty NEON sites was processed to derive in situ reference measurements, which were then upscaled to provide high spatial resolution reference maps. Using these data, we assess the recently released Copernicus Global Land Service (CGLS) 300 m Version 1 (V1) products derived from PROBA-V, in addition to existing products derived from the Moderate Resolution Imaging Spectroradiometer (MODIS) and Visible Infrared Radiometer Suite (VIIRS). When evaluated against reference data, the CGLS 300 m V1 product demonstrated the best agreement (RMSD = 0.57 for LAI and 0.08 for FAPAR), followed by the Collection 6 VNPM1A2H and MOD15A2H products (RMSD = 0.81 to 0.89 for LAI and 0.12 for FAPAR). Differing assumptions of the products and in situ reference measurements, which cause them to be sensitive to slightly different quantities, are thought to explain apparent biases over sparse vegetation and forest environments. To ensure their continued utility, future work should focus on updating the GBOV in situ reference measurements, implementing additional corrections, and improving their geographical representativeness.

1. Introduction

With repeat and systematic global coverage, Earth observation (EO) data provide a unique opportunity to monitor vegetation biophysical variables such as leaf area index (LAI) and the fraction of absorbed photosynthetically active radiation (FAPAR). Both LAI and FAPAR have been designated essential climate variables by the Global Climate Observing System (GCOS, 2019), as they are key inputs in a range of applications including climate modelling, numerical weather prediction, understanding biosphere-atmosphere interactions, and agricultural and forest monitoring (Ogutu et al., 2013; Richardson et al., 2013; Sellers et al., 1997). A range of global LAI and FAPAR products
have been produced operationally over the last two decades, primarily utilising data from optical instruments on-board EO satellites. The underlying algorithms used to generate such products include retrieval techniques such as radiative transfer model (RTM) inversion, statistical retrieval, and hybrid approaches (Baret and Buis, 2008; Verrelst et al., 2015). Current examples of moderate spatial resolution (i.e. 300 m to 500 m) LAI and FAPAR products include those derived from the Moderate Resolution Imaging Spectroradiometer (MODIS) (Yan et al., 2016a), Visible Infrared Radiometer Suite (VIIRS) (Yan et al., 2018), Ocean and Land Colour Instrument (OLCI) (Gobron, 2010), VEGETATION (VTG), and PROBA-V (Lacaze et al., 2015).

Users now have access to a growing number of EO products, made routinely available through dedicated operational programmes such as the European Union’s Copernicus. Due to their operational nature and a growing user base, there is increasing emphasis on product accuracy and quantifying uncertainty; routine and systematic product evaluation is now an essential part of the EO data production and delivery process. Whilst intercomparison of EO products can provide potentially useful information on their consistency, evaluation against independent in situ reference measurements is necessary to effectively quantify product accuracy. Such assessments are critical if EO products are to be used in data assimilation schemes, which require quantitative estimates of parameter uncertainty. In light of the importance of these activities, international initiatives such as the Committee on Earth Observation Satellites (CEOS) Working Group on Calibration and Validation (WGCV) and Quality Assurance Framework for Earth Observation (QA4EO) have been working with the community to develop best practices and protocols for evaluation of EO derived products. Similarly, recognising the need for product evaluation, data providers such as the European Space Agency (ESA) have recently established a series of projects focussed solely on fiducial reference measurements (ESA, 2019).

The Land Product Validation (LPV) sub-group of the CEOS WGCV defines a four-stage hierarchy for EO product evaluation, through which EO products should progress. Several currently operational LAI and FAPAR products have reached stage two of this hierarchy, which states that ‘product accuracy is assessed over a significant set of locations and time periods’ (Fernandes et al., 2014). An overview of the products considered in this study and their evaluation status is provided in Section 2. Previous evaluation exercises have demonstrated that the majority of products are characterised by consistent seasonality, but demonstrate discrepancies in magnitude, owing to the differing assumptions of their respective retrieval algorithms (Camacho et al., 2013; Tao et al., 2015; Weiss et al., 2014; Yan et al., 2016b). So far, progress towards the third stage of the CEOS WGCV LPV hierarchy has been restricted by in situ reference measurement datasets that are both spatially and temporally limited.

In terms of vegetation biophysical variables, the DIRECT 2.0 database, which is maintained by the CEOS WGCV LPV sub-group, is currently the largest collection of in situ reference measurements available for evaluating moderate spatial resolution LAI and FAPAR products (CEOS WGCV LPV, 2017). The database contains 242 samples collected over 140 sites between 2000 and 2017, and features data collected during numerous field campaigns carried out under the BigFoot (Cohen and Justice, 1999), Southern African Regional Science Initiative (SAFARI-2000) (Swap and Privette, 1999), Validation of Land European Remote Sensing Instruments (VALERI) (Baret et al., 2005), and Implementation of Multiscale Agricultural Indicators Exploiting Sentinels (Imagines) (Imagines Consortium, 2016) projects, in addition to efforts by Boston University (Yang et al., 2006), the University of Alberta, Canada Centre for Remote Sensing (CCRS) (Abuelgasim et al., 2006), Earth Observation Laboratory (EOLAB), Environmental Protection Agency (EPA) (Jiames et al., 2004), and ESA (CEOS WGCV LPV, 2017).

Datasets included within the DIRECT 2.0 database have proven to be a valuable resource for EO product evaluation (Bacour et al., 2006; Camacho et al., 2013; Garrigues et al., 2008a; Weiss et al., 2007, 2014; Yan et al., 2016b). However, because individual field campaigns have been carried out by different groups using a range of instruments and data collection protocols, they are subject to a number of inconsistencies (Camacho et al., 2013; Garrigues et al., 2008a; Yan et al., 2016b). Examples include:

- Forest sites at which the understory is not characterised;
- The use of instruments that cannot account for the effects of foliage clumping, and therefore only enable quantification of effective LAI (LAIe).

Indeed, in a recent review of LAI products and evaluation efforts, Fang et al. (2019a) identified the need for standardisation of field measurements. Additionally, due to a reliance on individual field campaigns, few sites within the database feature data collected throughout the phenological cycle or over a continuous period of multiple years. Most field campaigns have been conducted on a one-off basis during the peak of the growing season, limiting the extent to which temporal variations in EO product performance can be captured (Camacho et al., 2013; Fang et al., 2019a; Garrigues et al., 2008a; Weiss et al., 2014; Yan et al., 2016b). This is one factor that restricts progress towards the third stage of the CEOS WGCV LPV hierarchy, which states that product accuracy should be ‘assessed in a statistically robust way over multiple locations and time periods’ (Fernandes et al., 2014). Finally, the majority of the data are historical, so the database has a limited number of points with which products from recent sensors such as VIIRS, PROBA-V and OLCI can be assessed.

In parallel to activities focussed solely on the evaluation of EO products, several broader environmental monitoring networks have been established over the last decade, focussing on the provision of continuous, long-term ecological and environmental data across permanent measurement sites. Examples include the National Ecological Observatory Network (NEON) in the United States (Kao et al., 2012), the Terrestrial Ecosystem Research Network (TERN) in Australia (Karan et al., 2016), and the Integrated Carbon Observation System (ICOS) in Europe (Gielen et al., 2018). Many of these networks feature a free and open data policy, and as they move into routine operations, several are planning or already performing regular in situ measurements of vegetation biophysical variables including LAI and FAPAR (amongst a host of other environmental indicators). Importantly, because these networks are centrally coordinated, they also benefit from the use of instruments and data collection protocols that are standardised across sites.

Recognising the need for EO product quality assurance, the limitations of existing reference datasets, and the opportunities provided by new and existing environmental monitoring networks, the European Commission recently initiated the Ground Based Observations for Validation (GBOV) service. As part of the Copernicus Global Land Service (CGLS), the aim of GBOV is to provide consistent, continuous, and quality controlled in situ reference measurements for evaluation of EO derived land products. In its first component, raw observations from a range of existing networks have been collected and processed to provide datasets suitable for evaluating surface albedo, land surface temperature, soil moisture, and vegetation products. These data are freely available to the community via the GBOV website (https://land.copernicus.eu/global/gbov/). By exploiting data from networks operating standardised protocols and applying a common data processing chain, the GBOV service is designed to avoid the inconsistencies associated with previous in situ reference measurement datasets. Additionally, the data provided by GBOV must conform to minimum requirements on temporal frequency and coverage, ensuring the service is useful for assessing temporal variations in the performance of currently operational EO products. This paper focuses specifically on the in situ reference measurements related to LAI and FAPAR, and has three objectives:
1. To present the data and algorithms used to derive the GBOV in situ reference measurements;
2. To evaluate the impact of neglecting the understory layer when performing in situ measurements in forest environments;
3. To assess the performance of the recently released CGLS 300 m Version 1 (V1) products derived from PROBA-V and existing products derived from MODIS and VIIRS through evaluation against upcaled in situ reference measurements and product inter-comparison.

2. EO derived LAI and FAPAR products

In this section, the major characteristics of the three EO products considered within the paper are provided (Table 1). We restricted our analysis to currently operational products providing moderate spatial resolution (i.e. 300 m to 500 m) estimates of LAI and FAPAR at the global scale. Although other products are available, they were not considered here because they are either a) no longer being produced, or b) produced at a spatial resolution that greatly exceeds GCOS (2019) requirements (250 m for LAI and 500 m for FAPAR). For example, the CYCLOPES and Global Land Surface Satellite (GLASS) product archives extend only to 2008 and 2017, respectively, and whilst operational products are delivered by the European Organization for the Exploitation of Meteorological Satellites (EUMETSAT) Land Surface Analysis Satellite Application Facility (LSA SAF), they are provided at a spatial resolution of 1.1 km to 4.8 km.

2.1. CGLS 300 m V1 LAI and FAPAR

The CGLS 300 m V1 LAI and FAPAR products, which are derived from PROBA-V, cover the period from January 2014 to present (Lacaze et al., 2015). They are delivered every ten days. 1 km spatial resolution products are also available from the CGLS, making use of the GEOV1 and GEOV2 algorithms and data from the VGT instrument to extend coverage back to 1999 (Baret et al., 2013; Verger et al., 2014). In this paper, we focus on the 300 m V1 products, which were released in 2017, and are based on the so-called GEOV3 algorithm (Baret et al., 2016).

Like its predecessors, the GEOV3 algorithm aims to exploit the strengths of other established EO products to provide improved estimates of LAI and FAPAR. This is achieved by training an artificial neural network (ANN) with red and near-infrared surface reflectance values (and their associated viewing and illumination geometries), in addition to a weighted average of contemporaneous LAI and FAPAR estimates from CYCLOPES (Baret et al., 2007) and the Collection 5 MOD15A2 product (Yang et al., 2006). Whilst CYCLOPES is known to saturate at high LAI and FAPAR values (Garrigues et al., 2008a; Weiss et al., 2007), the Collection 5 MOD15A2 product is known to overestimate lower LAI and FAPAR values (Garrigues et al., 2008a; Weiss et al., 2007), the Collection 5 MOD15A2 product is known to overestimate lower LAI and FAPAR values (Baret et al., 2013). By preferentially weighting low CYCLOPES and high MOD15A2 values, the algorithm attempts to reduce these issues. After application of the ANN to derive instantaneous values, temporal compositing, smoothing, and gap filling procedures are applied. As comparatively little evaluation has been performed on the CGLS 300 m V1 products, the data provider currently considers them to be in their demonstration stage (CGLS, 2017). A recent evaluation was carried out by Fuster et al. (2020) over cultivated crops, who concluded that the products provide good precision and smooth temporal profiles, but demonstrate positive biases for both LAI and FAPAR.

2.2. Collection 6 MOD15A2H LAI and FAPAR

The Collection 6 MOD15A2H product (Myneni et al., 2015; ORNL DAAC, 2018) is derived from the MODIS instrument on-board Terra, and provides estimates of LAI and FAPAR at a spatial resolution of 500 m, covering the period from 2002 to present (Yan et al., 2016a). Data
are delivered every eight days. Related products include MYD15A2H, which is produced from the MODIS instrument on-board Aqua, and the MCD15A2H product, which combines data from the instruments on-board both Aqua and Terra. A final product, MCD15A3H, exploits the additional acquisitions of this combined dataset to increase the temporal resolution to four days. In this paper, we focus on the MOD15A2H product, as when compared to Aqua, the earlier overpass time of Terra reduces cloud contamination and better matches that of the other investigated products (Yan et al., 2016b).

The Collection 6 MOD15A2H algorithm is based on three-dimensional RTM inversion, making use of biome-specific look up tables (LUTs), which are selected according to an eight-biome land cover map. Retrieval is achieved by comparing observed red and near-infrared surface reflectance values (and their uncertainties and associated viewing and illumination geometries) with the modelled values stored in the LUT. Observed and modelled values that differ by less than a biome-specific threshold are considered acceptable solutions, and the mean and standard deviation of the associated LAI and FAPAR values from the LUT are reported. If no acceptable solutions exist, a back-up statistical retrieval algorithm is triggered, which is based on biome-specific relationships between the Normalised Difference Vegetation Index (NDVI) and LAI/FAPAR. Within the eight day compositing window, the observation with the highest FAPAR value is selected, following the maximum value compositing (MVC) approach (Yan et al., 2016b).

Fig. 1. Flow diagram providing an overview of the product evaluation methodology.
MOD15A2H LAI estimates are closer to LAI rather than LAIe, b) improvement in the LPV hierarchy (Yan et al., 2016b). These efforts have demonstrated a) the Collection 6 MOD15A2H product benefits from the new 500 m MOD09GA product, and c) overestimation of FAPAR over sparse vegetation canopies (Yan et al., 2016b).

2.3. VNP15A2H V1 LAI and FAPAR

The VNP15A2H V1 product (Myneni and Knyazikhin, 2018; ORNL DAAC, 2018) is derived from the VIIRS instrument on-board the Suomi National Polar Orbiting Partnership (S-NPP) platform (Yan et al., 2018). Based on the same retrieval scheme as the Collection 6 MOD15A2H product, it is designed to provide continuity to the archive established by the MODIS instruments, which are now operating well beyond their design lives. Like MOD15A2H, the VNP15A2H product is provided at a spatial resolution of 500 m and a temporal resolution of eight days. It covers the period from 2012 to present, and has reached stage one of the CEOS WGCV LPV hierarchy, which states that product accuracy is assessed over a small set of locations and time periods. These efforts have demonstrated good agreement with limited in situ reference data, in addition to very good consistency with respect to the MOD15A2H product (NASA, 2017).

3. Materials and methods

3.1. Overview of product evaluation methodology

To assess the considered products, an evaluation methodology based on the two-stage approach recommended by the CEOS WGCV LPV sub-group was adopted (Fernandes et al., 2014; Morisette et al., 2006). In this approach, individual in situ reference measurements are performed within elementary sampling units (ESUs) that approximate the extent of one or more pixels of high spatial resolution imagery. By relating the in situ reference measurements at the ESU level with the spectral information in the high spatial resolution imagery, a high spatial resolution reference map can be produced. Finally, this reference map can be aggregated to the moderate spatial resolution of the product of interest to enable comparison. An overview of the product evaluation methodology is provided in Fig. 1.

3.2. Study sites

Of the existing environmental monitoring networks, one of the most mature in terms of data availability is NEON, which operates forty-seven terrestrial sites spread throughout the continental United States, Alaska, Hawaii, and Puerto Rico, covering twenty eco-climatic domains. For the first component of the GBOV project, twenty NEON sites were selected (Fig. 2 and Table 2), based on the availability of in situ reference measurements suitable for deriving LAI and FAPAR. These sites cover a wide range of vegetation types, including cultivated crops, deciduous broadleaf, evergreen broadleaf, and evergreen needleleaf forest, grassland/herbaceous vegetation, mixed forest, pasture/hay, shrub/scrub, and woody wetlands. Although the majority of NEON sites did not enter routine operations until 2017, at many sites data collection was carried out for several years prior to this (in some cases since 2013). Sites with a longer record of data collection were prioritised for inclusion in our analysis, in order to maximise the number of multi-year observations available for EO product evaluation. An analysis of site spatial representativeness is provided in Appendix A.

3.3. In situ reference measurements

Of particular utility for deriving in situ reference measurements of LAI and FAPAR is digital hemispherical photography (DHP), which, because of its efficiency and versatility, has proven to be a popular technique for sampling vegetation biophysical variables. Importantly, DHP enables the effects of foliage clumping to be accounted for, enabling quantification of both LAI and LAIe. Additionally, above canopy measurements (which are often impractical in forest canopies) are not a necessity, whilst downwards-facing images can be acquired to assess short or understory canopies. When compared to other passive techniques such as spectrometers and the LI-COR LAI-2000 instrument, Garrigues et al. (2008b) concluded that DHP was the most robust and least sensitive to illumination conditions, although it is worth noting that recent work has demonstrated the advantages of active methods such as terrestrial laser scanning (TLS) in this respect (Calderon et al., 2018). Nevertheless, DHP remains a cost-effective option, and in recent years, further advances in image acquisition and pre-processing techniques have been made (Beckerschäfer et al., 2013; Glatthorn and Beckschäfer, 2014; Macfarlane et al., 2014; Origo et al., 2017; Pueschel et al., 2012). At each NEON site, DHP data are collected at multiple plots every two weeks from leaf-out through to the end of senescence.

Although not explicitly designed for EO product evaluation, the DHP data collection protocol adopted by NEON is ideally suited to the two-stage approach recommended by the CEOS WGCV LPV sub-group. DHP data are collected within plots with a nominal extent of 20 m x 20 m, closely matching the spatial resolution of the Sentinel-2 Multispectral Instrument (MSI) data available for upscaling. Using a Nikon digital single lens reflex (DSLR) camera (models D750, D800 or D810) equipped with a full-frame fisheye lens (AF Fisheye-Nikkor 16mm f/2.8D), images are acquired at twelve points arranged in a cross pattern (Fig. 3). This corresponds to one of several within ESU sampling schemes widely used in EO product evaluation and recommended both by the CEOS WGCV LPV sub-group (Fernandes et al., 2014; Morisette et al., 2006) and within the VALERI project (Baret et al., 2005). Where an understory and overstory is present, images are acquired in both upwards- and downwards-facing directions. Further information on the NEON DHP acquisition protocol is provided by Meier et al. (2018).

When estimating LAI using optical techniques, an important consideration is the influence of woody material, particularly in forest environments. If woody area is not accounted for, then only measurements of plant area index (PAI) can be derived (Bréda, 2003; Jonckheere et al., 2004; Weiss et al., 2004; Yan et al., 2019). Given adequate contrast, it is possible to distinguish between foliage and other canopy elements such as stems and branches using DHP, enabling woody area to be corrected for (Woodgate et al., 2016). In the case of deciduous species, leaf-off measurements can also be used. Unfortunately, very little contrast between foliage and other canopy elements was observed in the NEON DHP data, which were optimally exposed for accurate estimation of gap fraction, whilst sampling during leaf-off conditions was not carried out. Because site-specific corrections for woody area could not be applied, as in many previous EO product evaluation exercises (Camacho et al., 2013; De Kauwe et al., 2011; Fang et al., 2019b; Heiskanen et al., 2012; Verger et al., 2011; Yin et al., 2017), we used PAI as a proxy for LAI.

In terms of FAPAR, it is important to note that only the fraction of intercepted photosynthetically active radiation (FIPAR) can be derived from DHP, but that because of strong absorption by photosynthetic pigments, the difference between FAPAR and FIPAR is considered marginal (Li et al., 2015; Weiss et al., 2014). For example, Gobron et al. (2006) demonstrated that whilst differences of up to 0.1 can occur over very bright backgrounds (i.e. snow), differences can be neglected in the overall FAPAR uncertainty budget under usual conditions (i.e. where a vegetated understory is present). Further details on the derivation of both PAI and FIPAR, including the corrections applied to account for foliage clumping in the case of PAI, are provided in Appendix B.
3.4. Evaluating the impact of neglecting the understory layer in forest environments

Because DHP images were acquired in both upwards- and downwards-facing directions, our dataset provided an ideal opportunity to evaluate the impact of neglecting the understory layer when performing in situ reference measurements in forest environments. To quantify this impact, estimates of total PAI and FIPAR were compared with PAI and FIPAR derived using upwards-facing images only. The analysis was conducted on the in situ reference measurements from all forest and woody wetland sites, using the metrics described in Section 3.7.

3.5. Upscaling in situ reference measurements using Sentinel-2 MSI data

To upscale the DHP-derived in situ reference measurements for evaluation of moderate spatial resolution EO products, high spatial

![Fig. 2. NEON sites within the conterminous United States selected for the GBOV project. The size of the circles corresponds to the number of years of in situ data available at each site. Land cover data from the 2016 National Land Cover Database (NLCD) (Homer et al., 2020).](image-url)

Table 2

NEON sites selected for the first phase of the GBOV project. Land cover data from the 2016 NLCD (Homer et al., 2020), with the exception of GUAN, where data are only available from the 2001 NLCD. Note that we further divided the NLCD deciduous and evergreen forest classes into broadleaf and needleleaf sub-classes.

<table>
<thead>
<tr>
<th>Site</th>
<th>Code</th>
<th>Dominant land cover (1.5 km x 1.5 km)</th>
<th>Mean canopy height (m)</th>
<th>Latitude</th>
<th>Longitude</th>
<th>In situ data availability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bartlett Experimental Forest</td>
<td>BART</td>
<td>Mixed forest</td>
<td>23.0</td>
<td>44.0369</td>
<td>-71.2873</td>
<td>2014 to 2018</td>
</tr>
<tr>
<td>Blandy Experimental Farm</td>
<td>BLAN</td>
<td>Pasture/hay</td>
<td>1.0</td>
<td>39.0603</td>
<td>-78.0716</td>
<td>2016 to 2018</td>
</tr>
<tr>
<td>Central Plains Experimental Range</td>
<td>CPER</td>
<td>Grassland/herbaceous</td>
<td>0.4</td>
<td>40.8155</td>
<td>-104.7460</td>
<td>2014 to 2018</td>
</tr>
<tr>
<td>Disney Wilderness Preserve</td>
<td>DSNY</td>
<td>Woody wetlands</td>
<td>1.5</td>
<td>28.1250</td>
<td>-81.4362</td>
<td>2014 to 2018</td>
</tr>
<tr>
<td>Guanica Forest</td>
<td>GUAN</td>
<td>Evergreen broadleaf</td>
<td>10.0</td>
<td>17.9696</td>
<td>-66.6867</td>
<td>2015 to 2018</td>
</tr>
<tr>
<td>Harvard Forest</td>
<td>HARV</td>
<td>Mixed forest</td>
<td>26.0</td>
<td>42.5369</td>
<td>-72.1727</td>
<td>2014 to 2018</td>
</tr>
<tr>
<td>Jones Ecological Research Center</td>
<td>JERC</td>
<td>Evergreen needleleaf</td>
<td>27.0</td>
<td>31.1948</td>
<td>-84.4686</td>
<td>2014 to 2018</td>
</tr>
<tr>
<td>Jornada</td>
<td>JORN</td>
<td>Shrub/scrub</td>
<td>0.4</td>
<td>32.5907</td>
<td>-106.8430</td>
<td>2015 to 2018</td>
</tr>
<tr>
<td>Moab</td>
<td>MOAB</td>
<td>Shrub/scrub</td>
<td>0.2</td>
<td>38.2483</td>
<td>-109.3880</td>
<td>2015 to 2018</td>
</tr>
<tr>
<td>Niwot Ridge Mountain Research Station</td>
<td>NWIWO</td>
<td>Shrub/scrub</td>
<td>0.2</td>
<td>40.0543</td>
<td>-105.5820</td>
<td>2015 to 2018</td>
</tr>
<tr>
<td>Onaqui</td>
<td>ONAQ</td>
<td>Shrub/scrub</td>
<td>1.2</td>
<td>40.1776</td>
<td>-112.4520</td>
<td>2014 to 2018</td>
</tr>
<tr>
<td>Oak Ridge</td>
<td>ORNL</td>
<td>Deciduous broadleaf</td>
<td>28.0</td>
<td>35.9641</td>
<td>-84.2826</td>
<td>2015 to 2018</td>
</tr>
<tr>
<td>Ordway-Swisher Biological Station</td>
<td>OSBS</td>
<td>Evergreen needleleaf</td>
<td>23.0</td>
<td>29.6893</td>
<td>-81.9934</td>
<td>2013 to 2018</td>
</tr>
<tr>
<td>Smithsonian Conservation Biology Institute</td>
<td>SCBI</td>
<td>Deciduous broadleaf</td>
<td>35.0</td>
<td>38.8929</td>
<td>-78.1395</td>
<td>2015 to 2018</td>
</tr>
<tr>
<td>Smithsonian Environmental Research Center</td>
<td>SERC</td>
<td>Deciduous broadleaf</td>
<td>38.0</td>
<td>38.8901</td>
<td>-76.5600</td>
<td>2015 to 2018</td>
</tr>
<tr>
<td>Steigerwaldt Land Services</td>
<td>STEI</td>
<td>Mixed forest</td>
<td>5.5</td>
<td>45.5089</td>
<td>-89.5864</td>
<td>2016 to 2018</td>
</tr>
<tr>
<td>North Sterling</td>
<td>STER</td>
<td>Cultivated crops</td>
<td>1.0</td>
<td>40.4619</td>
<td>-103.0290</td>
<td>2014 to 2018</td>
</tr>
<tr>
<td>Talladega National Forest</td>
<td>TALL</td>
<td>Deciduous broadleaf</td>
<td>25.0</td>
<td>32.9505</td>
<td>-87.3933</td>
<td>2015 to 2018</td>
</tr>
<tr>
<td>UNDECR</td>
<td>UNDE</td>
<td>Woody wetlands</td>
<td>24.0</td>
<td>46.2339</td>
<td>-89.5373</td>
<td>2015 to 2018</td>
</tr>
<tr>
<td>Woodworth</td>
<td>WOOD</td>
<td>Grassland/herbaceous</td>
<td>1.0</td>
<td>47.1282</td>
<td>-99.2414</td>
<td>2014 to 2018</td>
</tr>
</tbody>
</table>
resolution imagery was utilised. The most widely used upscaling method involves the derivation of an empirical transfer function relating the in situ reference measurements to the radiometric information in the high spatial resolution imagery (Baret et al., 2005; Camacho et al., 2013; Fang et al., 2012; Fernandes et al., 2014; Garrigues et al., 2008a; Martínez et al., 2009; Morisette et al., 2006; Yan et al., 2016b). To successfully implement this method, a minimum of twenty ESUs are typically recommended (Morissette et al., 2006). Because NEON routinely sample only three ESUs on a given date at each site, a robust transfer function could not be derived for each individual high spatial resolution image. As a result, in previous releases of the GBOV dataset (V1 and V2), a multitemporal approach was instead adopted, in which transfer functions relating vegetation indices and in situ reference measurements were established using data from all acquisition dates, following the approach of Campos-Taberner et al. (2016) and Yin et al. (2017).

Despite the potential of multitemporal transfer functions (Campos-Taberner et al., 2016; Yin et al., 2017), the limited spatial sampling at NEON sites necessarily reduces the extent to which variability can be captured at the site scale, and since release, analysis of the GBOV transfer functions has revealed several shortcomings. These include weak predictive power over some sites, limited extrapolation capabilities when transfer functions are applied to images acquired outside of the time period represented in their training data, and, in several cases, poorly resolved vegetation seasonality (Sánchez-Zapero et al., 2018). To overcome the limitations of the existing upscaling approach, in this paper we developed a new RTM-based upscaling framework, making use of the Sentinel-2 Level 2 Prototype Processor (SL2P) developed by Weiss and Baret (2016). In such an approach, the in situ reference measurements are used to a) evaluate the performance of the RTM-based retrievals, and b) facilitate calibration, to correct for any observed biases (Baret et al., 2005; Fang et al., 2019b; Fernandes et al., 2014; Tan et al., 2005; Yang et al., 2006; Tian et al., 2002; Xu et al., 2018). Importantly, a major advantage of the RTM-based approach is reduced sensitivity to the spatial representativeness of the in situ reference measurements themselves (Baret et al., 2005).

SL2P is a hybrid retrieval algorithm that makes use of artificial neural networks (ANNs) trained using the Leaf Optical Properties Spectra (PROSPECT) and Scattering by Arbitrarily Inclined Leaves (SAIL) RTMs (Feret et al., 2008; Verhoef et al., 2007). In addition to LAI and FAPAR, SL2P enables estimation of the fraction of vegetation cover (FCOVER), canopy chlorophyll content (CCC), and canopy water content (CWC) from MSI bottom-of-atmosphere reflectance data. Evaluation efforts have demonstrated good performance over crop canopies, but underestimation of higher LAI values such as those observed over forests (Brown et al., 2019b; Djamaï et al., 2019; Pasqualotto et al., 2019; Vanino et al., 2018; Vuolo et al., 2012; Xie et al., 2019). These results are to be expected given the one-dimensional nature of the SAIL RTM; crop canopies better conform its turbid medium assumption, whereas forests are characterised by increased heterogeneity, foliage clumping, and shadowing (factors not accounted for by SAIL) (Richter et al., 2009; Verger et al., 2011).

The shortcomings of SL2P over forest environments highlight the importance of calibrating retrievals with in situ reference measurements. Provided that retrievals are consistently biased, and assuming that the in situ reference measurements adequately account for factors such as foliage clumping, a calibration function can be used to correct for these biases. Such an approach has successfully been applied to correct for the underestimation of higher LAI values by other hybrid retrieval algorithms trained using PROSPECT and SAIL (Dubois et al., 2011). It is worth noting that because aggregation of the high spatial resolution reference maps acts to substantially reduce random errors (Brown et al., 2019; Camacho et al., 2013; Canisius et al., 2010; Fernandes et al., 2014; Garrigues et al., 2008a), addressing random errors is much less of a concern than correcting for biases.

Before executing SL2P, we derived L2A bottom-of-atmosphere reflectance from all L1C MSI scenes available during the study period, using Sen2Cor 2.5.5 to perform the atmospheric correction (Mueller-Wilm, 2018). Once LAI and FAPAR were estimated, calibration functions were derived through ordinary least squares (OLS) regression analysis (Brown et al., 2019), making use of in situ reference measurements acquired within one day of each MSI scene. The use of OLS enabled both additive and multiplicative biases to be corrected for. To ensure a consistent area of analysis when deriving the calibration functions, a footprint matching procedure was adopted. In situ values were compared with the mean of a variable window of MSI pixels, whose size was determined according to the ESU measurement footprint at each site. Assuming DHP images were acquired at a shoulder height of 1.5 m above the ground (Meier et al., 2018), and using the mean canopy heights listed in Table 2, ESU measurement footprints were calculated as

$$2 \cdot h \cdot \tan \theta + l$$

where $h$ is the distance between the camera and the top of the canopy (or the ground in the case of sites with only downwards-facing images), $\theta$ is the maximum zenith angle of the measurement, and $l$ is the one-sided length of the ESU. At each site, the smallest odd window size containing the entire ESU measurement footprint was selected.

3.6. Quality control and spatiotemporal matchup procedure

Analysis of the considered LAI and FAPAR products was carried out over a 1.5 km x 1.5 km area centred on the location of each site’s tower (3 x 3 pixels for the MOD152AH/VNP15A2H products and 5 x 5 pixels for the CGLS 300 m V1 products). This extent was selected in order to a) reduce the impact of positional uncertainties and those related to instrument characteristics such as the point spread function (PSF), and b) provide a common spatial support for all considered products. For each
product, the mean of all valid pixels was computed over the 1.5 km x 1.5 km area, provided that greater than 50% of pixels were valid (Camacho et al., 2013; Garrigues et al., 2008a). In the case of the MOD15A2H and VNP15A2H products, only good quality retrievals produced using the main algorithm were considered.

Product evaluation was achieved by comparing the LAI and FAPAR products with the high spatial resolution reference maps described in Section 3.5. Again, the mean of all valid pixels in the high spatial resolution reference map was computed over a 1.5 km x 1.5 km area, provided greater than 50% of pixels were valid (invalid pixels included classified as Sen2Cor as saturated/defective, dark, cloud/cloud shadow, water, thin cirrus, or snow, in addition to unclassified pixels, and retrievals flagged by SL2P as having an out of range input/output). For all considered LAI and FAPAR products, each high spatial resolution reference map was matched to the compositing period within which it fell, whilst the maximum value was selected if more than one high spatial resolution reference map was available within a given compositing period.

Finally, intercomparison was carried out to assess the consistency of the LAI and FAPAR products. Because the MOD15A2H and VNP15A2H products share the same eight-day temporal compositing scheme, they could be compared directly. To facilitate comparison with the ten-day CGLS 300 m V1 products, corresponding MOD15A2H and VNP15A2H products were selected if their nominal dates fell within the considered compositing period. If more than one product fell within the compositing period, the maximum value was selected, providing an additional means of quality control (Holben, 1986).

### 3.7. Evaluation metrics

Overall agreement was assessed using the coefficient of determination \( r^2 \) and root mean square difference (RMSD). To enable comparison between products of different units, a normalised RMSD (NRMSD) was calculated by dividing the RMSD by the mean of the reference values (Richter et al., 2012). Bias was determined as the mean difference. For evaluation against high spatial resolution reference maps, the uncertainty agreement ratio (UAR) was also calculated, corresponding to the percentage of retrievals falling within 1 unit or 20% for LAI, and 0.1 unit or 20% for FAPAR. For LAI, these correspond to the uncertainty requirements defined within the Sentinels for Science project (SEN4SCI, 2011). It is worth noting that stricter requirements (15% for LAI and 0.05 unit or 10% for FAPAR) are defined by GCOS (2019). However, because uncertainties associated with the in situ reference measurements themselves (1 unit for LAI and 0.1 unit for FAPAR) typically exceed these requirements (Camacho et al., 2013; Garrigues et al., 2008a), compliance with them cannot reliably be assessed. To better understand the performance of the products over different environments, phenological phases, and time periods, statistics were also calculated per land cover type, meteorological season, and year.

### 4. Results

#### 4.1. Consistency of PAI and FIPAR derived from DHP data

When the DHP-derived in situ reference measurements were compared, a strong relationship between PAI and FIPAR was observed \( r^2 = 0.98 \), resembling the known association between these variables under the assumption of a turbid medium, which is characterised by asymptotic saturation (Fig. 4). Scatter around this relationship was minimal, and outliers were primarily restricted to individual in situ reference measurements over deciduous broadleaf forest, evergreen needleleaf forest and pasture/hay sites (Fig. 4).

### 4.2. Impact of neglecting the understory layer in forest environments

When derived using only upwards-facing DHP images representing the overstory layer, total PAI and FIPAR were underestimated at forest sites (Fig. 5). A mean underestimation of 0.54 was observed in the case of PAI, although in the worst case, an underestimation of 3.48 occurred. Greater underestimation was observed at higher PAI values. The overall difference in PAI when neglecting the understory, as quantified by the RMSD (NRMSD), was 0.76 (21%) (Fig. 5a). In terms of FIPAR, the mean underestimation was 0.07, whilst in the worst case, an underestimation of 0.61 was observed. The RMSD (NRMSD) in FIPAR when neglecting the understory layer was 0.11 (14%) (Fig. 5b).

#### 4.3. Accuracy of high spatial resolution reference maps

The high spatial resolution reference maps demonstrated good agreement with in situ reference measurements of both PAI \( r^2 = 0.87, \) RMSD = 0.78, NRMSD = 29% and FIPAR \( r^2 = 0.88, \) RMSD = 0.13, NRMSD = 21%\). For FAPAR, slight overestimation was observed over deciduous broadleaf forest, whilst underestimation occurred over some grassland/herbaceous and pasture/hay ESUs. Nevertheless, for both variables, the majority of values fell within the uncertainty requirements described in Section 3.7 (84% for PAI and 76% for FIPAR) (Fig. 6). The accuracy of the high spatial resolution reference maps was comparable to those used in previous EO product evaluation exercises (Canisius et al., 2010; De Kauwe et al., 2011; Fang et al., 2019a, 2019b; Heiskanen et al., 2012; Xu et al., 2018; Yin et al., 2017), confirming their suitability to act as a reference dataset for product evaluation.

#### 4.4. Evaluation of products against high spatial resolution reference maps

Of the considered products, the CGLS 300 m V1 product demonstrated the best overall agreement with the high spatial resolution reference maps, exhibiting the strongest relationships and lowest RMSD values in the case of both LAI \( r^2 = 0.92, \) RMSD = 0.57, NRMSD = 24% \) and FAPAR \( r^2 = 0.93, \) RMSD = 0.08, NRMSD = 14% \) (Fig. 7a). Overall, 92% of LAI and 89% of FAPAR retrievals met the uncertainty requirements. These results were confirmed by qualitative evaluation of the product time series, which better matched reference PAI values over the majority of sites when compared to the MOD15A2H/VNP15A2H products (Fig. 8). Nevertheless, reasonable agreement with reference data was also achieved by the MOD15A2H and VNP15A2H products, with 80% and 83% of LAI retrievals and 69% and 66% of FAPAR retrievals meeting the uncertainty requirements, respectively. For LAI, slightly better agreement was demonstrated by the VNP15A2H product \( r^2 = 0.76, \) RMSD = 0.81, NRMSD = 36% \) than the MOD15A2H product \( r^2 = 0.74, \) RMSD = 0.89, NRMSD = 39% \), whilst agreement was similar in terms of FAPAR \( r^2 = 0.84 \) to 0.85, RMSD = 0.12, NRMSD = 20% to 21% \) (Fig. 7).

When analysed by land cover type, the CGLS 300 m V1 product exhibited the best agreement with the high spatial resolution reference maps in all cases for FAPAR, and in all cases except grassland/herbaceous vegetation and mixed forest for LAI (where the best agreement was with the VNP15A2H and MOD15A2H products) (Table 3). Over sparse canopies such as shrub/scrub vegetation, all products demonstrated an apparent overestimation of FAPAR when compared to reference FIPAR values (Fig. 7), reflected by positive biases (Table 3). This was most pronounced in the MOD15A2H and VNP15A2H products, whilst biases were slightly reduced in the CGLS 300 m V1 product (Fig. 7). Such overestimation was not observed for LAI. When compared to reference PAI and FIPAR values, the MOD15A2H and VNP15A2H products substantially underestimated LAI and FAPAR over pasture/hay (Fig. 7), reflected by negative biases of between -1.56 and -1.58 for LAI, and -0.14, and -0.16 for FAPAR (Table 3). Biases over all other land cover types were within 1 unit for LAI, and 0.1 unit for FAPAR (i.e. the typical uncertainty associated with in situ reference
Fig. 4. Comparison between DHP-derived PAI and FIPAR. Points are scaled by their density.

Fig. 5. Relationship between in situ reference measurements of total and overstory PAI (a) and FIPAR (b) at forest sites. Points are scaled by their density.

Fig. 6. Comparison between high spatial resolution reference maps and in situ reference measurements of PAI (a) FIPAR (b). The dashed line represents a 1:1 relationship, whilst the shaded grey area represents the uncertainty requirements. Note that a different number of points were available for PAI and FIPAR due to differences in the availability of valid data. Points are scaled by their density.
When analysed by meteorological season, all products demonstrated the best agreement with the high spatial resolution reference maps during the winter. This was true for both LAI ($r^2 = 0.87$ to 0.95, RMSD = 0.31 to 0.55, NRMSD = 24% to 41%) and FAPAR ($r^2 = 0.91$ to 0.96, RMSD = 0.07 to 0.10, NRMSD = 16% to 22%) (Appendix C). For the CGLS 300 m V1 product, the worst agreement occurred during the spring ($r^2 = 0.85$, RMSD = 0.68, NRMSD = 33% for LAI and $r^2 = 0.89$, RMSD = 0.10, NRMSD = 19% for FAPAR). Nevertheless, 87% of LAI and 76% of FAPAR retrievals still met the uncertainty

![Fig. 7. Evaluation of CGLS 300 m V1 (a), MOD15A2H (b) and VNP15A2H (c) LAI (left) and FAPAR (right) products against high spatial resolution reference maps.](image)

The dashed line represents a 1:1 relationship, whilst the shaded grey area represents the uncertainty requirements. Note that a different number of points were available for each product due to differences in temporal resolution, the time period covered, and availability of valid data. Points are scaled by their density.
requirements. In contrast, the worst agreement occurred during the
summer for the MOD15A2H and VNP15A2H products ($r^2 = 0.59$ to
0.66, RMSD = 1.08 to 1.21, NRMSD = 35% to 39% for LAI and $r^2 =
0.76$ to 0.79, RMSD = 0.14, NRMSD = 21% for FAPAR), where 69% to
75% of LAI and 64% to 68% of FAPAR retrievals met the uncertainty
requirements. In terms of annual variations in agreement, for all pro-
ducts, differences between years were small, with the exception of 2015
(whose results should be considered less reliable due to the limited
number of valid data points available) (Appendix C).

4.5. Intercomparison of products

Overall, the best agreement between the considered products was
demonstrated by the MOD15A2H and VNP15A2H products, which ex-
hibited the strongest relationships, lowest RMSD values, and minimal
biases in the case of both LAI ($r^2 = 0.89$, RMSD = 0.50, NRMSD =
33%) and FAPAR ($r^2 = 0.92$, RMSD = 0.07, NRMSD = 15%) (Fig. 9c).
Agreement between the CGLS 300 m V1 product and the MOD15A2H/
VNP15A2H products was also good, although slightly better in the case
of the VNP15A2H product (Fig. 9). Notably, when compared to the
MOD15A2H/VNP15A2H products, the CGLS 300 m V1 product was
characterised by an underestimation of FAPAR over sparse canopies
such as shrub/scrub vegetation, reflecting the negative biases asso-
ciated with these sites (Table 4), whilst such underestimation was not
so evident for LAI (Fig. 9). An underestimation of LAI and FAPAR was
also observed over evergreen broadleaf forest (Fig. 9), whilst an over-
estimation of LAI was apparent over deciduous forest and pasture/hay,
again reflecting the biases observed for these land cover types (Table 4).

In terms of their temporal characteristics, whilst the MOD15A2H
and VNP15A2H products demonstrated the best temporal consistency,
they were characterised by a greater degree of high frequency noise
than the CGLS 300 m V1 product, which exhibited considerably
smoother temporal sequences overall (Fig. 8). This was most pro-
nounced over evergreen broadleaf forest, where seasonal patterns were
poorly resolved by the MOD15A2H and VNP15A2H products. In con-
trast, the CGLS 300 m V1 product demonstrated more plausible tem-
poral sequences, capturing peaks and troughs in LAI in a convincing
manner whilst varying smoothly over time. The MOD15A2H and
VNP15A2H products tracked seasonal patterns in a more realistic way
over deciduous broadleaf forest, evergreen needleleaf forest, pasture/
Evaluation against high spatial resolution reference maps, by land cover type. Note that a different number of points were available for each product due to differences in temporal resolution, the time period covered, and availability of valid data. The products with the lowest RMSD for each land cover type are shown in bold.

<table>
<thead>
<tr>
<th>Land Cover</th>
<th>LAI</th>
<th>FAPAR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSD</td>
<td>NRMSD</td>
</tr>
<tr>
<td>Cultivated crops</td>
<td>0.81</td>
<td>0.28</td>
</tr>
<tr>
<td>Deciduous broadleaf</td>
<td>0.64</td>
<td>0.25</td>
</tr>
<tr>
<td>Evergreen needleleaf</td>
<td>0.79</td>
<td>0.10</td>
</tr>
<tr>
<td>Mixed forest</td>
<td>0.90</td>
<td>0.09</td>
</tr>
<tr>
<td>Woody wetlands</td>
<td>0.89</td>
<td>0.08</td>
</tr>
<tr>
<td>Thorny/shrubby</td>
<td>0.89</td>
<td>0.08</td>
</tr>
<tr>
<td>Cultivated crops</td>
<td>0.84</td>
<td>0.06</td>
</tr>
<tr>
<td>Deciduous broadleaf</td>
<td>0.90</td>
<td>0.09</td>
</tr>
<tr>
<td>Evergreen needleleaf</td>
<td>0.81</td>
<td>0.10</td>
</tr>
<tr>
<td>Mixed forest</td>
<td>0.79</td>
<td>0.10</td>
</tr>
<tr>
<td>Woody wetlands</td>
<td>0.86</td>
<td>0.08</td>
</tr>
<tr>
<td>Thorny/shrubby</td>
<td>0.86</td>
<td>0.08</td>
</tr>
</tbody>
</table>

5. Discussion

5.1. Consistency of products and agreement with reference data

 Whilst the very good agreement observed during intercomparison of the MOD15A2H and VNP15A2H products is to be expected due to the similar instruments and retrieval schemes they adopt, the low bias observed provides confidence in the ability of the VNP15A2H product to provide continuity to the MOD15A2H product. This is an important consideration, as the MODIS instruments are reaching the end of their operational lives and are expected to be retired within the coming years (Yan et al., 2018). The good agreement between the CGLS 300 m V1 and MOD15A2H/VNP15A2H products is likely because the CGLS 300 m V1 product is trained, in part, using the Collection 5 MOD15A2 product, and reflects the result of previous studies that have compared Collection 5 MOD15A2 and GEOV1 retrievals (Camacho et al., 2013; Fang et al., 2013; Weiss et al., 2014). The CGLS 300 m V1 product’s underestimation of lower FAPAR values when compared to the MOD15A2H/VNP15A2H products is a direct consequence of the dataset used to train the underlying ANN, which was specifically developed to address overestimation by the MODIS retrieval scheme.

In terms of evaluation against reference data, the results of this study confirm those of previous exercises, albeit with a substantially increased number of samples. The superior agreement with reference data achieved by the CGLS 300 m V1 product reflects the results of Camacho et al. (2013) and Weiss et al. (2014), who reported that the related GEOV1 product, which shares a similar retrieval scheme, outperforms a variety of other LAI and FAPAR products. The increased accuracy of GEOV1 retrievals when compared to the Collection 5 MOD15A2 product has been reported in several global evaluation exercises (Camacho et al., 2013; Tao et al., 2015; Weiss et al., 2014; Xu et al., 2018). For the GEOV1 product, these studies reported RMSD values of 0.74 to 0.82 for LAI, and 0.08 to 0.12 for FAPAR. Our analyses indicate that the CGLS 300 m V1 product yields similar to improved results (RMSD = 0.57 for LAI and 0.08 for FAPAR), whilst providing data at a spatial resolution much closer to the 250 m required by GCOS (2019) (i.e. 300 m as opposed to 1 km).

It is worth noting that our results indicate the CGLS 300 m V1 product provides considerably better performance than recently found by Fuster et al. (2020), who reported an RMSD of 1.08 for LAI and 0.11 for FAPAR. However, their study was restricted to cultivated crops, which were less well represented in our study than the other considered land cover types. When compared with the MOD15A2H FAPAR retrievals, the reduced biases observed over shrub/scrub sites in the case of the CGLS 300 m V1 product highlight the value of its retrieval approach. As also noted by Fuster et al. (2020), the performance of the CGLS 300 m V1 product is further demonstrated by the smoother (and more realistic) temporal sequences demonstrated in the product time series when compared to the noisier MOD15A2H/VNP15A2H products, which make use of a less sophisticate temporal compositing scheme.

With respect to the MOD15A2H product, our evaluation results (RMSD = 0.89 for LAI and 0.12 for FAPAR) are comparable to those of Yan et al., 2016b, who reported an RMSD of 0.66 for LAI and 0.15 for FAPAR. The apparent overestimation of lower FAPAR values observed in this study was also reported by Yan et al., 2016b, who too noted overestimation of FAPAR over sparsely vegetated areas when compared to upsampled in situ data. Similar results were presented by Weiss et al. (2014) and Tao et al. (2015) when evaluating the GEOV1 and Collection 5 MOD15A2 products, and by Fensholt et al. (2004) when assessing hay, and woody wetlands, but were still subject to noisier time-series than the CGLS 300 m V1 product. Over cultivated crops, grassland/ herbaceous, and shrub/scrub vegetation, all products demonstrated comparable temporal sequences, and the MOD15A2H and VNP15A2H products were subject to considerably less high frequency noise than over the other considered land cover types (Fig. 8).
Indeed, our analysis reveals the issue to be prevalent over shrub/scrub sites, at which less dense vegetation canopies might be expected than in forest environments. Yan et al., 2016 suggested that the apparent overestimation may be due to a lack of understory characterisation in their in situ reference measurements. The fact that the same result is observed in our study, in which understories were considered, suggests this is unlikely to be the case.

A further explanation for the apparent biases observed in this study is related to the differing assumptions of the in situ reference measurements and the considered products, which cause them to be
sensitive to slightly different quantities. For example, the classification approach adopted for downwards-facing DHP images is predominantly sensitive to pixels that are green in colour (Meyer and Neto, 2008), and is therefore most related to green FIPAR (Tao et al., 2015), which may underestimate FAPAR for shrub/scrub canopies where greater amounts of yellowing foliage is present, causing the EO products to appear positively biased. Despite not being characteristically green in colour, this of yellowing foliage is present, causing the EO products to appear positively biased. Despitenotbeingcharacteristicallygreenincolour,(MeyerandNeto,2008),andismostrelatedtogreenFIPAR(Taoetal.,2015),whichmay sensitivetopixelsthataregreenincolour(MeyerandNeto,2008),andanysensitivityto verydifferentquantities.Forexample,theclassification and correction, we recommend that future DHP acquisition will underestimate FAPAR to some degree. Combined, these factors could explain why the EO products appeared to be subject to over-estimation over shrub/scrub vegetation. Similarly, over forests, it is known that two-flux FIPAR (as estimated by DHP) may overestimate four-flux FAPAR (as retrieved by the EO products) (Putzenlechner et al., 2020).

An additional source of uncertainty relates to temporal differences between the various datasets considered in our study. Retrievals from SL2P and the CGLS 300 m V1 product are defined as instantaneous FAPAR under clear sky conditions at 10:00 local solar time (Baret et al., 2016), corresponding closely to the in situ reference measurements, which represent instantaneous black-sky FIPAR at 10:00 (also equivalent to 14:00) local solar time (Appendix B). On the other hand, the MOD15A2H and VNP15A2H products represent instantaneous FAPAR under clear sky conditions at the time of the satellite overpass (approximately 10:30 local solar time for Terra and 13:30 local solar time for S-NPP). These differences may lead to a slight bias that was not explicitly accounted for.

In terms of LAI, because we could not distinguish between foliage and other canopy elements such as stems and branches in the upwards-facing DHP images, the resulting PAI estimates are likely to overestimate in situ LAI in the case of woody species. Chen (1996) and Gower et al. (1999) suggest overestimation of between 5% and 35% is typical, whilst a similar impact is likely for FIPAR. An additional source of uncertainty is related to the correction for foliage clumping. Woodgate et al. (2017) demonstrate that the clumping correction method adopted in this study is sensitive to the size of the azimuth cells over which it is computed, finding that over a simulated eucalypt forest, the method of Leblanc et al. (2005) offered better performance, agreeing to within 25% to 30% of reference PAI values. Having said this, Leblanc and Fournier (2014) report similar performance for both methods using an azimuth cell size close to that adopted in this study (Appendix B). It is also worth noting that some studies have suggested

effects of woody area and foliage clumping may be partially compensatory (Fang et al., 2019a; Schlerf et al., 2005).

5.2. Utility of the GBOV in situ reference measurements

Leveraging routine data collection by NEON and operational processing chains developed within the GBOV project, over 70,000 raw DHP images were processed to provide 4,178 in situ PAI and FIPAR reference measurements, each accompanied by quality indicators. Although not explicitly considered in this paper, FCover data were also produced and are available to the community. When 3,437 quality controlled in situ reference measurements are compared, the typical relationship exhibited between PAI and FIPAR provides reassurance that the derived data are consistent with both empirical observations and the physical principles of radiation transfer in vegetation canopies. Notably, by using a common processing chain alongside standardised instruments and data collection protocols, the GBOV in situ reference measurements avoid some of the inconsistencies associated with previous datasets used for LAI and FIPAR product evaluation. By making use of both upwards- and downwards-facing DHP data, we were able to assess the impact of neglecting the understory layer in forest environments, which led to an RMSD of 0.76 for PAI and 0.11 for FIPAR.

Using procedures based on the recommendations of the CEOS WGCV LPV sub-group, an improved upsampling framework was developed and applied, resulting in high spatial resolution PAI and FIPAR reference maps covering twenty sites between 2015 and 2018. Our results complement the 242 samples already available in the DIRECT 2.0 database, and will enable new and existing products to progress towards stage three of the CEOS WGCV LPV hierarchy. Notwithstanding this fact, increased consistency with the considered EO products could be achieved in future work by applying additional corrections to the in situ reference measurements. The influence of woody area is a key source of uncertainty in forest environments, and to enable its quantification and correction, we recommend that future DHP acquisition protocols should incorporate a) leaf-off measurements, or b) the collection of images captured at multiple exposures to allow foliage to be distinguished from other canopy elements such as stems and branches (Woodgate et al., 2016). A further refinement could involve the use of near-infrared cameras, which might better discriminate foliage from other plant material (Baret et al., 1993; Osmond, 2009), although commercial availability of such systems is currently limited. Additionally, given the associated uncertainties reported over some vegetation types (Woodgate et al., 2017), alternative methods to correct

<table>
<thead>
<tr>
<th>Land cover</th>
<th>Cultivated crops</th>
<th>Deciduous broadleaf</th>
<th>Evergreen broadleaf</th>
<th>Evergreen needleleaf</th>
<th>Grassland/herbageous</th>
<th>Mixed forest</th>
<th>Pasture/hay</th>
<th>Shrub/scrub</th>
<th>Woody wetlands</th>
<th>FAPAR Cultivated crops</th>
<th>Deciduous broadleaf</th>
<th>Evergreen broadleaf</th>
<th>Evergreen needleleaf</th>
<th>Grasslands</th>
<th>Mixed forest</th>
<th>Pasture/hay</th>
<th>Shrub/scrub</th>
<th>Woody wetlands</th>
<th>Pasture/hay</th>
<th>Shrub/scrub</th>
<th>Woody wetlands</th>
</tr>
</thead>
<tbody>
<tr>
<td>r²</td>
<td>0.92</td>
<td>0.78</td>
<td>0.53</td>
<td>0.74</td>
<td>0.97</td>
<td>0.87</td>
<td>0.84</td>
<td>0.88</td>
<td>0.84</td>
<td>0.91</td>
<td>0.82</td>
<td>0.64</td>
<td>0.51</td>
<td>0.96</td>
<td>0.70</td>
<td>0.81</td>
<td>0.82</td>
<td>0.82</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMSD</td>
<td>0.13</td>
<td>0.28</td>
<td>0.78</td>
<td>0.14</td>
<td>0.14</td>
<td>0.32</td>
<td>0.07</td>
<td>0.17</td>
<td>0.15</td>
<td>0.07</td>
<td>0.16</td>
<td>0.17</td>
<td>0.00</td>
<td>0.05</td>
<td>0.14</td>
<td>0.08</td>
<td>0.08</td>
<td>0.08</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NRMSD (%)</td>
<td>-0.05</td>
<td>0.28</td>
<td>-0.78</td>
<td>0.14</td>
<td>0.01</td>
<td>0.32</td>
<td>-0.03</td>
<td>-0.04</td>
<td>-0.01</td>
<td>0.07</td>
<td>0.03</td>
<td>0.07</td>
<td>-0.01</td>
<td>-0.01</td>
<td>-0.02</td>
<td>-0.06</td>
<td>-0.08</td>
<td>-0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bias</td>
<td>172</td>
<td>637</td>
<td>178</td>
<td>357</td>
<td>300</td>
<td>430</td>
<td>174</td>
<td>597</td>
<td>300</td>
<td>172</td>
<td>637</td>
<td>178</td>
<td>597</td>
<td>299</td>
<td>299</td>
<td>595</td>
<td>595</td>
<td>597</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r²</td>
<td>0.92</td>
<td>0.82</td>
<td>0.51</td>
<td>0.96</td>
<td>0.81</td>
<td>0.82</td>
<td>0.82</td>
<td>0.82</td>
<td>0.82</td>
<td>0.91</td>
<td>0.82</td>
<td>0.64</td>
<td>0.57</td>
<td>0.96</td>
<td>0.70</td>
<td>0.81</td>
<td>0.82</td>
<td>0.82</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMSD</td>
<td>0.13</td>
<td>0.32</td>
<td>0.357</td>
<td>0.06</td>
<td>0.43</td>
<td>0.12</td>
<td>0.07</td>
<td>0.07</td>
<td>0.06</td>
<td>0.32</td>
<td>0.10</td>
<td>0.64</td>
<td>0.09</td>
<td>0.04</td>
<td>0.07</td>
<td>0.08</td>
<td>0.08</td>
<td>0.08</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NRMSD (%)</td>
<td>0.07</td>
<td>0.32</td>
<td>-0.14</td>
<td>0.00</td>
<td>0.04</td>
<td>0.205</td>
<td>0.07</td>
<td>0.07</td>
<td>0.06</td>
<td>0.358</td>
<td>0.10</td>
<td>0.244</td>
<td>0.17</td>
<td>0.14</td>
<td>0.08</td>
<td>0.08</td>
<td>0.08</td>
<td>0.08</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bias</td>
<td>172</td>
<td>430</td>
<td>357</td>
<td>299</td>
<td>299</td>
<td>435</td>
<td>174</td>
<td>595</td>
<td>299</td>
<td>358</td>
<td>358</td>
<td>24.24</td>
<td>17.4</td>
<td>876</td>
<td>264</td>
<td>876</td>
<td>876</td>
<td>876</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Table 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
for foliage clumping should also be explored. To ensure their continued utility, the GBOV in situ reference measurements should also be updated when new raw data are made available.

As with other evaluations of moderate spatial resolution EO products, our results are dependent on the ability of the upscaling approach to adequately represent site-scale variability in vegetation condition. Although an improved RTM-based upscaling approach was adopted in our analysis, further refinements, including the grading of in situ reference measurements based on their spatial representativeness, have been successfully applied in recent studies (Xu et al., 2018). Future work should investigate whether such methods can be applied to produce more accurate high spatial resolution reference maps from GBOV in situ reference measurements. Additionally, the high spatial resolution maps could themselves be used to identify shortcomings in existing in situ spatial and temporal sampling. Finally, using a version of SL2P also compatible with Landsat 8 Operational Land Imager (OLI) data (Djamai et al., 2019), our upscaling approach could be extended to cover the full range of available in situ measurements and be implemented in a future release of the GBOV dataset.

Although the twenty NEON sites selected in the first phase of the project cover a wide range of vegetation types, there is a need to expand the dataset beyond the United States to improve geographical representativeness. In the first instance, this may be achieved by incorporating data from additional NEON sites and other environmental monitoring networks such as TERN and ICOS as they move into maturity. To further advance this objective, the next phase of the GBOV project plans to establish and upgrade additional field sites over Europe, Africa, and Oceania, with a particular focus on currently under-represented areas such as the tropical and semiarid regions (Fang et al., 2019a). In addition to routine field sampling, these sites will feature automated instruments (Brown et al., 2020) to improve characterisation of temporal dynamics. Although currently beyond the scope of the GBOV project, activities to reconcile existing in situ reference measurement datasets could also be envisaged in future work (for example by harmonising previously collected data using a common processing chain, and ascribing uncertainties to the various measurement protocols). To be most effective, coordinated effort from the international community will be required in this respect.

6. Conclusions

Although existing in situ reference measurement datasets have proven valuable for the evaluation of EO derived LAI and FAPAR products, inconsistencies due to different instruments and data collection protocols have proven problematic. Furthermore, reliance on individual field campaigns has limited progress towards stage three of the CEOS WGCV LPV hierarchy. By processing standardised and routine data collected at twenty NEON sites, 4,178 in situ reference measurements have been made available through the GBOV project (these data can be obtained at https://land.copernicus.eu/global/gbov/), providing substantial progress in this respect.

Intercomparison of three global LAI and FAPAR products revealed strong agreement between the MOD15A2H and VNP15A2H products, providing users with confidence that continuity will be ensured when the MODIS instruments reach the end of their operational lives. In terms of product evaluation, the CGLS 300 m V1 product demonstrated the best agreement with reference data, with 92% of LAI and 89% of FAPAR retrievals meeting uncertainty requirements, highlighting the successful function of its retrieval approach, which aims to exploit the respective strengths of several existing EO products.

Whilst the number of sites at which GBOV in situ reference measurements are available is somewhat limited, the consistency and size of the dataset are key advantages that complement existing databases, as is the availability of data throughout the phenological cycle, which will facilitate progress towards stage three of the CEOS WGCV LPV hierarchy. To ensure they continue to prove useful for product evaluation, future work should focus on updating the GBOV in situ reference measurements as new raw data are released. The implementation of additional corrections should also be considered, whilst the geographical representativeness of the dataset should be improved by incorporating additional sites and other environmental monitoring networks as they become more mature.
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Appendix A. Spatial representativeness

Using 30 m land cover data from the 2016 NLCD (Homer et al., 2020), we assessed spatial representativeness by calculating the percentage of each land cover class within a 1.5 km × 1.5 km area centred on the location of each site’s tower. This extent was selected to match the area over which product performance was assessed (Section 3.6). Most of the investigated sites were dominated by a single land cover class, which accounted for the majority of the 1.5 km × 1.5 km area (Table A1). However, at seven sites, the modal land cover class accounted for less than 50% of the 1.5 km × 1.5 km area. Note that four of these seven sites (i.e. BART, BLAN, HARV, and TALL) were dominated by two related land cover classes (e.g. deciduous forest and mixed forest, deciduous forest and evergreen forest, or cultivated crops and pasture/hay).
Table A1
Percentage of each land cover class within a 1.5 km × 1.5 km area centred on the location of each site. Land cover data from the 2016 NLCD (Homer et al., 2020), with the exception of GUAN, where data are only available from the 2001 NLCD. The modal land cover type at each site is shown in bold. For clarity, only classes accounting for ≥ 1% are shown.

| Site       | BART | BLAN | CPER | DSNY | GUAN | HARV | JERC | JORN | MOAB | NIWO | ONAQ | ORNL | OSBS | SERC | STEI | STER | TALL | UNDE | WOOD |
|------------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|-------|
| Open water | -    | -    | -    | 1%   | -    | -    | -    | -    | -    | -    | -    | -    | -    | -    | -    | -    | 2%   | -    | 1%   | -    | -    |
| Developed, open space | 7%   | 9%   | 2%   | 7%   | -    | -    | 2%   | -    | -    | -    | 4%   | -    | -    | -    | 3%   | 8%   | 5%   | 4%   | 4%   | 4%   | 7%   |
| Developed, low intensity | -    | 1%   | 4%   | -    | -    | 1%   | -    | 1%   | -    | -    | 4%   | -    | -    | 4%   | -    | 1%   | 1%   | -    | -    | -    | -    |
| Developed, medium intensity | -    | -    | -    | -    | -    | -    | -    | -    | -    | -    | 6%   | -    | -    | -    | -    | -    | 1%   | -    | -    | -    | -    | -    |
| Developed, high intensity | -    | -    | -    | -    | -    | -    | -    | -    | -    | -    | 1%   | -    | -    | -    | -    | -    | -    | -    | -    | -    | -    | -    |
| Barren land | -    | -    | -    | -    | -    | -    | -    | -    | -    | -    | -    | -    | -    | -    | -    | -    | -    | -    | -    | -    | -    | -    |
| Deciduous forest | 40%  | 9%   | -    | -    | -    | -    | -    | -    | -    | -    | -    | -    | -    | -    | -    | -    | 80%  | 1%   | 98%  | 63%  | 17%  | -    | 42%  |
| Evergreen forest | 6%   | -    | 9%   | 1%   | 44%  | -    | 5%   | -    | 1%   | 47%  | 4%   | -    | 40%  | -    | -    | -    | -    | 4%   | 4%   | 4%   | 4%   | 4%   | 31%  |
| Mixed forest | 43%  | 6%   | -    | -    | -    | -    | 41%  | 9%   | -    | -    | -    | 2%   | -    | 1%   | 4%   | 56%  | -    | 14%  | 56%  |
| Shrub/scrub | 1%   | -    | 25%  | -    | -    | -    | -    | -    | -    | -    | 1%   | 89%  | 8%   | 47%  | 4%   | 32%  | -    | -    | 4%   | -    | -    | 3%   |
| Grassland/herbaceous | -    | 71%  | 1%   | 2%   | -    | 7%   | 16%  | 8%   | 41%  | 15%  | 6%   | -    | -    | -    | -    | 15%  | -    | -    | 15%  | -    | -    | 61%  |
| Pasture/hay | -    | 42%  | 34%  | -    | -    | 1%   | -    | -    | -    | -    | 3%   | 5%   | 1%   | -    | -    | -    | -    | 1%   | -    | -    | -    | 8%   |
| Cultivated crops | 2%   | 33%  | -    | -    | -    | 20%  | -    | -    | -    | -    | 5%   | -    | 81%  | -    | -    | 11%  | -    | 11%  | -    | -    | -    |
| Woody wetlands | -    | -    | 47%  | -    | -    | 18%  | 8%   | -    | -    | -    | -    | -    | -    | -    | -    | 16%  | 17%  | -    | -    | -    | -    | 56%  |
| Emergent herbaceous wetlands | -    | -    | 7%   | -    | -    | -    | -    | -    | -    | -    | -    | -    | -    | -    | -    | -    | 1%   | -    | -    | -    | 1%   | 7%   |
Appendix B. Deriving PAI and FIPAR

Before deriving PAI and FIPAR, images underwent quality control. ESUs with images demonstrating fixed pattern noise, overexposure, colour balance issues, variable illumination, or foreign objects within the field-of-view were discarded, as were ESUs with less than 12 images or images acquired in lossy formats. Similarly, forest ESUs at which no understory measurements were acquired were also discarded following Camacho et al. (2013) and Weiss et al. (2014). Once quality controlled, steps were then taken to increase image contrast in order to improve the subsequent classification results. Following the approach recommended by Macfarlane et al. (2014), raw images were first gamma corrected, before then being contrast stretched so that 1% of pixels at the high and low ends of the image histogram were saturated. The resultant images were stored in 8-bit form for further analysis.

To calculate PAI and FIPAR from the DHP images, pixels were classified as belonging to the vegetation canopy or its background (i.e. the sky for upwards-facing images and the soil for downwards-facing images). Although alternative methods to process upwards-facing images have been described in recent years, including the reconstruction of a sky reference image to enable the estimation of sub-pixel gap fraction (Hwang et al., 2016; Lang et al., 2010, 2017), we adopted a binary classification to maintain a consistent approach for both upwards- and downwards-facing images. Once classified, images were divided into zenith rings of 10°, and each zenith ring into a further thirty-six azimuth cells of 10°. In the case of downwards-facing images, a 90° azimuthal mask was applied to remove the operator from the field-of-view. Within each ESU and angular bin, the gap fraction was computed over all twelve images as the ratio of number of pixels classified as the background to the total number of pixels.

From estimates of gap fraction, PAI was determined according to Warren-Wilson (1963) as

$$PAI = -2 \ln P(\theta_{57.5}) \cos \theta_{57.5} = \frac{-\ln P(\theta_{57.5})}{0.93}$$

where \(P(\theta_{57.5})\) is the gap fraction in a zenith ring centred at the hinge angle of 57.5° (± 5°). When compared to Miller’s (1967) integral, Leblanc and Fournier (2014) suggest that Warren-Wilson’s (1963) method provides more stable estimates of PAI under canopies with different leaf angle distributions. Note that by calculating the mean of the natural logarithm of gap fraction values over all azimuth cells and images, we accounted for the effects of within- and between-crown foliage clumping according to Lang and Yueqin (1986). Whilst several alternative foliage clumping correction approaches are available (Chen and Cihlar, 1995; Leblanc, 2002; Leblanc et al., 2005), we adopted the method of Lang and Yueqin (1986) as it is the approach implemented in CAN-EYE (Weiss and Baret, 2017) – one of the most widely used DHP analysis packages (Claverie et al., 2013; Djamai et al., 2019; Fang et al., 2018; Jay et al., 2018; Origo et al., 2017; Verger et al., 2011), and the primary tool used to process DHP data within the CEOS WGCV LPV sub-group (Weiss et al., 2014). Using three-dimensional forest simulations, Leblanc and Fournier (2014) evaluated several foliage clumping correction approaches, and whilst the method of Leblanc et al. (2005) was found to be the best performing, Lang and Yueqin’s (1986) approach yielded similar results when calculated using an azimuth cell size of 15° (both methods led to an RMSD in PAI of between 1.0 and 1.1). It is worth noting that freely-available packages implementing the approach of Leblanc et al. (2005) are currently unsuitable for downwards-facing DHP images (Leblanc, 2008), which were a key component of our study.

FIPAR was calculated according to the instantaneous black-sky definition at 10:00 (also equivalent to 14:00) local solar time. Under the assumption of a black (i.e. completely absorbing) canopy, instantaneous black-sky FIPAR can be derived as

$$FIPAR = 1 - P(\theta_{ZS})$$

where \(P(\theta_{ZS})\) is the mean gap fraction of a zenith ring centred on the solar zenith angle at 10:00 local solar time (± 5°).

At sites where both an understory and overstory was present, in situ reference measurements were derived from both upwards- and downwards-facing DHP images, and were combined to obtain a single value. In the case of PAI, the combination was additive, such that

$$PAI = PAI_{up} + PAI_{down}$$

where \(PAI_{up}\) and \(PAI_{down}\) are PAI values derived from upwards- and downwards-facing DHP images, respectively. In the case of FIPAR, the combined value was obtained as

$$FIPAR = FIPAR_{up} + (1 - FIPAR_{up}) FIPAR_{down}$$

where \(FIPAR_{up}\) and \(FIPAR_{down}\) are FIPAR values derived from upwards- and downwards-facing DHP images, respectively.
Appendix C. Seasonal and annual variations in product performance

Fig. C1. Evaluation of CGLS 300 m V1 LAI (a) and FAPAR (b) products against high spatial resolution reference maps, by meteorological season. The dashed line represents a 1:1 relationship, whilst the shaded grey area represents the uncertainty requirements. Points are scaled by their density.
Fig. C2. Evaluation of MOD15A2H LAI (a) and FAPAR (b) products against high spatial resolution reference maps, by meteorological season. The dashed line represents a 1:1 relationship, whilst the shaded grey area represents the uncertainty requirements. Points are scaled by their density.

Fig. C3. Evaluation of VNP15A2H LAI (a) and FAPAR (b) products against high spatial resolution reference maps, by meteorological season. The dashed line represents a 1:1 relationship, whilst the shaded grey area represents the uncertainty requirements. Points are scaled by their density.

Table C1

Evaluation against high spatial resolution reference maps, by year. Note that a different number of points were available for each product due to differences in temporal resolution, the time period covered, and availability of valid data. The products with the lowest RMSD for each land cover type are shown in bold.

<table>
<thead>
<tr>
<th></th>
<th>GCLS 300 m V1</th>
<th>MOD15A2H</th>
<th>VNP15A2H</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Year</td>
<td>$r^2$</td>
<td>RMSD (%)</td>
</tr>
<tr>
<td>LAI</td>
<td>2015</td>
<td>0.96</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>2016</td>
<td>0.90</td>
<td>0.61</td>
</tr>
<tr>
<td></td>
<td>2017</td>
<td>0.91</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>2018</td>
<td>0.93</td>
<td>0.54</td>
</tr>
<tr>
<td>FAPAR</td>
<td>2015</td>
<td>0.94</td>
<td>0.07</td>
</tr>
</tbody>
</table>
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