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To overcome resistance to antibiotics in bacteria, such as *Escherichia coli*, further understanding of the nature of the cell envelope is required. Molecular dynamics has provided a powerful tool into investigations of the dynamics and structure of biological systems of varying complexity. In this thesis, coarse-grained simulations were used to probe the behaviour of the outer membrane and the proteins within, relative to typical phospholipid membranes. In the first chapter, nanopores of varying sizes, shapes and chemistry were studied in the context of symmetric and asymmetric bacterial membranes. It was found that communication between leaflets played a significant role in lipid sorting of larger lipids. Following this, a broad study of the protein-lipid interactions between a range of different proteins and outer membrane models was carried out. The interactions between a protein and any given outer membrane model were found to have a unique fingerprint. The stability of the lipids in outer and inner membranes were then investigated by measuring the free energy of lipid extraction. The results concluded that there was little similarity between the extraction of different lipopolysaccharide lipids, as well as repeats of the same lipid. A further study on the effects of a membrane protein on the stability of local and bulk lipids was carried out for the inner membrane. In the final chapter, the use of sparse lipopolysaccharide densities and Hamiltonian Replica Exchange Molecular Dynamics were investigated to enhance lipopolysaccharide mixing.
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4.20 Lipid survival probability of RaLPS (red), POPE (blue), POPG (green) or cardiolipin (orange) being bound to OmpA at $t$ and $t + \Delta t$ vs $\Delta t$. A lipid was defined as bound if it was within 0.6 nm of the protein surface. $P(t + \Delta t)$ was calculated from 20-40 and 40-60 $\mu$s for both repeats and the results were averaged and a double exponential fit to the resulting points (dotted lines). Note that $\gamma_f$ and $\gamma_s$ are the fast and slow relaxation constants of the double exponential and $A$, $B$ and $C$ are constants. The standard deviation of each set of points are shown here as a transparent area, while the averages are the transparent line. Reprinted with permission from Shearer et al. [172]. Copyright 2019 American Chemical Society 2019.

4.21 Probability distribution of (top) O-Antigen chain tilt with respect to the $z$ axis and the tilt between neighbouring pairs of O-Antigen chains for 25−30 $\mu$s of the OANT systems (bottom). The tilt of a single O-Antigen chain was calculated using its end to end vector. For the chain tilt with respect to the $z$ axis, two probability distributions were generated for smooth lipopolysaccharides (LPS) closer than 2.5 nm (blue line) or further than 2.5 nm away from a given protein's surface (red line). For the pairwise O-Antigen distributions if the chains tilted towards each other the angle was positive; in all other cases the angles would be negative. Angles are presented in units of $\cos(\theta)$ where $\theta$ is an angle. For the pairwise O-Antigen relative tilt angles, if the chains tilted towards each other $\cos(\theta)$ takes the range [0, 2]; in all other cases the angles are between (-2, 0). Reprinted with permission from Shearer et al. [172]. Copyright 2019 American Chemical Society 2019.

4.22 A) Probability distribution of (top) O-Antigen chain tilt with respect to the $z$ axis and the tilt between neighbouring pairs of O-Antigen chains for 25−30 $\mu$s of the OANT (green), OANT\_PE (purple) and MIXED (orange) systems (bottom). Note that the dashed lines corresponded to the bulk region of the membrane 2.5 nm from the protein surface. B) Side view snapshot of OANT\_PE system with a membrane OmpF. Top view snapshots of C) OANT, D) OANT\_PE and E) MIXED systems. All snapshots were taken at 30 $\mu$s, with the following colour key: protein = grey, O-Antigen = red, LPS core oligosaccharides = yellow, lipid A = cyan and gold and 16:0-18:1 phosphoethanolamine (POPE) lipid in the upper leaflet = blue. Subfigures B and D were reprinted with permission from Shearer et al. [172]. Copyright 2019 American Chemical Society 2019.

4.23 Average number of contacts per frame between each residue in each monomer in the OmpF timer (total of 340 residues per monomer unit) in the OANT system shown in Figure 4.22 A and D. The contact analysis was carried out between 25−30 $\mu$s of the simulation. Reprinted with permission from Shearer et al. [172]. Copyright 2019 American Chemical Society 2019.

4.24 The protein tilt of the trans-membrane region of each protein backbone with respect to the $z$-axis as a function of time for each repeat. Further details of the protein tilt calculation can be found in the Methods section (Section 4.2). The errors were generated from the standard deviation of block averages taken over 100 ns intervals.
4.25 The root mean squared deviation (RMSD, top) and root mean squared fluctuation (RMSF, middle) of the backbone of OmpA compared to the coarse-grained (CG) crystal structure of two CG models. The error in the RMSD was determined by carrying out block averaging over 100 ns intervals. The RMSF was determined between 20 – 30 µs of each trajectory. The blue and red lines signify the values for each repeat. (bottom) Atomistic model of OmpA with all loops and turns labelled. 

4.26 A) Average number of contacts per frame between each residue in a Go-Martini protein model and the Lipid A headgroup for 25 – 30 µs across repeats (one repeat has hash markings). B) Difference between contacts per frame between GoMartini and Elastic Network protein models (Go-Martini – ElNeDynn). Each bar was coloured with respect to the polarity of each residue: red= basic, blue= acidic, orange= aromatic, green= polar and black= non-polar. 

4.27 (top) RMSD of protein, relative to first frame of the production run. (top) Grid of the RMSD between all frames within a single independent trajectory. In both cases the RMSD was calculated every 100 ns. 

4.28 (top) Covariance overlap between modes of principal component analysis (PCA) across blocks of contiguous frames (blue) and blocks made via bootstrapping (red). This analysis was carried out for OmpA in RaLPS for two subsets of the system: 1) the lipid phosphates and 2) the protein backbone. A covariance overlap of 1 indicated that sufficient sampling may have occurred. (bottom) Ratio between BBCOM and BCOM. Further details can be found in the methods section (Section 4.2) 

4.29 Standard error in the protein tilt relative to the z axis (membrane normal) as a function of block size for A) 2 × 20 µs of OmpA in DPPC and B) 2 × 60 µs of OmpA in ReLPS. Further calculation details can be found in the Section 4.2 

5.1 Figure comparing the centre of mass reference group and the cylinder reference group, with respect to a molecule of interest and the membrane. The cylinder reference group allows for the CV to be calculated within a cylinder of radius r_c of the molecule of interest. d describes the reference distance between the centre of mass of the membrane or subset of the membrane and the lipid being pulled. Note that the centre of mass of the membrane did not include the pulled lipid. 

5.2 The weight of an atom’s contribution to the CV, w, as a function of distance r from the long axis of the cylinder reference groups (see Figure 5.1) used in this chapter. Cylinder reference groups implemented in GROMACS or plumed were used. The radii of the cylinders for the GROMACs and plumed methods were 3.5 and 4.0 nm, respectively (Equations (5.1) and (5.3) ) 

5.3 A) histogram of positions for 41 umbrella windows spaced every 0.1 nm. B) Percentage overlap between adjacent windows. This profile was generated for the extraction of an ReLPS lipid using the COM_MEMB CV. The dotted line was the ideal overlap between adjacent gaussians.
5.4 Percentage overlap between adjacent windows along the reaction coordinate of an ReLPS extraction for CVs A) COM_CY B) HEAD_MEMB and C) HEAD_CY. The 41 umbrella windows were spaced every ∼ 0.1 nm. The dotted line was the ideal overlap between evenly spaced adjacent gaussians. 113

5.5 Snapshots of the extraction of ReLPS from the outer membrane aligned to the PMF for CVs A) COM_MEMB and B) HEAD_CY. Key for snapshots: gold=phosphates, yellow=sugars, pink=acyl groups, cyan=lipid tails. C) Minimum distance from phosphate beads in the extracted ReLPS to the outer membrane and the D) error in the minimum distance relative to the start of each CV. The CVs were defined in Section 5.2.3 114

5.6 Integrated autocorrelation times (τ) for each umbrella window of the extraction of ReLPS from the outer membrane with CVs A) COM_MEMB, B) COM_CY, C) HEAD_MEMB and D) HEAD_CY CV. Each line represented a different repeat. 115

5.7 Integrated autocorrelation times (τ) for each umbrella window of the extraction of ReLPS from the outer membrane (from 1−2 µs) with CVs A) COM_MEMB, B) COM_CY, C) HEAD_MEMB and D) HEAD_CY CV. Each line represented a different repeat. 116

5.8 PMFs of ReLPS extraction from the outer membrane using the A) COM_MEMB, B) COM_CY, C) HEAD_MEMB and D) HEAD_CY CV, measured across the last 2 µs of each window. The CVs were defined in Section 5.2.3 117

5.9 PMFs of ReLPS extraction of A) lipid 1-repeat 1, B) lipid 1-repeat 2, C) lipid 2 and D) lipid 3 (see Figure 5.8) using the COM_CY, measured across 1 µs blocks. The CV was defined in Section 5.2.3. Uncertainties were not included for the sake of clarity. 118

5.10 PMFs of the extraction of POPE, POPG or cardiolipin (CDL) from either the inner leaflet of the outer membrane (OM IL) or the inner membrane (IM). PMFs were calculated over the last 0.5 µs of each umbrella window. Three different lipid were extracted per lipid type with the HEAD_CY CV (defined in Section 5.2.3). 119

5.11 PMFs of the extraction of cardiolipin (CDL) or POPE from near AqpZ (blue) in the bulk of the membrane (orange) or when no protein was present (green). The PMF was calculated across the last 0.5 µs of each umbrella window. 120

5.12 Heatmap of time vs reaction coordinate showing when an extracted POPE or cardiolipin (CDL) were bound to AqpZ (in yellow). A lipid was defined as bound if the phosphates were within 0.6 nm of AqpZ. The snapshots show the position of the extracted lipid at certain points of the reaction coordinate. Key: red = extracted lipid, blue = AqpZ and gold = phosphate beads. 121

6.1 Diagram of the workflow of Replica Exchange enhanced sampling methods 126

6.2 Top down view of POPE (gray) membrane with 7 ReLPS lipids (red) in the upper leaflet (system 3, Table 6.1). Snapshots were taken at the beginning and the end of each 20 µs production run. 132

6.3 A) The maximum 2D pairwise distance between the center of geometries of ReLPS lipids. B) 2D RDF between the center of geometries of ReLPS lipids. The lines in each plot signify different repeats of system 4 (Table 6.1). 133
6.4 A) Lipid survival probability of ReLPS being bound to OmpA at $t$ and $t + \Delta t$ vs $\Delta t$ from 2 – 30 µs for both repeats (line per repeat). A lipid was defined as bound if it was within 0.6 nm of the protein surface. B) The 2D rotation of OmpA in the xy plane, $\Delta \theta$, vs time $\Delta t$ for the LPS sparse system (red and blue), the mixed phospholipid (orange) and the ReLPS outer membrane systems (OM) (green), each containing a transmembrane OmpA. The mixed phospholipid (90% POPE, 5% POPG and 5% cardiolipin) and OM (upper leaflet ReLPS, lower leaflet 90% POPE, 5% POPG and 5% cardiolipin) systems were described in Section 3.2 (Table 3.1). $\Delta \theta$ was averaged across the last 6 µs each production run.

6.5 Average number of contacts per frame between each residue in OmpA and the ReLPS Lipid A headgroup across repeats (one repeat has hash markings) as a function of increasing analysis times. Every bar was coloured with respect to the polarity of each residue: red=basic, blue=acidic, orange=aromatic, green=polar and black=non-polar. Note that multiple contacts between a single residue and an LPS headgroup were only counted once.

6.6 (Top left) coarse-grained structure of ReLPS (key: yellow = sugars, gold = phosphates, pink = lipid A sugar rings and acyl groups and cyan = lipid tails. The other structures depicted the tempered regions (in red) trialed in this study. The tempered regions were as follows: ALL = entire lipid, HEADALL = sugars + lipid A headgroup, HEAD = lipid A headgroup, SUGARS = sugars and CHARGED was any charged group on ReLPS and the calcium ions.

6.7 A) Nearest neighbour index (NN Index) and B) RMSD$_{NN}$ vs $\lambda$ for systems 5 – 9 (Table 6.1). The regions that defined each labelled tempering region can be found in Figure 6.2. Further details on the analysis methods can be found in Section 6.2.6.

6.8 The exchange probability of adjacent replicas as a function of the replica index for HREX of the HEADALL region of ReLPS in an outer membrane model for exchange attempt intervals (EAI) of 50 and 500 ps. The dotted line indicates the average exchange probability.

6.9 A) nearest neighbour index (NN Index) and B) RMSD$_{NN}$ vs $\lambda$. These analysis were done for ReLPS outer membrane systems with exchange attempt intervals (EAI) of 50 (system 9), 500 ps (system 10) and no exchanges (system 6) over the first 4 µs of each trajectory (Table 6.2). Further details on the analysis methods can be found in Section 6.2.6.

6.10 A) Fraction of replicas that complete at least one round trip B) RMSD$_{pop}$ vs time (blue) and number of exchange attempts (orange) for HREX of the HEADALL region of an ReLPS outer membrane (system 10, Table 6.2).

6.11 Number of round trips for each 25 µs coordinate trajectory of system 10 (Table 6.2) vs starting coordinate index.

6.12 A) Total residency time B) Average residency time before an exchange occurred for each coordinate trajectory (one coordinate trajectory per line) for every replica index in $\lambda$ space. This was done for the tempering of the HEADALL region in a ReLPS outer membrane.
6.13 A) Probability distribution of the RMSD of the HEADALL region relative to the initial frame, B) the membrane thickness and C) the area per Lipid (APL) of ReLPS for each coordinate trajectory (a coordinate trajectory was represented by one line) of system 11 (Table 6.2). The APL and membrane thickness were determined using the centre of geometry of any phosphate beads in each lipid with the FATSLiM program.

6.14 A) nearest neighbour index (NN Index) and B) RMSD vs $\lambda$ for system 11 (Table 6.2) for different time intervals. The dotted lines represent the values obtained when no LPS mixing occurred (Figure 6.7). Further details on the methods of each analysis can be found in Section 6.2.6.

6.15 A) Membrane thickness B) Area per Lipid (APL) of ReLPS, C) POPE (orange), POPG (green) and cardiolipin (blue) vs replica index number for system 11 (Table 6.2). Averages and errors were generated from a taking the average and standard deviation across each trajectory. The dotted lines were the average values across the last 4 $\mu$s of the unbiased simulation of the outer membrane (Figure D.2). The APL and membrane thickness were determined using the centre of geometry of any phosphate beads in each lipid with the FATSLiM program.

6.16 A) Membrane thickness B) Area per Lipid (APL) of ReLPS vs time for the maximum (red) and minimum (blue) replicas. Averages and errors determined from the block average and standard deviation, respectively, across 100 ns intervals. The APL and membrane thickness were calculated using the centre of geometry of any phosphate beads in each lipid with the FATSLiM program.

6.17 left) BCOM (red) and BBCOM (blue) of the phosphate beads in ReLPS across the last 10 $\mu$s of system 11 (Table 6.2). right) Ratio between BCOM and BBCOM. Further details on the method can be found in Section 4.2.4.5.

6.18 A) Exchange probability and B) total residency time for each replica across the 12 $\mu$s. C) Fraction of replicas that complete at least one round trip D) RMSD of population frequency (see Equation (6.5)) vs time (blue) and number of exchange attempts (orange). These analyses were carried out on the system with FhuA in an ReLPS outer membrane (system 12, Table 6.2). The exchange attempt interval was 500 ps.

6.19 A) nearest neighbour index (NN Index) and B) RMSD vs $\lambda$ for system 12 (Table 6.2) for different time intervals. The dotted lines represent the values obtained when no LPS mixing occurred (Figure 6.7). Further details on the analysis methods can be found in Section 6.2.6.

6.20 Average number of contacts per frame between each residue in FhuA and ReLPS Lipid A headgroup (system 12, Table 6.2) averaged across pairs of replica indices A) 0 and 23, B) 7 and 23, C) 15 and 23, D) 22 and 23. Error bars represented the standard deviation of each value. Every bar was colored with respect to the polarity of each residue: red=basic, blue=acidic, orange = aromatic, green = polar, and black = nonpolar. Note that multiple contacts between a single residue and another lipid A headgroup were only counted once.

A.1 Copyright agreement for Table 2.1

A.2 Copyright agreement for previously published work [105]

A.3 Copyright agreement for previously published work [149]
A.4 Copyright agreement for previously published work [105]................. 158

A.5 Side on view of the A) Outer membrane and the B) mixed phospholipid
systems used in this chapter. Key: yellow=LPS core sugars, pink=Lipid A
headgroup, cyan=LPS tails, silver=POPE, purple=POPG and blue=cardiolipin
........................................................................................................... 159

A.6 Lateral diffusion ratio between bilayer leaflets of a mixed phospholipid bi-
layer (18:2:2 POPE:POPG:cardiolipin) with respect to the distance from
(upper left) OmpF (upper middle) OmpF mutated (OmpF mut) with
carbon nanotube (CNT) bead types (upper right) CNT trimer (middle
left) CNT trimer with shifted hydrophobic region (middle) CNT (middle
right) carbon nano-particle (CNP) hourglass and (lower left) CNP cone.
The distances are the midpoints of each 1 nm bin. ........................................... 159

A.7 Density maps of POPE in a) upper and b) lower leaflets of the mixed
phospholipid membrane centered around a membrane OmpA. Density
maps of POPE in c) upper and d) lower leaflets of the mixed phospho-
lipid membrane centered around a membrane OmpF. The density was
measured using the phosphate particle and all values normalized by the
number of lipids in a given leaflet. ................................................................. 160

A.8 Density maps of A) POPE and B) POPG in the outer membrane. The
density was measured using one phosphate particle per lipid and all values
normalized by the number of lipids. Each system was centered around
a transmembrane OmpA. This is the analysis from the last 4 μs of the
repeat simulation (8 μs total). Reused with permission from Shearer et
al. [149] ............................................................................................................ 160

A.9 Order analysis map of lipid tails (Equation (3.1)) of A) LPS and B) POPE
in the outer membrane. C) Density maps of cardiolipin in the outer and
mixed phospholipid membrane, respectively. The density was measured
using one phosphate particle per lipid and all values normalized by the
number of lipids in a given leaflet. Reused with permission from Shearer
et al. [149] ............................................................................................................ 161

A.10 Order analysis of the lipid tails of A) lipopolysaccharide, POPE and the
C) difference between lipopolysaccharide and POPE order parameters
(Equation (3.1)) in the outer membrane with a membrane OmpA (repeat).
(D, E) Density maps of cardiolipin in the outer and mixed phospholipid
membrane, respectively. The density was measured using one phosphate
particle per lipid and all values normalized by the number of lipids. Each
system was centered around a transmembrane OmpA. This is the analysis
from the last 4 μs of the repeat simulation (8 μs total). Reused with
permission from Shearer et al. [149] ........................................................................ 162

B.1 Side on view of the systems used in this chapter (see Table 4.1 and Sec-
tion 4.2). Key for DPPC: green=saturated chains, purple=unsaturated
chains, golden=phosphate beads and blue=amine beads. Other key:
yellow=LPS core sugars, pink=Lipid A headgroup, cyan=LPS tails, sil-
ver=POPE, purple=POPG and blue=cardiolipin. ............................................. 163
B.2 Average number of contacts per frame between each residue in a protein
and the lipid A phosphate groups for 25–30 µs across repeats (one repeat
has hash markings). Each bar was coloured with respect to the polarity of
each residue: red=basic, blue=acidic, orange=aromatic, green=polar and
black=non-polar. Note that multiple contacts between a single residue
and another Lipid A headgroup were only counted once. Reprinted with
permission from Shearer et al. [172]. Copyright 2019 American Chemical
Society 2019.

B.3 2D lipid density analysis for the repeats of the ReLPS out membrane
systems. Density mps were done for the entire Re lipopolysaccharide
(ReLPS) lipid, 16:0-18:1 phosphoethanolamine (POPE), phosphatidyl-
glycerol (POPG) and cardiolipin (CDL2) lipid phosphate beads and were
averaged over 25–30 µs. The denisty mps are coloured by enrichment
(> 0) or depletion (< 0) of each lipid type with respect to the average
density of that lipid. Reprinted with permission from Shearer et al. [172].
Copyright 2019 American Chemical Society 2019.

B.4 Probability distribution of (top) O-Antigen chain tilt with respect to the
z axis and the tilt between neighbouring pairs of O-Antigen chains for
25–30 µs of the OANT systems (bottom). The tilt of a single O-Antigen
chain was calculated using its end to end vector. For the chain tilt with
respect to the z axis, two probability distributions were generated for
smooth lipopolysaccharides (LPS) closer than 2.5 nm (blue line) or further
than 2.5 nm away from a given proteins surface (red line). For the pairwise
O-Antigen distributions if the chains tilted towards each other the angle
was positive; in all other cases the angles would be negative. Angles are
presented in units of cos(θ) where θ is an angle. For the pairwise O-
Antigen relative tilt angles, if the chains tilted towards each other cos(θ)
takes the range [0, 2]; in all other cases the angles are between (-2, 0).
Reprinted with permission from Shearer et al. [172].

C.1 Side on view of the A) outer and inner membrane model, B) without and
C) with a membrane AqpZ. The outer membrane contained ReLPS in
the upper leaflet of the membrane. key: orange=protein, yellow=LPS
core sugars, pink=Lipid A headgroup, cyan=LPS tails, silver=POPE,
purple=POPG and blue=cardiolipin.

C.2 PMFs of ReLPS extraction from the outer membrane using the A) COM-
MEMB, B) COM_CY, C) HEAD_MEMB and D) HEAD_CY CVs, mea-
sured across the last 2 µs of each window. The CVs were defined in Sec-
tion 5.2.3. The uncertainty in each PMF was estimated with the Bayesian
bootstrap method.

C.3 PMFs of ReLPS extraction from the outer membrane using the A) COM-
MEMB, B) COM_CY, C) HEAD_MEMB and D) HEAD_CY CVs, mea-
sured across the last 2 µs of each window. The CVs were defined in
Section 5.2.3. The PMF was calculated using the MBAR free energy
estimator[136].

C.4 PMFs of POPE extraction from the outer membrane using the A) COM-
MEMB, B) COM_CY, C) HEAD_MEMB and D) HEAD_CY CV, mea-
sured across intervals of 0.5 µs. The CVs were defined in Section 5.2.3}
C.5 PMFs of the extraction of a POPE or cardiolipin (CDL) lipid from near AqpZ (local), in the bulk of the inner membrane (bulk) or a membrane with no protein across intervals of 0.5 µs. 170

C.6 2D lipid density analysis for the inner membrane with a membrane AqpZ. Density maps were done for all lipid phosphate beads and were averaged over the last 1 µs of the unbiased production run. The density maps are colored by enrichment (> 0) or depletion (< 0) of each lipid type with respect to the average density of all lipids. The analysis method is described in detail in Section 4.2.4 171

D.1 Side on view of the A) POPE membrane with some ReLPS lipids in the upper leaflet A) without (system 3) and B) with a membrane OmpA (system 4). C) ReLPS outer membrane (LPS in the upper leaflet of the membrane, system 5). For more system details see Tables 6.1 and 6.2. key: orange=protein, yellow=LPS core sugars, pink=Lipid A headgroup, cyan=LPS tails, silver=POPE, purple=POPG and blue=cardiolipin. 173

D.2 A) Membrane thickness B) Area per Lipid (APL) of ReLPS, C) POPE (orange), POPG (green) and cardiolipin (blue) vs time. Averages and errors were generated from a taking a the block average and standard deviation, respectively, across 100 ns intervals. The APL and membrane thickness were determined using the center of geometry of any phosphate beads in each lipid with the FATSILIM program [232]. 174

D.3 A) Fraction of replicas that complete at least one round trip B) RMSD of population frequency (see Equation (6.5)) vs time (blue) and number of exchange attempts (orange) for HREX of the HEADALL region of an ReLPS outer membrane with an exchange attempt interval of 50 ps. 174
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2.1 Level of interaction indicates the well depth in the LJ potential: O, $\epsilon = 5.6$ kJ/mol; I, $\epsilon = 5.0$ kJ/mol; II, $\epsilon = 4.5$ kJ/mol; III, $\epsilon = 4.0$ kJ/mol; IV, $\epsilon = 3.5$ kJ/mol; V, $\epsilon = 3.1$ kJ/mol; VI, $\epsilon = 2.7$ kJ/mol; VII, $\epsilon = 2.3$ kJ/mol; VIII, $\epsilon = 2.0$ kJ/mol; IX, $\epsilon = 2.0$ kJ/mol. The LJ parameter $\sigma = 0.47$ nm for all interaction levels except level IX for which $\sigma = 0.62$ nm. Four different CG sites are considered: charged (Q), polar (P), nonpolar (N), and apolar (C). Subscripts are used to further distinguish groups with different chemical nature: 0, no hydrogen-bonding capabilities are present; d, groups acting as hydrogen bond donor; a, groups acting as hydrogen bond acceptor; da, groups with both donor and acceptor options; 1-5, indicating increasing polar affinity. Reprinted with permission from S.J Marrinck, J. Phys. Chem. B, 2007, 111, 27, 7812-7824. Copyright 2007 American Chemical Society (Figure A.1).

3.1 This table contains descriptions of the simulations carried out in this chapter that contained a nanopore. The OM membrane was an asymmetric membrane with an upper leaflet of 100% LPS and lower leaflet of 90% POPE, 5% POPG and 5% cardiolipin. The Mixed membrane was a symmetric membrane with the composition of the lower leaflet of the OM membrane. The OM and Mixed membranes were generated with CHARMM-GUI to have the following dimensions $23.9 \times 23.9 \times 12.0$ and $23.2 \times 23.2 \times 9.4$, respectively. The nanopores were then inserted into these two systems and additional water added such that the height of simulation box was roughly 14 nm.

4.1 Details of all simulations carried out during Chapter 4.

4.2 The lipid survival probabilities shown in Figure 4.20 were fit to a double exponential to obtain the fast and slow decay constants for the on off rates of each lipid type in the system. The Decay limit was the minimum value of the equation shown in Figure 4.20 i.e. the constant $C$. Averages and standard errors were determined from 20 $\mu$s blocks (20 – 40 and 40 – 60 $\mu$s) of both repeats. Adapted with permission from Shearer et al. [172]. Copyright 2019 American Chemical Society 2019.
4.3 The integrated autocorrelation times (IACTs) of a range of observables averaged across all six proteins in this study. The protein tilt and membrane thickness were calculated as described in the methods section (Section 4.2). The density and total energy was calculated for the entire system. The IACT lipid tail orders were determined for each tail separately and then averaged. For outer membrane systems only the tail orders for LPS were determined. In all cases the reported error was the standard error.

5.1 Summary of all umbrella sampling simulations carried out for uncrowded outer and inner membranes (OM and IM, respectively). For ReLPS 3 different lipids were extracted 3 times, but the extraction of one lipid had 3 repeats. In all other cases 3 different lipids were extracted. Each collective variable was defined in Section 5.2.3.

5.2 Summary of all umbrella sampling simulation for the study of lipid extraction in the presence of AqpZ. The region refers where the extracted lipid was restrained to in the xy plane with respect to AqpZ: local (< 3 nm from AqpZ) and bulk (> 3 nm).

5.3 Table of Standard free energy of lipid extraction $\Delta G^c$ for POPE and cardiolipin (CDL) from the local region of AqpZ (< 3 nm), the bulk of the membrane or a system with no protein. $\Delta G_{PMF}$ was the lipid extraction free energy from the PMF, $\Delta G_{barr}$ was the barrier to the centre of the membrane and $\Delta G_c$ was the correction for effect of the lateral restraints, Equation (5.6). The reported error in $\Delta G_c$ was the standard error.

6.1 Table summarising the unbiased simulations in this chapter.

6.2 Summary of all Hamiltonian replica exchange simulations carried out for this chapter. The initial structure for each system was the last frame of the production runs of either system 1 or 2 from Table 6.1. Extensions to simulation times were noted in brackets.
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# Definitions and Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AA</td>
<td>All-atom</td>
</tr>
<tr>
<td>ACF</td>
<td>Autocorrelation function</td>
</tr>
<tr>
<td>APL</td>
<td>area per lipid</td>
</tr>
<tr>
<td>AqpZ</td>
<td>Aquaporin Z</td>
</tr>
<tr>
<td>BBCOM</td>
<td>Bootstrapped Block Covariance Overlap Analysis Method</td>
</tr>
<tr>
<td>BCOM</td>
<td>Block Covariance Overlap Analysis Method</td>
</tr>
<tr>
<td>BtuB</td>
<td>Outer membrane cobalamin transporter</td>
</tr>
<tr>
<td>CDL</td>
<td>cardiolipin</td>
</tr>
<tr>
<td>CDL2</td>
<td>dianionic cardiolipin</td>
</tr>
<tr>
<td>CG</td>
<td>Coarse-grained</td>
</tr>
<tr>
<td>CNT</td>
<td>carbon nanotube</td>
</tr>
<tr>
<td>CNP</td>
<td>carbon nanoparticles</td>
</tr>
<tr>
<td>CV</td>
<td>Collective variable</td>
</tr>
<tr>
<td>DBSCAN</td>
<td>Density-based spatial clustering of applications with noise</td>
</tr>
<tr>
<td>DPPPC</td>
<td>16:0 phosphocholine</td>
</tr>
<tr>
<td>EAI</td>
<td>Exchange attempt interval</td>
</tr>
<tr>
<td>EstA</td>
<td>Esterase A</td>
</tr>
<tr>
<td>FhuA</td>
<td>Ferric hydroxamate receptor A</td>
</tr>
<tr>
<td>HREX</td>
<td>Hamiltonian Replica Exchange</td>
</tr>
<tr>
<td>HREMD</td>
<td>Hamiltonian Replica Exchange Molecular Dynamics</td>
</tr>
<tr>
<td>IACT</td>
<td>Integrated correlation time</td>
</tr>
<tr>
<td>IM</td>
<td>Inner membrane</td>
</tr>
<tr>
<td>LJ</td>
<td>Lennard-Jones</td>
</tr>
<tr>
<td>LPS</td>
<td>lipopolysaccharides</td>
</tr>
<tr>
<td>MBAR</td>
<td>Multistate Bennett Acceptance Ratio</td>
</tr>
<tr>
<td>MD</td>
<td>Molecular Dynamics</td>
</tr>
<tr>
<td>MM</td>
<td>Molecular mechanics</td>
</tr>
<tr>
<td>OM</td>
<td>Outer membrane</td>
</tr>
<tr>
<td>Omp</td>
<td>Outer membrane protein</td>
</tr>
<tr>
<td>OmpA</td>
<td>Outer membrane protein A</td>
</tr>
<tr>
<td>OmpF</td>
<td>Outer membrane protein F</td>
</tr>
<tr>
<td>OmpX</td>
<td>Outer membrane protein X</td>
</tr>
</tbody>
</table>

xxxi
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBC</td>
<td>Periodic boundary conditions</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal component analysis</td>
</tr>
<tr>
<td>PGN</td>
<td>Petidoglycan</td>
</tr>
<tr>
<td>PE</td>
<td>Phosphoethanolamine</td>
</tr>
<tr>
<td>PES</td>
<td>Potential energy surface</td>
</tr>
<tr>
<td>PG</td>
<td>Phosphatidylglycerol</td>
</tr>
<tr>
<td>PGP</td>
<td>Phosphatidylglycerol phosphate</td>
</tr>
<tr>
<td>PME</td>
<td>Particle mesh Ewald</td>
</tr>
<tr>
<td>PMF</td>
<td>Potential mean force</td>
</tr>
<tr>
<td>POPE</td>
<td>16:0,18:1 phosphoethanolamine</td>
</tr>
<tr>
<td>POPG</td>
<td>16:0,18:1 phosphatidylglycerol</td>
</tr>
<tr>
<td>PS</td>
<td>Phosphatidylserine</td>
</tr>
<tr>
<td>QM</td>
<td>Quantum mechanics</td>
</tr>
<tr>
<td>RMSD</td>
<td>Root mean squared deviation</td>
</tr>
<tr>
<td>RMSF</td>
<td>Root mean squared fluctuation</td>
</tr>
<tr>
<td>UA</td>
<td>United Atom</td>
</tr>
<tr>
<td>US</td>
<td>Umbrella Sampling</td>
</tr>
<tr>
<td>VMD</td>
<td>Visual molecular dynamics</td>
</tr>
<tr>
<td>WHAM</td>
<td>Weighted histogram analysis method</td>
</tr>
</tbody>
</table>
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Introduction

1.1 The Cell

Prokaryotes are unicellular organisms that lack any form of membrane bound organelles. An organelle describes any specialised sub unit of a cell that performs a certain function e.g. nucleus, mitochondria etc. Prokaryotes can be divided into two subdomains, archaea and bacteria, of which this work will focus on the latter. Conversely, Eukaryotes describe unicellular organisms that do have membrane bound organelles, such as animal and plant cells. There are numerous morphologies (i.e. shapes) that bacteria can take, two common ones are coccus or baccilus (see Figure 1.1).

This thesis will focus on the rod shaped (baccilus) bacteria Escherichia coli (E. coli)\textsuperscript{1}. E. coli is a Gram-negative bacteria that is responsible for a range of bacterial infections\textsuperscript{2–5}. In recent years many strains of E. coli have become resistant to antibiotics\textsuperscript{6} and so have become one of key bacteria of interest in understanding drug resistance. However, beating bacterial resistance is far from trivial and studies have struggled with understanding how the cell adapts to different stimuli\textsuperscript{7–9}. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{shapes_bacteria.png}
\caption{Examples of shapes bacteria can take.}
\end{figure}
The cell membrane acts as the gateway into the cell and so is of great importance in understanding a range of biological processes. Membranes are composed of a variety of lipids that form a film around the cell in the form of a bilayer. Biological processes such as the regulation of salt and water concentration, cell division or the activity of antimicrobials all depend on the cell membrane and the proteins that lie within them.

1.2 The Bacterial Cell Envelope

Bacteria can be divided into Gram-negative and Gram-positive bacteria, based on the structure of their respective cell envelopes. The nomenclature of these two bacterial subtypes was derived from the Gram staining method developed by Christian Gram [10]. Gram staining involves the staining of the cell with some form of dye that is retained by the 3D biopolymer mesh, peptidoglycan, that both bacterial subtypes have (Figure 1.2). For Gram-positive bacteria the peptidoglycan mesh is thick enough (\(\sim 40 - 80\) nm) for the dye to be retained; while the peptidoglycan mesh for Gram-negative bacteria is too thin to retain the dye and can be washed out. Thus Gram-negative bacteria are defined by the absence of the dye, upon visual observation of the cells.

The Gram-positive bacterial cell membrane contains one lipid bilayer, which is comprised of a variety of phospholipids and lipidated aminoacids [11, 12]. In the extracellular region

\[ \text{Figure 1.2:} \text{ Diagrams of the Gram-positive and Gram-negative bacterial cell envelopes. Phospholipids are coloured in orange, BLP is braun’s lipoprotein, membrane proteins are coloured in blue, green and red blocks are the lipid A headgroup and lipopolysaccharide core sugars, respectively.} \]
of the cell there is a thick layer (up to 80 nm) of peptidoglycan (PGN) (Figure 1.2)\cite{13}, which is connected to the membrane by mainly glycolipids (e.g. Lipoteichoic acid) that pass through the PGN mesh (Figure 1.2).

Gram-negative bacteria, such as *E. Coli* have two membranes, the outer and inner membranes (OM and IM, respectively) and sandwiched between these layers is 1 – 2 layers of PGN (7 – 8 nm, see Figure 1.2)\cite{14}.

### 1.3 The Outer Membrane

The OM is an asymmetric membrane that has an upper leaflet where 75% surface area is covered with lipopolysaccharides (LPS)\cite{15}, while the lower leaflet is mainly mixture of phosphoethanolamine (PE), phosphoglycerol (PG) and cardiolipin (CDL) lipids (see Figure 1.3 for chemical structures)\cite{11, 14}. It is believed that the upper leaflet of some Gram-negative bacteria may contain significant amounts of phospholipids\cite{16}.

LPS is chemically diverse lipid and provides a chemical and physical barrier to entry into a bacterium. LPS can have up to three sections Lipid A, the core oligosaccharides and O-Antigen. Any LPS that has all three sections is termed ‘smooth LPS’, while LPS lipids without the O-Antigen chain are called ‘Rough LPS’ (Figure 1.3). The lipid A headgroup is composed of two glucosamine units that are chemically modified with two $\text{R} - \text{PO}_4^{2-}$ groups. The lipid A headgroup is a well conserved part of LPS and that not change greatly across a wide variety of bacterial strains. The number lipid tails ranges from $\sim 5 – 8$, depending on the strain of the bacteria\cite{17, 18}. The Core sugar region is solely composed of sugars, such as 3-Deoxy-D-manno-oct-2-ulosonic acid (KdO) or heptose, which are often chemically modified with negatively charged groups\cite{19}. The core sugars can be further divided into the inner (e.g. 2 KdO units) and outer core sugars (usually heptose). RaLPS and ReLPS are variants of LPS that have either the core sugars, or just the inner sugars, respectively. The O-Antigen chain is comprised from 0 – 50 sugars and the composition and length varies across different bacteria\cite{19}. One of the important functions of LPS is to provide a chemical and physical barrier to permeation into the cell of large, polar or anionic molecules\cite{20, 21}. Recent studies also suggest that LPS plays a vital role in the elasticity of the cell envelope\cite{22, 23}. LPS lipids are known to non-covalently bind to each other via interactions between phosphate groups and divalent cations, such as calcium or magnesium\cite{24}. Replacement of these divalent cation with monovalent cations has been found to lead to increased water permeation through the membrane\cite{25}.
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Figure 1.3: Chemical structures of the lipids used in the outer membrane model. Rough Mutant lipopolysaccharides (ReLPS and RaLPS), Smooth LPS with five sugar units (OANT), 16:0:18:1 phosphoethanolamine (POPE), 16:0:18:1 Phosphatidylglycerol (POPG) and 18:1,18:1 / 18:1,18:1 cardiolipin. Sugar abbreviation key: Glc, glucose, Gal, Galactose, ManNAc, N-Acetylmannosamine, GlcNAc, N-Acetylglycosamine, Rha, Rhamnose, Hep, L-Glycero-D-Manno-Heptose and Kdo, 3-Deoxy-D-manno-oct-2-uloseonic acid.
1.4 Peptidoglycan and the Inner Membrane

The most abundant lipoprotein in the outer membrane is Braun’s lipoprotein (BLP) and is covalently linked to the PGN layer (Figure 1.2). There are believed to be further non-covalent interactions between outer membrane proteins (Omps), such as OmpA and PGN [27]. The PGN layer is often of importance when considering diffusion of small molecules and proteins in the periplasmic region of the cell envelope.

The last barrier of the Gram-negative cell envelope is the IM (also called the plasma membrane), consists of a mixture of phospholipids. The major components of the membrane are usually PE, PG and CDL lipids (Figure 1.3). Other lipids that can be present in the membrane include Phosphatidylserine (PS) and Phosphatidylglycerol phosphate (PGP) [14].

1.5 Escherichia Coli: Membrane Model Composition

The focus of this work is the IM and OM of *E. coli*. In computational work the composition of each membrane model must remain fixed, unlike their *in vivo* counterparts. Thus an important question to ask is what the composition each model membrane should be. The flux of membrane compositions in a bacterium depends on a number of factors such as: temperature, pH and the life cycle of the cell [28]. The metabolic pathway of important phospholipids in *E. coli* is shown in Figure 1.4, where the lipids which tend to be present in amounts > 1% [14] are highlighted in red. Extensive knockout studies conclude that the absence of either PE [29, 30] or CDL [31] does not result in cell death, only if both are absent will the cell die [30]. Cell envelopes that are lacking in CDL tend to have increased amounts of PG, which is the most similar lipid in the metabolic pathway [32]. When both PE and CDL are removed it is thought that the lack of inverted-cone shaped lipids leads to cell death [14]. Thus the requirement of certain lipids often have biophysical motivations. Different temperatures during cell growth can also encourage different levels of lipid unsaturation, which can affect the fluidity of the cell [33].

Given the complexity of variations in composition *in vivo*, it is difficult to justify any one model membrane composition. Thus the ethos of going from an *in vivo* membrane to a computational model is one of simplification. Therefore any phospholipid that made up less than < 1% of a leaflet or membrane was ignored. The upper leaflet of the OM was modelled as an LPS monolayer LPS, while the lower leaflet and inner membrane were a mixture of PE, PG and CDL. The model of LPS used in this work was comprised of lipid A with 6 lipid tails and R3 core sugars, as this was the most
Figure 1.4: Figure showing the metabolic pathways of lipids in *E. coli*. The lipids with the most abundance in the cell envelope are highlighted in red; for chemical structures of these lipids see Figure 1.3. Abbreviations are as follows: cardiolipin synthase (Cls), phosphatidylglycerol phosphate synthase (pgs), phosphatidylglycerol phosphate phosphatase (pgp), phosphatidylserine decarboxylase (psd) and phosphatidylserine synthase (pss). Note that this figure was adapted from a previous paper [14].

common LPS structure in virulent extraintestinal *E. coli* [34]. The composition of the inner leaflet of the model outer membrane was 90 % 6:0,18:1 phosphoethanolamine (POPE), 5 % 16:0,18:1 Phosphatidylglycerol (POPG) and 5 % 18:1,18:1 / 18:1,18:1 cardiolipin (see Figure 1.3 for chemical structure). The membrane composition and levels of tail unsaturation were based on previous computational and experimental studies of *E. coli* [7, 35]. The composition of the inner membrane was based on previously carried out atomistic simulations [36]: 75% POPE, 20% POPG and 5% CDL.

1.6 Membrane Proteins and the Membrane

Membrane proteins can be broadly divided in two categories, integral and peripheral proteins. Peripheral proteins do not interact with the hydrophobic core of the membrane and lie on the polar/charged surface of the membrane. Whereas integral proteins
have at least one section that is embedded into the hydrophobic core of the membrane. Integral proteins can be further defined by how deeply they penetrate the membrane, and if they span the entire membrane they are referred to as transmembrane proteins (Figure 1.5). Although the OM and IM contain peripheral and intrinsic proteins, transmembrane proteins will be the focus of this work.

In the last 50 years, our understanding of the cell envelope has advanced greatly. A popular model for the cell envelope 40 years ago was the fluid mosaic model[37]. In the fluid mosaic model, the proteins are in low concentration and randomly distributed in the membrane. It was believed that these proteins were largely responsible for cell function, while the lipids were not important. Protein-lipid interactions were hypothesized to be a factor in this model, but were labelled as a minor component of interactions. In more recent years, it has been found that proteins make up to 25% of the surface area of bacterial membranes[38]; this is far larger than the sparse concentrations that were previously predicted. Thus, it can be inferred that protein-lipid interactions should play a significant role in the cell envelope.

Lipids can be defined by their strength of interactions with a transmembrane protein (Figure 1.5). Lipids with no significant interactions with a protein are termed bulk lipids. Lipids that form a ring around a protein are termed annular lipids and have non-specific interactions with the protein[39]. Bound lipids form strong interactions with specific sites of a protein[40]. It has been reported experimentally that the dynamics of annular and bound lipids is significantly reduced compared to bulk lipids[41, 42]. Extensive molecular dynamics studies show that the effects of a protein on the structure and dynamics of the membrane are usually restricted to a 3 nm and 6 nm radius around the protein, respectively[40, 43, 44]. The 3 nm radius around a protein will be referred to as the annular region during this work.

Before going into any more depth on the breadth of different protein-lipid interactions, first the nature of transmembrane protein interactions should be discussed in more detail. Transmembrane proteins span the membrane as both ends have lots of polar and charged residues, while the core of the protein is largely nonpolar. At the interfaces between the polar and hydrophobic domains of α-helical and β-barrel membrane proteins, two rings of aromatic residues have been observed in experimental and computational studies[45, 47]. It is widely believed that these aromatic residues form preferential interactions with the lipid headgroups and are thus key in determining the orientation of the protein in the membrane[48, 49]. Trp and Tyr are the residues thought to be the most important residues for the anchoring of a transmembrane protein[49, 50] at the lipid-water interface. The effects of aromatic residues on the orientation of transmembrane proteins has been explored in both experimental[46, 51] and computational studies[52].
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Figure 1.5: A) Diagram of bound (red), annular (yellow) and bulk (gray) lipids around a transmembrane protein (blue) from a top-down view. B) Diagram of a phospholipid (orange) membrane and the positions of a membrane protein (blue) and peripheral protein (purple) relative to the membrane.

When the hydrophobic core of a transmembrane protein and a membrane are different lengths, this is termed hydrophobic mismatch. There is no singular response to hydrophobic mismatch\[54\]. In some systems the lipids around the protein will adjust their structure in order to change the local membrane thickness and in turn minimise hydrophobic mismatch\[55, 56\]. In membranes with multiple lipids, the hydrophobic mismatch can be minimized through the formation of lipid domains that gives the ideal membrane thickness or curvature\[57, 58\]. The formation of local lipid domains, with compositions different to that of the bulk membrane, is often referred to as ‘lipid sorting’. Protein mediated membrane thicknesses and curvatures are well documented in the literature\[56, 59, 60\]. If two membrane proteins get close to each other the overlap of their local effects on curvature and thickness has been found to drive oligomerisation of proteins\[55, 56\].

Hydrophobic mismatch can also cause changes in protein structure and orientation to
Figure 1.6: Diagram of OmpA (pdb code 1QJP \cite{53}) with aromatic residues tyrosine (blue) and tryptophan (red) highlighted. Horizontal dividing lines are drawn to show the transmembrane region of this protein.

occur. In the case of smaller membrane proteins, hydrophobic mismatch usually causes the protein to tilt with respect to the membrane. Protein tilt is a frequently measured parameter in membrane protein studies\cite{54, 60, 61}. For mechanosensitive ion channels such as MscL, tilting can trigger conformational changes in the protein to active or inactive states\cite{60, 62, 64}. For larger proteins, tilting can be thermodynamically unfavorable \cite{65} and so the lateral sorting of lipids or proteins to minimise hydrophobic mismatch is preferred\cite{66}. Certain proteins are also responsible for the regulation of asymmetric membrane compositions\cite{67, 69}.

While proteins can affect lipid organisation, lipids can also modulate protein function. Often only certain lipids can modulate a protein’s function. One such example is aquaporin (AqpZ), a water efflux pump in the inner membrane of \textit{E. coli}\cite{70}, which preferentially binds to cardiolipin. When the membrane is cardiolipin deficient the water flux through AqpZ has been found to be significantly reduced\cite{71}. This example is far from an isolated case and there are numerous other examples where it is believed that a particular lipid modulates the function of a protein \cite{72, 75} or specifically binds to a particular protein\cite{75, 78}.


1.7 Outer Membrane Proteins

The class of proteins focused on in this work are outer membrane proteins (Omps). Interestingly, all transmembrane Omps are beta barrels, while inner membrane proteins are generally alpha helices\(^\text{[79]}\). The sizes of Omp monomers range from 8 – 22 beta strands and some Omps are known to oligomerize, giving a wide range of protein sizes in the OM\(^\text{[79]}\). Omps perform a variety of roles in the OM from allowing small molecules across the OM to modifying lipids or signaling. Some integral proteins function as efflux channels that expel certain molecules (e.g. drug molecules) from the cell. One such example is the multi-drug efflux pump AcrABZ-Tol, that spans the OM and IM (Figure 1.2)\(^\text{[80]}\). It is thought that Omps are synthesised in the cytoplasm and are then translocated in an unfolded state across the IM, and into the periplasm\(^\text{[81]}\). The proteins then diffuse through the periplasm to the OM where they inserted into the OM with the beta-barrel assembly complex (BAM). The BAM complex is also involved in the optimisation of Omp folding. Further details on the biogenesis of Omps and the workings of the BAM complex have been discussed at length elsewhere\(^\text{[82]}\).

One of the most abundant transmembrane proteins in the OM is OmpA. OmpA is an 8 stranded beta-barrel that has a number of functions in the outer membrane. OmpA has two domains, the membrane domain (170 residues, N-terminal domain Figure 1.6) and the periplasmic domain (155 residues, C-terminal domain)\(^\text{[79]}\). OmpA has been found to improve the structural stability of the outer membrane\(^\text{[53, 83]}\). Furthermore, the intracellular domain is widely believed to provide non-covalent binding to the PGN layer\(^\text{[84]}\). There has also been a lot of debate in the literature on whether OmpA is a pore or not\(^\text{[85–87]}\). Most experimental and computational studies show OmpA as a monomer beta barrel, but recent experimental work suggested the existence of a dimer form that may further stabilise OmpA\(^\text{[88]}\).

1.8 Outer Membrane Simulations: A Brief Review

Molecular dynamics (MD) simulations have been shown to provide insights into the structure and dynamics of biomolecular systems. LPS is a complicated biomolecule that can have up to three sections, and is many times larger than most lipids. Moreover, the parameterisation of polysaccharides is a difficult problem within the MD community. Thus the development and validation of LPS models has proved challenging. The first asymmetric OM was simulated by R.Lins et.al\(^\text{[89]}\) and was of a RaLPS all-atom membrane of *Pseudomonas aeruginosa*. Subsequently, a range of all-atom and united atom models have been developed for Re\(^\text{[35]}\), Ra\(^\text{[90]}\), and smooth LPS\(^\text{[92]}\). The majority of studies of LPS have focused on LPS models of *Pseudomonas aeruginosa* and *E.coli*\(^\text{[35]}\).
Coarse-grained models for LPS in *Pseudomonas aeruginosa* [94] and *E. coli* [95] have been developed to extend the time and length scales available to computational studies of the outer membrane. In more recent years, the generation of OM membranes at the all-atom and coarse-grained levels has been trivialised by the CHARMM-GUI web interface [96–99], which allows the initial coordinates and the forcefield files to be generated within a few minutes.

Initial models of the lower leaflet of the OM were comprised of solely PE lipids [89, 91]. Studies of IM systems have demonstrated the importance of the heterogeneity of membrane compositions, in particular, for identifying protein induced lipid sorting [100, 101]. Thus in more recent simulations of the OM, the lower leaflet has been comprised of a mixture of PE, PG and CDL [90, 102, 103].

Simulation studies have confirmed experimentally known properties of LPS, such as a preference for divalent cations and slow diffusion compared to phospholipids [35]. This is not surprising as LPS models are fitted to reproduce the available structural data from experiments [91]. MD simulations have also been used to provide new insights into the importance of the asymmetry of the OM. Umbrella sampling simulations of the permeation of small molecules across an RaLPS OM (*E. coli*), found that the free energy profile was asymmetric across the OM [90]. LPS provided a substantial barrier to organic compounds (up to $\sim 6 \text{kcal}^{-1}\text{mol}^{-1}$), however there was no barrier to entry from the intracellular side of the membrane.

It is widely known that protein function can be modulated by the surrounding lipids. Thus it was of interest to study protein-lipid interactions, in the environment of OM models. One example that highlighted the importance of LPS, when considering *in vivo* Omp interactions, was shown by simulations of FecA in an *E. coli* OM model [103]. Comparison of simulations of FecA in the OM and a simple phospholipid membrane, showed that the conformational dynamics of the loops in FecA were greatly affected by the presence of LPS. The permeability of porins, such as OmpF, have also been shown to be inversely proportional to the size of LPS in the extracellular domain [93]. In summary, the consideration of the lipid environment of an Omp is key in elucidating the correct protein structure and dynamics *in vivo*.

### 1.9 Aims

The long terms goals of this project are to further the understanding of the Gram-negative envelope, with the eventual goal of putting this knowledge into the fight against
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superbugs. This is a rather nebulous and broad goal, for which the level of understanding required is not known. Previous simulations have studied Omps, but usually in symmetric membrane models that are not close to the in vivo environment\cite{43, 104}. Work within and outside the Khalid group has shown the large differences in membrane and protein behaviour in OM models, compared to symmetric membranes\cite{35, 103, 105, 106}. This thesis focused on furthering the understanding of complexity in the Gram-Negative bacterial cell envelope, both in terms of the membrane model and inclusion of a variety of proteins and nanopores. The time required for convergence of OM properties is often much larger than phospholipid systems\cite{91}. Thus coarse-grained models of the OM will be used to access the time and length scales relevant to answering the questions posed in the coming chapters. The following chapters can be summarised as follows:

- Chapter 2: To give an overview of the theory of molecular dynamics and other important facets of simulation techniques and analysis methods.
- Chapter 3: To ascertain how nanopore chemistry, shape and size affect the local structure and dynamics in symmetric and OM membrane models.
- Chapter 4: Building on the previous chapter, the effects of OM model complexity and LPS type were to be investigated across proteins of a variety of sizes and functions.
- Chapter 5: The ease of lipid extraction from the OM and crowded IMs was to be explored.
- Chapter 6: The use of spare LPS concentrations and Hamiltonian Replica Exchange were to be applied to increase the speed LPS dynamics within the membrane.
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Methods

2.1 Molecular Dynamics

There is so much that is not known about biological systems and a lot of these issues stem from the fact that experimental techniques often have difficulty analysing processes on the molecular level at small timescales (\(<\text{ns}\)) \((\text{ns})\). Simulations can patch this blind spot through the use of molecular dynamics (MD). In MD simulations an atom or groups of atoms are represented by a point. For each particle its position in the potential energy surface (PES) of a system and thus the force, \(F_i\), that it experiences can be determined (this will be discussed later),

\[
F_i = -\frac{dV(r^N)}{dr_i}
\]  

(2.1)

where \(V(r^N)\) is the PES of \(N\) particles and \(r_i\) is the position of a single particle. The positions of each particle can be evolved with respect to time, \(t\), using Newtonian dynamics (Equation (2.2)),

\[
F_i = m_i \frac{d^2 r_i}{dt^2}
\]  

(2.2)

where \(m_i\) is the mass of a particle. Ideally these equations should be solved analytically, however for a system larger than two particles Newton’s equations of motion become unsolvable. Instead these equations can be numerically integrated using the finite difference method, which involves discretised differential equations. Thus the system can be evolved through time using discrete intervals, \(dt\), referred to as the timestep of the simulation. The general workings of an MD program are outlined in Figure 2.1 and will be explained in detail later in this chapter.
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Initialize positions and velocities

→ Compute forces on all atoms

Evolve system based on Newtonian dynamics

→ Compute properties of interest

Move time forward $t = t + \Delta t$

repeat

Figure 2.1: A scheme of a simplified Molecular Dynamics algorithm, where $\Delta t$ is the timestep of the simulation

2.2 Integrators

As discussed in the previous section, Newton’s equation of motion must be solved numerically to evolve a system through time. The method used to integrate these equations of motions is termed the integrator. In MD we can gain the average for a property of an ensemble via an average across an MD simulation, as stated by the Ergodic hypothesis: an average across time of an ergodic system is equivalent to the ensemble average. The integrator does not need to exactly reproduce the true trajectory, it only needs to reproduce the correct statistical properties of the ensemble. There are a few conditions that an integrator must fulfill given that they are true for Newton’s equations of motion: 1) An integrator should approximately conserve energy (1st law of thermodynamics) and 2) should be time reversible. In the case of MD time reversibility mean that moving forward two timesteps and then back two timesteps should result in the original positions. Time reversibility does not hold true in the limit of long simulations for any integrator, due to numerical errors inherent to computational methods.

The integrator used in this work is the leap frog integrator\cite{107}. The leap frog integrator is based on the Verlet integrator\cite{108}, which can be derived through a Taylor expansion of Newton’s equations of motion,
\[ r_i(t + \delta t) = r_i(t) + \frac{r_i(t)}{\delta t} \delta t + \frac{1}{2} \frac{\delta^2 r_i(t)}{\delta t^2} \delta^2 t^2 + \frac{1}{6} \frac{\delta^3 r_i(t)}{\delta t^3} \delta^3 t^3 + O(\delta t^4) \] (2.3)

If we substitute in equations 2.1 and 2.2 we get

\[ r_i(t + \delta t) = r_i(t) + v_i(t) \delta t + \frac{f_i(t)}{2m_i} \frac{\delta t^2}{2} + \frac{1}{6} \frac{\delta^3 r_i(t)}{\delta t^3} \delta^3 t^3 + O(\delta t^4) \] (2.4)

and then moving back two intervals of \( \delta t \).

\[ r_i(t - \delta t) = r_i(t) - v_i(t) \delta t + \frac{f_i(t)}{2m_i} \frac{\delta t^2}{2} - \frac{1}{6} \frac{\delta^3 r_i(t)}{\delta t^3} \delta^3 t^3 + O(\delta t^4) \] (2.5)

Following this Equations (2.4) and (2.5) can be added together to give,

\[ r_i(t + \delta t) = 2r_i(t) - r_i(t - \delta t) + \frac{f_i(t)}{m_i} \frac{\delta t^2}{2} + O(\delta t^4) \] (2.6)

which is the Verlet scheme and the positions are accurate to \( O(\delta t^3) \). Equation (2.6) does not include the velocities, which are important for the calculation of the kinetic energy and temperature. The velocities can be obtained by subtracting Equation (2.5) from Equation (2.4) to give Equation (2.7).

\[ v_i(t) = \frac{1}{2\delta t} [r_i(t + \delta t) - r_i(t - \delta t)] + O(\delta t^2) \] (2.7)

Now the Leapfrog algorithm can be derived from the Verlet scheme by defining the velocities at half steps of \( \delta t \)

\[ v_i(t - \frac{\delta t}{2}) = \frac{r_i(t) - r_i(t - \delta t)}{\delta t} \] (2.8)

and

\[ v_i(t + \frac{\delta t}{2}) = \frac{r_i(t + \delta t) - r_i(t)}{\delta t} \] (2.9)

By rearranging equation (2.9) an expression can be obtained for the new positions, as a function of the old positions and velocities:

\[ r_i(t + \delta t) = r_i(t) + v_i(t + \frac{\delta t}{2}) \delta t \] (2.10)

We then subtract Equation (2.8) from Equation (2.9) and substitute in Equation (2.6) to get:

\[ v_i(t + \frac{\delta t}{2}) = v_i(t - \frac{\delta t}{2}) + \frac{f_i(t)}{m_i} \delta t \] (2.11)

The velocities are calculated half a step after the positions and thus the positions ‘leap frog’ over the velocities. The value of the timestep, \( \delta t \), is essential to produce plausible dynamics for a given system. If the timestep is too large this will result in energetically unfavourable collisions and eventually the system will explode. Conversely, if the
timestep is too small this would be a waste of computational resources. As a rule of thumb the timestep should be set to be at least an order of magnitude smaller than the fastest motion expected in the system.

2.3 Force Fields

When determining the force on any atom there are a few levels of detail molecular system can be modelled with: quantum mechanics (QM), atomistic and coarse grained. At the QM level of theory an atom is represented by a nucleus and its surrounding electrons. To determine the force on any atom the Schrodinger equation must be solved, which can be very computationally expensive. QM MD gives chemically accurate energies, but cannot be applied to systems larger than 20,000 atoms for more than a few picoseconds. To access larger length and timescales a system can be modelled using a classical molecular mechanics (MM) force field.

An MM force field describes a collection of potential energy functions that are used to determine the potential energy of a particle at a given point in space and is dependent on the positions of every particle $r^N$. Here a particle could be either a single atom or a collection of atoms. The total potential energy of a particle $i$, $V_i(r)$, is made up of the summation all non-bonded and bonded terms. The bonded potential energy includes terms for bonds, angles and dihedrals,

$$V_{bonded} = V_{bonds} + V_{angles} + V_{dihedrals} + V_{impropers}$$

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{harmonic_oscillator.png}
\caption{Plot of the form of a harmonic oscillator (see Equation (2.13)) which represents the potential, $V$, of a bond of length $b$}
\end{figure}
which force restraints on bonds etc within molecules. The bonds and angles are modelled as harmonic oscillators, centred on equilibrium values of \( b_0 \) and \( \theta_0 \), respectively.

\[
V_{\text{bonds}} = \sum_{\text{bonds}} \frac{1}{2} k_b (b - b_0)^2 \quad (2.13)
\]

\[
V_{\text{angles}} = \sum_{\text{angles}} \frac{1}{2} k_\theta (\theta - \theta_0)^2 \quad (2.14)
\]

where \( k_b \) and \( k_\theta \) are spring constants. These spring constants determine the strength of the bonded terms.

![Figure 2.3: Plot of the form of the dihedral term (Equation (2.15)) where \( n = 3 \).](image)

The dihedral term describes the rotation of two groups around a covalent bond. Unlike bond and angle terms, there are multiple minima for dihedral potentials and they are usually modelled as a sum of cosine functions

\[
V_{\text{dihedrals}} = \sum_{\text{dihedrals}} k_\omega (1 + \cos(n\omega - \omega_0)) \quad (2.15)
\]

where \( k_\omega \) is the dihedral force constant, \( n \) is the periodicity of the term and \( \omega_0 \) the phase shift. Improper dihedrals are used to enforce the planarity of functional groups such as carbonyls. Improper dihedrals are represented using a harmonic potential,

\[
V_{\text{impropers}} = \sum_{\text{impropers}} \frac{1}{2} k_\gamma (\gamma - \gamma_0)^2 \quad (2.16)
\]

where \( k_\gamma \) is the out of plane force force constant and \( \gamma \) is the out of plane torsional angle.

The non-bonded term for the \( i \)th particle is comprised of the Van der Waals (VdW) and electrostatics terms, which are represented by the Lennard-Jones (LJ) and Coulombic
polarisabilities, respectively, and are summed over all $N$ atoms,

$$V_{i,\text{nonbonded}} = V_{i,\text{elec}} + V_{i,\text{vdw}} = \sum_{j}^{N} \frac{q_{i}q_{j}}{4\pi\epsilon_{0}r_{ij}} + 4\epsilon \sum_{j}^{N} \left( \left( \frac{\sigma}{r_{ij}} \right)^{12} - \left( \frac{\sigma}{r_{ij}} \right)^{6} \right)$$

(2.17)

where $q$ is a particle’s charge, $\epsilon_{0}$ is the permittivity of free space, $r_{ij}$ is the distance between two atoms, $\epsilon$ and $\sigma$ are constants. In terms of physical relevance $\epsilon$ is the well depth of the function and sets the strength of the interaction, while $\sigma$ corresponds to the pair wise distance $r_{ij}$ where $V_{i,\text{vdw}}(r_{ij}) = 0$. The $r^{-12}$ term describes short range repulsion between atoms, while the $r^{-6}$ terms models the attractive dispersion interactions (Figure 2.4). It is important to note that $i \neq j$ during the summation of the non-bonded potential energy.

How a force field is parametrised depends on the level of resolution of the model. Atomistic models are usually parametrised through comparison to properties obtained from QM or experimental calculations e.g. bond lengths, frequencies and free energies of partition.

![Figure 2.4: Form of the Lennard Jones potential, where the black line is the total potential (Equation (2.17)) while the red and blue lines are the attractive and repulsive terms, respectively.](image)

### 2.3.1 Coarse-grained Molecular Dynamics

There are multiple levels of detail with which a molecule can be modelled using classical forcefields. In the fully atomistic model (AA) each atom is represented by a point and in the united atom (UA) model the aliphatic hydrogens are ignored. To further reduce the resolution of the model multiple atoms can be grouped into a single particle, this is referred to as a coarse grained (CG) model. The number of atoms to map to a CG particle is not fixed; in some CG force fields a particle only represents a few atoms, while
in others it may represent a tertiary domain of a protein.

By coarse-graining a system the speed of the subsequent MD simulation can be increased by a few orders of magnitude. The speed up for a given system depends on a number of factors: 1) There are fewer particles so calculating changes in position for each timestep is faster. 2) The coarse-graining of molecules simplifies the energy landscape, resulting in faster sampling of a system’s phase space. The simplification of the PES also allows a larger timestep (20 fs) to be used, compared to AA/UA simulations (2 fs), without any unrealistic collisions occurring.

**Figure 2.5**: Diagrams of the martini model representations of some of the lipids studied in this report. The phosphate beads are a golden colour and are labelled as they are in the Martini model. See Figure 1.3 for the chemical structures of all of these lipids.

In this thesis the CG force field used was called Martini (version 2.2)\(^{[109–112]}\). The Martini model maps four heavy atoms to one CG particle or 2:1 mapping for special type beads (e.g., rings). The model includes four types of interaction sites: polar, non polar, apolar and charged. The difference between apolar and nonpolar types is that the latter is miscible in organic solvents and water. In total there are 18 subtypes: hydrogen-bond capabilities are indicated by a letter (d=donor, a=acceptor, da=both and 0=none) and polarity of each interaction site is defined on a scale of 1(low) to 5(high). The interaction strength between two particle subtypes is set by an interaction matrix that can be found in the original paper\(^{[109]}\) (see Table 2.1), that outputs an interaction level of O-IX. The interaction level defines the well depth \(\epsilon\) used for the corresponding LJ term. The interaction size for all LJ terms was \(\sigma = 0.47\) nm, except for the IX interaction level and special type beads. The LJ terms for each particle type were parameterized by matching to thermodynamic data, such as oil/water partition coefficients.

A lot of other coarse-grained models will use iterative boltzmann inversion\(^{[113, 114]}\) or force matching \(^{[115]}\) to determine the parameters for both the non-bonded and bonded terms. This results in a lack of transferability of any coarse-grained beads as a butane fragment in one molecule will not necessarily have the same non-bonded terms as in another very different chemical environment. Therefore a new CG model would need
Table 2.1: Level of interaction indicates the well depth in the LJ potential: O, $\epsilon = 5.6$ kJ/mol; I, $\epsilon = 5.0$ kJ/mol; II, $\epsilon = 4.5$ kJ/mol; III, $\epsilon = 4.0$ kJ/mol; IV, $\epsilon = 3.5$ kJ/mol; V, $\epsilon = 3.1$ kJ/mol; VI, $\epsilon = 2.7$ kJ/mol; VII, $\epsilon = 2.3$ kJ/mol; VIII, $\epsilon = 2.0$ kJ/mol; IX, $\epsilon = 2.0$ kJ/mol. The LJ parameter $\sigma = 0.47$ nm for all interaction levels except level IX for which $\sigma = 0.62$ nm. Four different CG sites are considered: charged (Q), polar (P), nonpolar (N), and apolar (C). Subscripts are used to further distinguish groups with different chemical nature: 0, no hydrogen-bonding capabilities are present; d, groups acting as hydrogen bond donor; a, groups acting as hydrogen bond acceptor; da, groups with both donor and acceptor options; 1-5, indicating increasing polar affinity. Reprinted with permission from S.J. Marrink, J. Phys. Chem. B, 2007, 111, 27, 7812-7824. Copyright 2007 American Chemical Society (Figure A.1).

Martini is not without its own limitations, of which a few key ones are:

1. Martini performs poorly for solid or gas phase simulations.
2. The beads were parameterised with free energies that are themselves dependant on temperature. Thus the use of this forcefield outside the range of 270 – 330 K has been discouraged by the developers.
3. The electrostatics are poor (will be discussed in Section 2.4.1).
4. Martini has no directional hydrogen bonding and therefore protein secondary structure cannot be maintained.

The issues with the secondary structure of Martini proteins was of particular importance to the work outlined here. There are two methods which are often used to maintain...
the secondary structure of Martini proteins: elastic networks (ENs) and the ElNeDyn model\cite{120}. In both cases an EN is used to restrain the protein structure, relative to a reference structure. The reference structure could be an experimental structure or a structure from atomistic simulations. In the first method harmonic restraints between backbone beads are added, up to a user set cutoff. The ElNeDyn model is quite similar to the first approach, but in this model the backbone beads are centred at the C-α position, instead of the centre of mass of the backbone of an amino acid. Harmonic restraints are then added between backbone beads within set cutoff of each other, only if they are separated by more than one position in the protein sequence. This approach has been found to lead to models that have been shown to be able to reproduce local and global deformation of proteins\cite{120}. The parameters of the ElNeDyn model have been studied across a range of proteins and optimised to 500 kJmol$^{-1}$nm$^{-2}$ and 0.9 nm\cite{120}. The ElNeDyn model was used for the majority of proteins studied in this work.

### 2.4 Periodic Boundary Conditions

![Figure 2.6: Diagram of the concept behind periodic boundary conditions in 2D. Note as the red sphere leaves one side of the box in enters on the other side. The shaded box is the primary simulation cell.](image)

For MD, simulating a macroscopic system would be ideal. However, this is not computationally feasible and instead a much smaller number of particles is used. Periodic boundary conditions (PBC) can be used to allow a smaller system to mimic a macroscopic system. PBC involves treating the simulation cell as the primary unit in a lattice of infinitely replicated simulation cells, termed ‘periodic images’ (Figure 2.6). When a particle moves from the primary simulation cell into a periodic image, simultaneously the same particle re-enters the simulation cell from a different periodic image.
2.4.1 Cutoffs

Earlier it was mentioned that the non-bonded terms for a given particle are summed across all pairs in the system. This would be extremely expensive for larger systems and so the non-bonded interactions are ignored at longer distances (e.g. > 1.2 nm). The magnitude of VdW interactions scale as function of $1/r^6$, meaning that they have a negligible effect at longer distances. Electrostatic interactions scale as a function of $1/r$, and so are much larger at long distances. The long range electrostatics can be calculated much faster in reciprocal space, by using the Particle Mesh Ewald’s (PME) method. Therefore most atomistic force fields use the PME method\cite{121,122} to model long range electrostatics.

In CG systems the use of the computationally expensive PME method is usually avoided, as CG electrostatics are known to be poor. In simulations with the Martini forcefield, the lack of solvent dipoles leads to unrealistic shielding of charge\cite{123}. The lack of long-range electrostatics in CG simulations can result in artifacts in the force and potential energy at the cutoff distance. To remove the artifacts in force and energy, the reaction field method can be used\cite{124}. The reaction field method models the long range electrostatics with the analytical solution of the Poisson-Boltzmann equation and assumes a uniform dielectric constant. The advantage of this method is that it requires minimal computational cost to calculate and the resulting electrostatic energy function is continuous across the short-range cutoff. The reaction field method has been found to give better results for the CG model Martini, compared to ignoring the long range electrostatics, with a minimal increase in computational cost \cite{125}. All of the simulations detailed here use the reaction field method, unless stated otherwise.

2.4.2 Neighbour lists

As discussed in Section 2.4.1 it is impractical to calculate pair-wise non-bonded interactions across the entire simulation cell and instead this is only done within a short range cutoff. However, whether an atom $i$ is within the cutoff of atom $j$ still has to be determined. To reduce this cost a Neighbour List\cite{108} is constructed for each atom with a cutoff that is equal to or larger than the non-bonded cutoff; this neighbour list is then updated every $n$ steps. If the update frequency is too low then the atoms in the neighbour list will move out of the cutoff range before the next update, which could result in unfavourable clashes; whereas if it is too high this will significantly slow down the simulation. In the simulations in this work, an update frequency of every 10 steps was used, unless stated otherwise.
2.5 Thermostats and Barostats

Biomolecular simulations involving membranes are carried out using Isobaric-Isothermal conditions, i.e constant number of particles, pressure and temperature, otherwise known as the NPT ensemble. The temperature for a given MD timestep can be obtained from the velocities of the particles

\[ T = \frac{1}{3k_B N} \sum_i m_i v_i^2 \]  

(2.18)

where \( k_B \) is the Boltzmann constant. Similarly the instantaneous pressure of the system can be determined from the pairwise forces

\[ P = \rho k_B + \frac{1}{3V} \left( \sum_{i<j} f(r_{ij}).r_{ij} \right) \]  

(2.19)

where \( \rho \) is the density of the system and \( V \) is the volume of the simulation cell. To maintain the conditions of the NPT ensemble, thermostats and barostats are used to control temperature and pressure, respectively, to defined reference values.

To understand what properties a good barostat or thermostat should have, the exact definition of an ensemble must be explored. In statistical mechanics the ensemble is defined as a collection of a large number of virtual systems that replicate the macroscopic properties of the system of interest. A virtual state can be thought of as a configuration of the system i.e the state of one timestep of an MD simulation (positions, velocities, pressure etc). In fact in the NPT ensemble \( P \) and \( T \) are not constant, but their ensemble averages are constant. From the ergodic hypothesis it is known that the ensemble average of a property is the same as the average of that same property over a long period of time. Thus for an ideal barostat or thermostat:

1. The ensemble or time average should equal the reference value.
2. The distribution of values match the expected ensemble density of states.
3. Changes done by the thermostats do not disrupt system dynamics.

Three common thermostats are the Berendsen, stochastic velocity rescale and the Nose-Hoover thermostats. The Berendsen thermostat scales velocities proportional to the displacement of the instantaneous temperature from the reference value[126]. While the Berendsen thermostat allows for rapid corrections of temperature drifts, it does not maintain the ensemble, and thus is usually only used for the initial equilibration step. The stochastic velocity rescale thermostat builds on the Berendsen method and adds an additional stochastic term that scales the velocities using a kinetic energy drawn from the Maxwell-Boltzmann distribution[127]. This method does maintain the ensemble, but
the random drawing of kinetic energies can result in unrealistic jumps in the dynamics. The Nose-Hoover thermostat adds an extra term to the equations of motion, which acts as a friction term. By definition this thermostat samples the ensemble and does not result in any unrealistic dynamics. However, such accuracy comes at the cost of expensive computation and very slow equilibration to the ensemble average.

Barostats work by altering the volume of the simulation box to control the pressure. The Berendsen and Nose-Hoover barostats work in a similar manner to their thermostat counterparts and thus have the same advantages and disadvantages as described previously. A barostat that scales all box lengths by the same amount is referred to as an isotropic barostat. In systems with lipid bilayers the stress parallel and perpendicular to the membrane surface are very different. Thus it is common to use a semi-isotropic barostat to control the pressure in a system with a lipid bilayer. For a semi-isotropic barostat the changes of box length in the \( x \) and \( y \) dimensions (the plane of the membrane) are the same, but independent to box changes in the \( z \) dimension. The Parinello-Raham barostat is an extension of the Nose-Hoover barostat that allows pressure coupling to be applied separately to each dimension of the simulation cell.

### 2.6 Enhanced Sampling

In an MD simulation the length scales and timescales of simulations are limited by the available computational power. MD simulations sample the phase space of the PES of the system and thus in theory the entire PES could be sampled, if given enough time. The PES of a system often contain a lot of barriers that are difficult to traverse on the timescales of an unbiased simulation. To overcome such issues many enhanced sampling techniques have been developed to allow the accelerated sampling of phase space.

#### 2.6.1 Umbrella Sampling

One popular enhanced sampling method is umbrella sampling (US). Umbrella sampling involves the simulation of a number of “windows”, \( N_w \), in which the molecule of interest is restrained by an additional bias along a reaction coordinate \( \xi \). Typically each window, \( i \), is restrained by a harmonic bias,

\[
U_i(\xi) = \frac{k_i}{2}(\xi - \xi_i)
\]  

of strength \( k_i \) at \( \xi_i \) and then the system is sampled perpendicular to the reaction coordinate. The probability distribution along the reaction coordinate with respect to the biased simulations, \( p_{\text{bias}} \), can be determined. However, what we really want to obtain is the probability of finding the molecule at any point of the reaction coordinate in the
unbiased simulation. The unbiased probability distribution $P(\xi)$ can be obtained using the Weighted Histogram Analysis Method (WHAM). WHAM is defined in the following manner:

\[
P(\xi) = \frac{\sum_{i=1}^{N_w} g_i^{-1} h_i(\xi)}{\sum_{j=1}^{N_w} n_j g_j^{-1} \exp(-\beta(U_j(\xi) - f_j))}
\]  

(2.21)

and

\[
\exp(-\beta f_j) = \int d\xi \exp(-\beta U_j(\xi)) P(\xi)
\]

(2.22)

Here, $h_i(\xi)$ denotes the histogram of the biased simulation, $n_j$ the number of data points in each window and $\beta$ is $1/k_BT$, where $k_B$ is the Boltzmann constant and $T$ is temperature. The statistical inefficiency of a window, $g_i$, can be determined from the autocorrelation time $\tau_i$, $g_i = 1 + 2\tau_i$. The autocorrelation time is often approximated by taking the integral of the autocorrelation function $ACF(\Delta t)$ with lag time $\Delta t$

\[
\tau = \sum_{\Delta t} ACF(\Delta t)
\]

(2.23)

while $ACF(\Delta t) > 0$. A lower weight is given to windows with greater integrated autocorrelation times (IACT) in Equation (2.21). There are two unknown variables in Equation (2.21), the free energy constants of each window $f_j$ and $P(\xi)$. These equations are solved iteratively, using initial guesses for $f_j$ which are put into Equation (2.21) to get $P(\xi)$. Then the initial value of $P(\xi)$ is used to get another set of $f_j$ and this process is repeated until a set convergence threshold is reached.

The potential mean force (PMF) profile is the free energy profile along $\xi$. The PMF can be defined as $W(\xi) = k_B T \ln[P(\xi)/P(\xi_0)]$, where $\xi_0$ is a reference point which is set to have zero free energy. Thus the free energies of a PMF are always relative free energies.

The error in the PMF can be found through a variety of bootstrapping methods. Bootstrapping techniques work by taking a data set, $d$, with $n$ values and generating a number of new data sets, each of size $n$. The probability a given value, $d_i$, is put into a new data set is $1/n$. In the context of umbrella sampling, a data set is a trajectory of $\xi$ values. For each new trajectory generated via bootstrapping a PMF can be calculated. The average and standard deviation along $\xi$ for all generated PMFs results in an average profile along with an uncertainty as a function of $\xi$. However, the probability of each value being selected does not have to be equal and this is the core of the Bayesian bootstrap method.

In the Bayesian method, each value in a data set has a random probability (instead of $1/n$) of being selected for a new data set. The IACT of each umbrella window can also be used to generate a bootstrapped trajectories that account for autocorrelation between values.
2.6.2 Multistate Bennett Acceptance Ratio

The multistate bennett acceptance ratio (MBAR) is a free energy estimator that is equivalent to WHAM in the limit of infinitely small bin size and is thus terms a ‘binless’ free energy estimator[136]. One of the advantages of MBAR over WHAM is that it provides a direct estimation of uncertainties. MBAR allows for the determination of the free energy difference between multiple thermodynamic states and is equivalent to its predecessor, BAR, when there are only two sampled states. To derive MBAR, there must be a total of $N_i$ uncorrelated states, which span a total of $K$ states within the same ensemble (e.g. NPT). The reduced potential energy of a state $i$, $u_i(x)$, can be defined as[136],

$$u_i(x) = \beta(U_i(x) + p_i V(x) + \mu_i^T n(x))$$  \hspace{1cm} (2.24)

where $x$ is a point in configurational space, $V(x)$ is the fixed volume (for NPT) and $n(x)$ the number of molecules in each component of the system (for Grand canonical ensemble). For every state $i$ there is an inverse temperature, $\beta_i$, an external pressure, $p_i$ and a vector of chemical potential energies $\mu_i^T$ for each component of the system.

The reduced free energy difference between two states $i$ and $j$ takes the form,

$$\Delta f_{ij} = f_j - f_i = -\ln \left( \frac{Q_j}{Q_i} \right)$$  \hspace{1cm} (2.25)

where $Q_i$ is the partition function of state $i$. The estimate for the dimensionless free energy, according to MBAR is,

$$\hat{f}_i = -\ln \sum_{j=1}^{K} \sum_{n=1}^{N_j} \frac{\exp(-u_i(x_{jn}))}{\sum_{k=1}^{K} N_k \exp(f_k - u_k(x_{jn}))},$$  \hspace{1cm} (2.26)

which can be solved self-consistently to calculate $\hat{f}_i$ (guess $\hat{f}_i$ to get all $f_k$). The free energy is then compared to a reference state to calculate the reduced free energy difference $\hat{f}_{ij} = \hat{f}_j - \hat{f}_j$. The uncertainty in the free energy difference can be determined from a covariance matrix,

$$\delta^2 \Delta \hat{f}_{ij} \equiv \text{cov} \left( -\ln \frac{\hat{Q}_j}{Q_i}, -\ln \frac{\hat{Q}_i}{Q_j} \right) = \hat{\Theta}_{ii} - 2\hat{\Theta}_{ij} + \hat{\Theta}_{jj}$$  \hspace{1cm} (2.27)

where $\hat{\Theta}_{ij} = \text{cov}(\ln Q_i, \ln Q_j)$. Further details on the estimation of the uncertainty can be found in the original MBAR paper[136].
To calculate the PMF of an US simulation using MBAR, there are a few steps that must be followed. Each state $k$, corresponds to an umbrella window and so the reduced potential of a state can be simplified to,

$$u_k(x) = \beta_k(U_0(x) + U^\text{bias}_k(x))$$ (2.28)

where $U_0(x)$ and $U^\text{bias}_k(x)$ are the potential energies of the original system and the bias, respectively. The unknown term $U_0(x)$ cancels out when determining the free energy difference $\hat{f}_{ij}$ and so can be ignored. The probability of finding the system in PMF bin $i$ can be written as

$$p_i = \langle \chi_i(x) \rangle$$ (2.29)

where $\chi_i(x)$ is a step function that equals 1 if $x$ is in bin $i$ and 0 in all other cases. The probability can then be written as,

$$p_i = \sum_{n=1}^{N} \frac{\exp(-u_n(x_n))}{\sum_{k=1}^{K} N_k \exp(f_k - u_k(x_n))} \chi_n(x_n),$$ (2.30)

where $Q_n$ is the partition function of all $K$ umbrella windows. One powerful element to MBAR is that $p_i$ can be calculated directly from the solutions to Equation (2.26), with no need for addition iterative solving of self-consistent equations. In fact MBAR can be used to calculate any mechanistic observable, that only depends on $x$. It then follows that the reduced free energy of a bin is,

$$f_i = \ln(p_i)$$ (2.31)

if all bins are the same size. This equation can be trivially generalised to take into account bins of different sizes.
Chapter 3

The Flow of Proteins and Idealized Pores Within the Membranes of Gram-Negative Bacteria

3.1 Introduction

In recent years attempts have been made to mimic the function of membrane proteins using artificial nanostructures such as carbon nanotubes (CNTs). The use of CNTs in biomedicine has been of great interest for potential use as imaging agents \[137, 138\], in drug delivery \[139\] and as artificial ion channels. Experimental \[140\] and computational studies \[141, 142\] have observed that functionalized CNTs can spontaneously insert into or translocate across a bilayer. Furthermore the toxicity of a CNT is low if the CNT length and diameter is comparable to the membrane thickness \[143\].

Protein-lipid interactions occur through multiple modes that combine to carry out complex biological processes in the membrane. A number of computational studies have probed the effect of membrane proteins on local dynamics and structure of the membrane \[42, 143, 144, 146\]. The influence of a protein on the dynamics of the surrounding lipids can extend up to 6 nm into the bulk of the membrane \[13, 44, 144, 146\]. Often the effects of protein-lipid interactions on the membrane are different for each leaflet of a symmetric bilayer. In one coarse grain study this was attributed to the asymmetry in the electrostatic environment near the head groups in each leaflet \[43\]. While the electrostatics certainly play an important role, it seems plausible that the shape of the protein may play an equally large role in the observed trends. Many computational
Coarse-grained simulations provide an ideal platform to study protein and lipid diffusion and structure over biologically relevant time- and length-scales. Computational methods have the advantage of being able to study model systems that allow the effects of size and chemistry to be isolated in a way that is not possible with experimental methods. Here a number of coarse-grained simulation systems were constructed in which a single nanopore was embedded in either a mixed phospholipid or Gram-negative outer membrane. The natural nanopores studied here included two Omps, OmpA and OmpF. OmpA is an 8 stranded beta barrel, which is one of the most abundant proteins in the outer membrane and is believed to be necessary for the structural integrity of the membrane. OmpF is a beta barrel trimer which is a cation selective ion channel. Each barrel contains 16 beta strands.

Simple models of OmpA and OmpF were made with functionalised CNTs to probe the difference between nanopores with similar sizes, but with different chemistry and shapes. The effects of changes to the shape of a CNT were also investigated through the construction of a carbon nanoparticle (CNP) hourglass and cone.

Some of the work described in this chapter has been published in previous papers (Figures A.3 and A.4).

3.2 Methods

3.2.1 Nanopore Model Details

Simulations were carried out using the Martini v2.2 forcefield and the GROMACS (version 5.1.4) MD package. The structures for the Omps were obtained from X-ray diffraction data from the Protein Data Bank for OmpA (1QJP, 0.165 nm resolution) and OmpF (2OMF, 0.240 nm resolution). Any missing residues or broken loops were then completed with the MODELLER program. The resulting structure was then coarse-grained to the ElNeDyn model with the ‘martinize.py’ script. The secondary structure was restrained with a 500 kJ mol⁻¹ nm² elastic network with a 0.9 nm cutoff.
Figure 3.1: Some of the nanopores involved in this study A) OmpF B) carbon nanotube (CNT trimer) C) CNT D) CNT symmetric (CNT sym) E) carbon nanoparticle (CNP) cone F) CNP hourglass G) OmpA H) mutated OmpA. key: gray = non polar, yellow = polar, red = positively charged and blue = negatively charged.

The CNT model and bead types used here was based on a previous CNT model[142, 153]. All CNTs had polar ends composed of SNda beads, which is analogous to the partial hydroxylation of the nanotube surface. CNTs were ~ 5.6 nm (14 layers) long with a 2.4 nm hydrophobic core, as these values were comparable to the proteins investigated in this study. The CNT monomer had a diameter of 2.2 nm to best mimic the transmembrane radius of OmpA. Neighbouring particles within each CNT ring and every 4th ring were connected by harmonic bonds with a strength of 20000 kJ mol$^{-1}$ nm$^2$. Angular restraints of 1000 kJ mol$^{-1}$ nm$^2$ were used with equilibrium values of 154 within rings and 90 and 180 between rings.

A simple model of OmpF was composed with a trimer of CNTs, each with a diameter of 30 nm to best match the transmembrane radius of OmpF (CNT trimer). For the each CNT monomer an elastic network with a bond strength of 5000 kJ mol$^{-1}$ nm$^2$ and a cutoff of 1.5 nm was applied within each monomer to maintain the rigidity of the CNT. To keep the CNTs in a trimer a further elastic network (bond strength 5000 kJ mol$^{-1}$ nm$^2$, cutoff 0.6 nm) was applied between all pairs of monomers. The carbon nanoparticle hourglass and cone had minimum and maximum diameters of 1.2 and 2.2 nm, respectively. To maintain the rigidity of each nano-structure a 10000 kJ mol$^{-1}$ nm$^2$ elastic network was used with a cutoff of 1.5 nm.

The hydrophobic core of the CNT and CNT trimer were positioned such that the CNT to match the size of the intracellular domains of their protein counter parts. To assess the effect of the position of the hydrophobic core, an alternate set of CNTs were made with the hydrophobic core centered in the middle of the tube (CNT sym and CNT trimer
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3.2.2 Simulation Details

For the nonbonded interactions and the electrostatics a short range cutoff of 1.2 nm was used, with the potential shift Verlet cutoff scheme. The verlet buffer tolerance was 0.005 kJ mol$^{-1}$ ps$^{-1}$. The electrostatics were modelled with the reaction-field method $\text{(154)}$ with dielectric constants of 15 and infinity for the short range and long range regimes, respectively. The temperature of simulations was 313 K and was controlled with the velocity rescale thermostat (1.0 ps coupling constant). Minimisations used the steepest descent algorithm and were always followed with a short period of equilibration with a semi-isotropic Berendsen barostat (4.0 ps coupling constant). For all production runs the Parrinello-Rahman semi-isotropic barostat, with a coupling constant of 12.0 ps, was used. The neighbour list was updated every 10 steps.

All membranes were generated with the CHARMM GUI web interface $\text{(96, 98, 155)}$ to have dimensions of approximately $23 \times 23$ nm in the $xy$ plane (Figure A.5). The outer membrane composition was based on previous experimental and computational studies $\text{(7, 8, 35)}$. The upper leaflet was solely comprised of ReLPS and the lower leaflet was made up of 90% 16:018:1 phosphoethanolamine (POPE), 5% 16:018:1 phosphoglycerol (POPG) and 5% cardiolipin. A symmetric mixed phospholipid membrane (Mixed) with the same composition as the lower leaflet of the outer membrane model was also generated. LPS was neutralized with calcium ions and then any remaining charge imbalanced was removed through the addition of sodium or chlorine ions. To prevent any localized freezing in solution 2% anti-freezing particles were added. Then each membrane was minimized and equilibrated for up to 6 $\mu$s, until membrane properties converged, using a 20 fs timestep.

Each nanopore was then inserted into the membrane in a transmembrane position and any overlapping residues were removed. An overlapping residue was defined by whether it lay within the concave hull of the protein. Each nanopore was inserted stochastically within a 2D disk in the $xy$ plane with a radius of 3 nm. Insertion of the nanopore was
accepted when the composition change of the membrane upon deletion of overlapping lipids was less than 0.2%. Additional water was then added to simulation such that the height of each simulation box was \(\sim 15\) nm. Following this, each system was minimised, the backbone of the protein restrained and a short equilibration of 50 ns carried out. For each system a production run of 8 \(\mu\)s was then generated using a 10 fs timestep. Further details of all of the simulations in this chapter are described in Table 3.1.

Outer membrane systems are known to have slow dynamics compared to most phospholipid membranes\[35\]. To check the convergence of membrane properties after protein insertion simulations were extended by 6 \(\mu\)s for OmpA and OmpF in a ReLPS OM. All measured membrane properties had converged within 2 \(\mu\)s (fig. 3.2).

**Figure 3.2:** The lipid tails orders (Equation (3.1)) with respect to time for A) OmpA and B) OmpF in an ReLPS outer membrane. C) The area per lipid for ReLPS (top) and POPE (bottom) as a function of time in an outer membrane containing either OmpF (blue) or OmpA (red). D) The area per lipid for repeat simulations of those analysed in C). The averages and errors above were generated from the block average across 100 ns windows of each trajectory.
Table 3.1: This table contains descriptions of the simulations carried out in this chapter that contained a nanopore. The OM membrane was an asymmetric membrane with an upper leaflet of 100% LPS and lower leaflet of 90% POPE, 5% POPG and 5% cardiolipin. The Mixed membrane was a symmetric membrane with the composition of the lower leaflet of the OM membrane. The OM and Mixed membranes were generated with CHARMM-GUI to have the following dimensions 23.9 × 23.9 × 12.0 and 23.2 × 23.2 × 9.4, respectively. The nanopores were then inserted into these two systems and additional water added such that the height of simulation box was roughly 14 nm.

<table>
<thead>
<tr>
<th>System</th>
<th>Membrane</th>
<th>Nanopore</th>
<th>Solvent beads</th>
<th>Time (µs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Mixed</td>
<td>OmpA</td>
<td>41857</td>
<td>2 × 8</td>
</tr>
<tr>
<td>2</td>
<td>Mixed</td>
<td>OmpF</td>
<td>42031</td>
<td>2 × 8</td>
</tr>
<tr>
<td>3</td>
<td>Mixed</td>
<td>CNT</td>
<td>41872</td>
<td>2 × 8</td>
</tr>
<tr>
<td>4</td>
<td>Mixed</td>
<td>CNT sym</td>
<td>41872</td>
<td>2 × 8</td>
</tr>
<tr>
<td>5</td>
<td>Mixed</td>
<td>CNT trimer</td>
<td>43864</td>
<td>2 × 8</td>
</tr>
<tr>
<td>6</td>
<td>Mixed</td>
<td>CNT trimer sym</td>
<td>43864</td>
<td>1 × 8</td>
</tr>
<tr>
<td>7</td>
<td>Mixed</td>
<td>CNP hourglass</td>
<td>41875</td>
<td>2 × 8</td>
</tr>
<tr>
<td>8</td>
<td>Mixed</td>
<td>CNT cone</td>
<td>41799</td>
<td>2 × 8</td>
</tr>
<tr>
<td>9</td>
<td>Mixed</td>
<td>OmpA mut</td>
<td>41857</td>
<td>2 × 8</td>
</tr>
<tr>
<td>10</td>
<td>Mixed</td>
<td>OmpF mut</td>
<td>42031</td>
<td>2 × 8</td>
</tr>
<tr>
<td>11</td>
<td>OM</td>
<td>OmpA</td>
<td>40340</td>
<td>2 × 14</td>
</tr>
<tr>
<td>12</td>
<td>OM</td>
<td>OmpF</td>
<td>40722</td>
<td>2 × 14</td>
</tr>
<tr>
<td>13</td>
<td>OM</td>
<td>CNT</td>
<td>40203</td>
<td>2 × 8</td>
</tr>
<tr>
<td>14</td>
<td>OM</td>
<td>CNT sym</td>
<td>40203</td>
<td>2 × 8</td>
</tr>
<tr>
<td>15</td>
<td>OM</td>
<td>CNT trimer</td>
<td>40195</td>
<td>2 × 8</td>
</tr>
<tr>
<td>16</td>
<td>OM</td>
<td>CNP hourglass</td>
<td>40969</td>
<td>2 × 8</td>
</tr>
<tr>
<td>17</td>
<td>OM</td>
<td>CNT cone</td>
<td>41012</td>
<td>2 × 8</td>
</tr>
<tr>
<td>18</td>
<td>OM</td>
<td>OmpA mut</td>
<td>40340</td>
<td>2 × 8</td>
</tr>
<tr>
<td>19</td>
<td>OM</td>
<td>OmpF mut</td>
<td>40722</td>
<td>2 × 8</td>
</tr>
</tbody>
</table>

3.2.3 Analysis Methods

3.2.3.1 Structural and diffusion analysis

Structural analysis was carried out on the last 4 µs of each production run, unless stated otherwise. The 2D density, lipid tail order and thickness maps of membrane systems were generated using tools developed by N. Castillo et al\[156\]. The contact analysis maps were calculated with in-house tcl script and visualized with VMD\[157\]. The partial density map of a patch of the membrane was calculated using an in house script, which utilized the python module MDAnalysis\[158\] \[159\]. The script was written to mimic the functionality of the GROMACS ‘gmx density’ tool, but could also analyse subsets of a system that changed size over time. The partial density analysis was carried out on the last 1 µs of each 8 µs production run.

The lipid tail order, $S$, is dependant on the angle between each CG bond in lipid tails relative to the $z$ axis, $\theta$, averaged over all lipids and simulation time,
The membrane thickness can be approximated by measuring the distance between the phosphate beads in opposing leaflets. The phosphates bead are often used as the reference beads for membrane thickness, as water rarely permeates past the phosphate beads. There are many ways to calculate the membrane thickness, but here a grid based method was used. First the reference beads (i.e the phosphates) in a given membrane leaflet are projected onto a grid in the $xy$ plane. The size of each voxel in the grid must be tuned to the model resolution and the density of reference beads in each leaflet ($\sim 4 - 9 \, \text{Å}^2$). Note that the grid for each leaflet ($G_u$ and $G_l$) must have the same resolution. Then an average height can be calculated for each voxel in the grid. The thickness is then the difference between the average heights of the $ij$ th voxel of the grid for each leaflet. An average thickness can be obtained by averaging across the grid and/or with respect to time.

The lipid depletion-enrichment index (D-E index) is a measure of the number of lipids in a local region of a membrane that was originally used by Corradi et al. The first step of determining the D-E index was to calculate the number of lipids within a certain cutoff of the protein in each system, where the reference point of each lipid was the molecular centre of geometry. Then the local fraction ($c_{\text{local},l}$ of each lipid type, $l$, within the previously defined cutoff was determined,

$$
c_{\text{local},l} = \frac{n_{\text{local},l}}{n_{\text{local},T}}
$$

(3.2)

where $n_{\text{local},l}$ was the number of local lipids of type $l$ and $n_{\text{local},T}$ was the total number of lipids within the local region. The local fraction of each lipid can then be compared to what would be expected if the membrane density was homogeneous.

$$
\text{D-E index} = \frac{c_{\text{local},l}}{c_{\text{global},l}}
$$

(3.3)

Here $c_{\text{global},l}$ was the fraction of each lipid present in the entire membrane. Thus a D-E index of $> 1$ indicates enrichment, while an index $< 1$ indicated depletion.
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The lateral diffusion coefficient, $D$, of lipids (in the $xy$ plane) was determined by fitting the probability density of a 2D random walk to,

$$P(r, \Delta t) = \frac{r}{2D\Delta t} \exp \left( \frac{r^2}{4D\Delta t} \right)$$

where $P(r, \Delta t)$ is the probability that a lipid centre of geometry moved $r$ nm within a period of time $\Delta t$. The displacement of each lipid was determined across all intervals of $\Delta t$ in an analysed trajectory, to generate the final probability distribution $P(r, \Delta t)$. The probability distribution was fitted to Equation (3.4) to obtain the lateral diffusion coefficient. The centre of geometry of each lipid was used as the reference point for all displacement vectors, as this was found to give the fastest convergence of $D$ to bulk properties, as a function of $\Delta t$.\[43\]

To adapt this method to determine the local lateral diffusion around a nanopore involved the addition of a single extra step. When the displacement vector over $\Delta t$ was determined for a given lipid, it was then binned into 1 nm intervals, based on its distance from the nanopore’s surface. This process was repeated over all intervals of $\Delta t$ in a trajectory, to obtain the lateral diffusion as a function of distance from the nanopore.

The correlation between protein and lipid movement was determined in a similar manner to the lateral diffusion. Over a given time interval the displacement of the centre of geometry of every protein and lipid in the system was measured. The correlation between a pair of protein $(d_p)$ and lipid $(d_l)$ displacement vectors can be determined,

$$c_{pl} = \cos \theta = \frac{d_p \cdot d_l}{|d_p| |d_l|}.$$ 

This process was repeated for all protein lipid pairs across all time intervals and to obtain an average correlation value and the standard error. This analysis method can be applied in an equivalent manner to determine the correlation in motions between lipids by using a single lipid as a reference. The correlation values were binned based on their distance in the $xy$ plane from the reference lipid. To increase the accuracy of the average correlation values, this process was repeated for 20 randomly chosen lipids of the same type.

3.2.3.2 Lipid Clustering Analysis

Lipid Clustering was analysed using a python implementation \[161\] of Density-based spatial clustering of applications with noise (DBSCAN)\[162, 163\]. DBSCAN is a clustering technique that is designed to detect unevenly shaped clusters, which have similar densities; in both cases lipid clustering satisfies these conditions. In DBSCAN first a
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Figure 3.3: Diagram of a DBSCAN cluster, with a point classified as noise (black). Core points are red and are within a certain cutoff distance of at least \( \text{minPts} \) points including the point itself. Border points (green) are within the cutoff of less than \( \text{minPts} \) core points.

Distance matrix of the target system to be clustered is required. There is a lot of flexibility on what this distance matrix can be of, but in this instance it was the 2D distance matrix of the centres of geometry all lipids of interest. Like most clustering algorithms, DBSCAN has parameters that must be set based on user intuition, the distance between two points for them to be connected (\( \epsilon \)) and the minimum number of points in a cluster (\( \text{minPts} \)). A core point is defined as being within \( \epsilon \) of at least \( \text{minPts} \) and these points form a cluster. A point is said to be ‘directly density reachable’ if it is a core point and within \( \epsilon \) of another core point. Any points that are within \( \epsilon \) of core point, but are not necessarily core points themselves are termed ‘density reachable’ (Figure 3.3); non-core points are called ‘border points’. Thus a DBSCAN cluster is composed points that are density reachable from at least a single point in the cluster. Any points that are not part of any cluster are defined as ‘noise’. The choice of these parameters will be further assessed in the following results section.

3.3 Results and Discussion

3.3.1 Choice of Diffusion Observation Time Period

First the bulk diffusion properties of the Mixed and OM membranes, without any proteins present, will be discussed as a function of \( \Delta t \). For the Mixed system, at small time intervals the diffusion values were elevated by particle vibration, but as \( \Delta t \) increased the measured diffusion values converged (Figure 3.4). To determine the value of the lateral diffusion as a function of distance from the nanopore a suitable \( \Delta t \) must be chosen, under the constraint that \( \Delta t \) should not be so large that the lipids move too far from their original positions. The plot of lateral diffusion as a function of \( \Delta t \) showed that the diffusion converged when \( \Delta t \geq 20 \text{ ns} \). As \( \Delta t \) increases the lipids are more likely to have greater displacements (Figure 3.4 B) and this will lead to a loss of locality of the
Figure 3.4: A) Lateral diffusion of a mixed phospholipid system with respect to the time interval ($\Delta t$) sampled across B) Probability density that a lipid is displaced by $r$ for a given time interval $\Delta t$ for a mixed phospholipid membrane (Equation (3.4)). Analysis was carried out on the last 4 $\mu$s of the production run.

diffusion coefficient. Therefore $\Delta t$ was set to 20 ns, as this was the smallest $\Delta t$ that gave bulk diffusive behaviour. This process was repeated for LPS as it has much slower dynamics compared to most phospholipids (Figure 3.5). The $P(r, \Delta t)$ distributions of LPS confirmed their slow diffusion compared to phospholipids; even at large $\Delta t$ LPS was unlikely to have moved over 1 nm. For the same reasons as before, it was found that the optimal $\Delta t$ was 20 ns. Interestingly, as $\Delta t$ increased the fit of $P(r, \Delta t)$ to Equation (3.4) became much worse. In fact, when $\Delta t = 100$ ns the probability distribution had become bimodal, suggesting that the motion of LPS at longer timescales ($> 25$ ns) cannot be modelled by the random walk model.

Figure 3.5: A) Probability density that a lipid is displaced by $r$ for a given time interval $\Delta t$ for LPS in the outer membrane B) Probability density that a lipid is displaced by $r$ for a given time interval $\Delta t$ for LPS. Analysis was carried out on the last 4 $\mu$s of the production run.
3.3.2 Macromolecule Size

Here the effect of nanopore size on the local membrane environment was investigated. In both membranes, the lateral diffusion of phospholipids closest to the larger nanopores was slower than for lipids closest to the smaller nanopores. The lateral diffusion was measured across the last $6 \times 1 \, \mu s$ of each production run to get the standard deviation in $D$ values. In both membranes, the bulk diffusive properties are reached at distance $> 5 \, \text{nm}$. Interestingly, the rates of diffusion were split into two groups (based protein size) for the Mixed membranes, but not for the outer membrane (Figure 3.6). This definitive split in diffusion values seen in Figure 3.6 matched groups of nanopores of similar sizes. The larger the nanopore the greater the perturbation of diffusion within the local vicinity ($< 1 \, \text{nm}$) and the further this effect extended into the bulk region. This matched previous work [43] on protein crowding within coarse-grained membranes that found that lipid dynamics was reduced as protein size increased. It is possible that the concave regions of the OmpF and the CNT trimer also played a role in the reduced diffusion by trapping phospholipids. A diffusion value of $4.5 \times 10^{-7} \, \text{cm}^2 \, \text{s}^{-1}$ was obtained for the bulk of the mixed phospholipid system, which was comparable to previous values from coarse-grained simulations [43] and experiment [164]. No dependency on nanopore size was observed for the outer membrane, an observation which will be discussed in detail later in this chapter.

![Figure 3.6: Lateral diffusion of lipids as a function of distance for a series of nanopores for A) the mixed phospholipid system and B) the inner leaflet of the outer membrane. Each point is the midpoint of 1 nm bins for lipid diffusion. The diffusion was measured across the last $6 \, \mu s$ of a single production run and the errors taken from the standard deviation of the diffusion across $6 \times 1 \, \mu s$ intervals.](image)

3.3.3 Macromolecule Shape

To explore the response of the symmetric membrane to the nanopores in more detail, the structure and dynamics of each leaflet was studied. Diffusion ratios between the
upper and lower leaflet and lipid head group-protein contacts were monitored for the mixed phospholipid membrane. The diffusion ratios between the upper and lower leaflets were determined as a function of distance from the nanopore for $6 \times 1 \, \mu\text{s}$ time intervals to obtain the standard deviation in each value. Comparison of OmpA and the CNT showed that the diffusion in the upper leaflet was found to be slower than that of the lower leaflet at a distance of less than 2 nm (Figure 3.7). The asymmetry in diffusion was explained by the greater number of contacts between the upper leaflet and the nanopore, compared to the lower leaflet. The contacts for the CNT were ordered in rings of homogenous contact numbers, where all regions with contacts were with the polar particles on the carbon nanotube. For OmpA the patterns in the contact maps are far from ordered, as a result of the rough nature of the protein surface. A number of potential binding sites were observed across the surface of OmpA.

![Figure 3.7](image_url)

**Figure 3.7:** Upper row: The ratio of lateral diffusion between leaflets of a mixed phospholipid membrane (18:2:2 POPE:POPG:cardiolipin) with respect to the distance from an embedded nanopore left) carbon nanotube (CNT) middle) OmpA and right) OmpA mutated with bead types present in CNT. The center of geometry of each lipid was used as the reference point for diffusion calculations. The distances are the midpoints of each bin. Lower row: contact analysis (cutoff 0.6 nm) between each nanopore and all phosphate groups in the membrane. Blue and red regions depict regions with low and high contact numbers, respectively.

The diffusion asymmetry profiles for OmpA and CNT were identical, to within the observed errors, which was interesting given their vastly different topologies and chemistry. The same trend was observed for OmpF and its CNT equivalent, the CNT trimer (Figure A.6). The diffusion ratio was approximately one at all distance for the CNT sym and CNT trimer sym nanopore systems, and so the diffusion asymmetry of CNTs could be
controlled by the position of the hydrophobic core (Figures 3.7 and A.6). The nanotube with the shifted core (CNT) had a larger polar surface in the upper leaflet, which caused the observed diffusion asymmetry. For OmpA the determination of the contributions of chemical asymmetry and the shape of the molecule was not as simple. To decouple the effects of nanopore shape and chemistry the OmpA particle types were mutated to match the chemistry of the CNT. OmpA was mutated (OmpA mut) such that the thickness of the hydrophobic core was comparable to that of OmpA (2.1 nm), but with completely polar caps (see Section 3.2). The diffusion ratio profile of OmpA mut was identical, to within error bars, as the profiles of the OmpA and the CNT systems. A comparison of OmpA, the mutant OmpA and the CNT suggested that the asymmetry of diffusion was not strongly dependent on the shape of the molecule. The same process was repeated for OmpF, however in this case there were larger differences between the diffusion asymmetry profiles for OmpF and OmpF mut (Figure A.6).

Previous work linked the diffusion asymmetry of a variety of beta barrels to the number of charged groups in contact with the phosphate groups in the lower and upper leaflet of the membrane [43]. However, although this may have an effect on diffusion asymmetry, the similarity of the diffusion ratio plots of the CNT and OmpA suggested that in many cases this was not the dominating factor. It was hypothesized that the difference in the surface area of polar and charged groups between the upper and lower leaflets was correlated to the diffusion ratio. To probe the validity of this hypothesis, the diffusion ratio less than 1 nm from the nanopore was plotted against the contact ratio between leaflets to polar and charged CG beads in each nanopore. The Spearman rank-order correlation test was carried out, which determined whether two variables were monotonically increasing or decreasing based on maximum coefficients of +1 or -1, respectively. The two tailed p-value was also obtained, which tested the validity of the null hypothesis that the two variables were uncorrelated. If the p-value was less than 0.05 the null hypothesis was rejected. For diffusion ratio vs the phosphate contact ratio a p-value of $4.64 \times 10^{-3}$ and a Spearman coefficient of -0.63 were obtained. Thus there was a reasonable monotonically decreasing correlation between the diffusion asymmetry and available surface area of polar and charged CG beads on a nanopore surface.
Figure 3.8: Upper/lower leaflet diffusion ratio less than 1 nm from the nanopore surface against the upper/lower leaflet phosphate contacts to the polar/charged particles in each nanopore. The contact ratio and diffusion values were determined across the last 4 \( \mu s \) of each production run. Analysis was carried out for all repeat calculations that, involved the mixed phospholipid membrane.

If the surface area of polar and charged residues on the nanopore was the most important factor in determining the diffusion asymmetry of the bilayer then the shape and ratio of charge groups between layers will have a part to play. For example, two nanopores may have the same number of polar particles, but a rough surface would affect the packing of lipid head groups around the nanopore, and thus the strength of binding of nearby lipids to the nanopore. Moreover, it would be expected that a charged particle would contribute more to perturbing diffusion of local lipids than a similarly sized polar residue. Further work could attempt to quantify the effect of nanopore charge by mutating varying amounts of the charged residues of the natural nanopores into polar particles to assess the effect of the electrostatics on diffusion asymmetry. The poor treatment of charges in CG models may also downplay the effects of charge that have been observed here.

While nanopore shape was often not the dominating factor for diffusion asymmetry, it was when determining the effect of a nanopore on the local structure of the membrane. A rough nanopore surface led to a reduction in the local lipid tail order and membrane thickness (Figures 3.9 and 3.10), while the opposite was true for the smooth CNT surface. These observations matched those of a previous atomistic MD study, which investigated the effects of a variety of artificial nanopores on membrane properties [40]. Membrane proteins are known to affect the structural properties of the membrane within a \( \sim 3 \) nm radius. However, from the 2D membrane thickness maps of OmpA and OmpF in a mixed phospholipid leaflet it can be seen that thickness of the bulk membrane slightly
differed between nanopores (Figure 3.10). Such observations are likely to be a product of varying membrane curvatures as a function of nanopore size.

It was observed that the structural effects on the annular region of the membrane were not the same in each leaflet (Figures 3.1 and A.7). Asymmetry in shape, size and chemistry will play a role in the differing trends between leaflets. Structural asymmetry within each leaflet was also observed for the CNT and CNP cone systems, which had similar chemistry, but disparate shapes. The effect of the CNP cone on the local membrane thickness was greater than that of the CNT. Given that both CNT and CNP cone
**Figure 3.10:** Membrane thickness map of a mixed phospholipid membrane centred on an embedded A) CNP cone B) CNT C) OmpF or D) OmpA. The thickness was measured using the phosphate beads (PO4, PO41 and PO42). E) Side on view of the mixed phospholipid system with a membrane OmpA, key: green=saturated chains, purple=unsaturated chains, golden=phosphate beads and blue=amine beads

had a similar hydrophobic core thickness, this suggested that their shape resulted in the observed differences. Therefore it seemed possible that nanopores could be designed to manipulate membrane properties through simple changes to nanopore shape.

The consideration of lipid sorting in multi-component bilayers can have important consequences on membrane structure and the nanopores within. One method to quantify lipid sorting near a nanopore is the D-E index, which signifies the local depletion or enrichment of a lipid type within a cutoff (1.4 nm) of the nanopore. This method was originally used by Corradi et.al [160] and is further described in section 3.2.3. If the
D-E index was greater 1 this suggested enrichment of said lipid type, while less than 1 suggested depletion. Here D-E indices were calculated for all lipids, for each leaflet of the mixed phospholipid systems (Figure 3.11). Each D-E index was calculated from $2 - 8 \mu s$, in $1.5 \mu s$ blocks for both repeats of a single system to get a total of twelve values for each system; these twelve values were then averaged, and the error determined from their standard deviation.

The D-E indices of POPE were $\sim 1$ for all systems, which indicated that there was not much difference between the POPE density near and away from the nanopores. This did not mean that there were no specific POPE binding sites present, as localised enrichment and depletion could have averaged out. Local depletion and enrichment around proteins has been demonstrated by 2D lipid density plots (A.7) in this work and previous work by Corradi et al. [160]. For POPG there was greater variation in D-E indices, although most values lay within a range of $\sim 0.8 - 1.1$. The largest variation from normality was seen for the upper leaflet region of OmpF, where cardiolipin was depleted. It may be the case that there are specific binding sites for PG in the upper region of OmpF. Further analysis showed that the phospholipid headgroups preferred to be in contact with positively charged lysine. However this was a biologically irrelevant point, as in vivo the upper region of OmpF should be surrounded by mainly LPS lipids.

The cardiolipin enrichment varied greatly and brought to light some interesting trends. One area of focus was to investigate how changes in nanopore shape, chemistry and size affected lipid enrichment. A comparison of OmpA and OmpA mut showed little difference between the enrichment indices for both leaflets. This was indicative of the importance of the shape of the protein. To see if nanopore shape was the dominating factor for lipid sorting, the OmpF and OmpF mut systems were also compared. In both the upper and lower leaflet there were differences in the enrichment indices for OmpF and OmpF mut. The upper leaflet in particular exhibited a large ($\sim 0.4$) drop in the D-E index of POPG, upon the mutation of the protein. These trends are in direct contrast with those observed for OmpA and thus it seems their significance requires further consideration. One possibility was that the effect of charge versus shape on the D-E index was proportional to the size of the nanopore. Therefore as the size of the nanopore increases the importance of shape versus chemistry may be reduced. Given the complexity of lipid sorting, the consequences of mutating a protein will vary greatly as a function of the size, chemistry and shape of the protein mutated and the composition of the membrane itself.

Now the results of simple changes of shape was probed across a range of CNP models. There were no significant differences between the D-E indices of the CNT and CNT sym systems. Thus the position of the hydrophobic core in a CNT had little effect on the lipids sorting, but did on the dynamics of the lipids. For all of the CNT and CNP
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Figure 3.11: Depletion-enrichment (D-E) indices for POPE, POPG, and cardiolipin (CDL2) for each protein in the ReLPS membranes. The D-E index was obtained by dividing the lipid composition of the 1.4 nm shell around the protein by the bulk membrane composition; therefore, a D-E index > 1 indicates enrichment, while a D-E index < 1 indicates depletion. Each D-E index was calculated from 2 − 8 µs, in 1.5 µs blocks for both repeats of a single system to get a total of twelve values for each system; these twelve values were then averaged, and the error determined from their standard deviation.
systems cardiolipin was enriched, even though these nanopores had no charge. The D-E index of cardiolipin within the mixed phospholipid system (no nanopores) with respect to other cardiolipin lipids was also found to be $\sim 1.5$. Thus the previously observed cardiolipin enrichment could have been related to lipid-lipid clustering, as opposed to nanopore mediated lipid sorting. There was little difference between the D-E indices around the CNT sym and the CNP cone. Whereas there was a small increase in the enrichment of cardiolipin from the CNT sym to the CNP hourglass; this could indicate a small preference of lipids with lower head to tail volume ratios (e.g. cardiolipin) to cluster around the CNP hourglass.

### 3.3.4 Communication Between Outer Membrane Leaflets

This section will discuss the structural and dynamics differences between the outer membrane and the mixed phospholipid systems. It was expected that the large differences lipid diffusion between the leaflets in the outer membrane would also lead to differences in the effect of a nanopore on its local environment.

![Lateral diffusion of LPS as a function of distance for a series of nanopores in the outer membrane. Each point was the midpoint of 1 nm bins for lipid diffusion. The diffusion was measured across the last 6 $\mu$s of the production run and the errors taken from the standard deviation of the diffusion across $6 \times 1 \mu$s intervals.](image)

The diffusion of phospholipids in the OM was $1 - 3 \, \text{cm}^2 \, \text{s}^{-1}$ slower than that of the equivalent mixed phospholipid system (Figure 3.6). This reduction of phospholipid diffusion in the OM was a result of intercalulation of lipid tails with the slow LPS layer. Surprisingly, LPS showed changes in diffusion as a function of distance from any nanopore (Figure 3.12). The size or type of nanopore also did not appear to have a significant effect on the diffusion of LPS.
The correlation between protein and lipid displacement vectors was determined using Equation (3.5) across 20 ns intervals for OM systems containing a single nanopore (Figure 3.13A and B). The correlation between nanopore and LPS motion was greater than 0.7, even up to 10 nm from the nanopore’s surface. A flow diagram of LPS and nanopore displacement over 100 ns (for OmpA and OmpF) showed that LPS moved in the same direction as the nanopore (Figure 3.13C and D). These observations are a result of inter LPS non-covalent binding by calcium ions, which restrict LPS movement on the timescales available to CG simulations.

At short distances (< 1 nm) the inner leaflet of the OM exhibited smaller correlation to nanopore movement (~ 0.2) compared to LPS. The correlation between phospholipid and nanopore movement quickly decayed to 0 within 3 nm, which was a lot faster than previously observed for symmetric membrane systems[44]. The correlation between nanopore and lipid movement was also determined for the lower leaflet of the
mixed phospholipid systems, to offer a comparison to the inner leaflet of the outer membrane. The correlation between nanopore and phospholipid movement (Figure 3.13B) was $\sim$ 0.2 higher than seen in the inner leaflet of OM and extended 6 nm into the bulk of the membrane, as seen in a previous study of proteins in vesicles [44]. The observed differences in correlation between the mixed phospholipid and outer membrane may have been the result of differences in the correlation of lipid motion between leaflets. A more likely explanation was that the protein motion was very different in the OM, due to the pinning of the surrounding LPS lipids. Thus the reduced correlation between nanopore-lipid motion in the lower leaflet was a reflection of the effect of LPS on nanopore movement.

Now the correlation between the motion of different lipids will be discussed for membrane only systems. The correlation between lipid in each leaflet was measured for the OM and the mixed phospholipid system (Figure 3.14). Further details of the analysis method are provided in section 3.2.3. From Figure 3.14 it was clear that LPS showed no correlation with phospholipid movement; this was not surprising given the difference in diffusion rates between the two leaflets. The inter-leaflet correlation in the the mixed phospholipid system was $\sim$ 0.1 at short distances ($< 1$ nm) (Figure 3.14A). Therefore, when leaflets have similar dynamics the motion between them is slightly correlated and this in turn strengthens the correlation of motion within leaflets. Therefore the observed correlation between protein and lipid movement could be influenced by the correlation of lipid motion within and between leaflets.

The intra leaflet correlation was also determined for all lipids in the OM and mixed phospholipid membranes (Figures 3.15 and 3.16). The correlation between lipids motion is intrinsically related to the time interval, $\Delta t$, used for the analysis method and
so a range of $\Delta t$ were used (2, 10, 20, 100 and 200 ns). For the smallest $\Delta t$ ($\Delta t = 2$ ns), there was significant correlation (0.4) between LPS motion at distances over 6 nm. As $\Delta t$ increased the LPS-LPS correlation increased, until it tended towards 1.00 (when $\Delta t = 100$ ns). For a lipid moving under the 2D random walk model it would be expected that the correlation in motion between lipids would be uncorrelated at large distances; this was further proof that LPS motion could not be modelled with the random walk model. The correlation of motion between lipids of the same type in the outer membrane was found to be greater for cardiolipin, compared to POPE and POPG, for most values of $\Delta t$ (Figure 3.15); the same trend was not observed for the mixed phospholipid system (Figure 3.16). These observations may be indicative of cardiolipin clustering.

**Figure 3.15:** Correlation of lipid motion (see Equation (3.5)) in the outer membrane as a function of distance from a lipid of interest for a) LPS b) POPE c) POPG. The correlation was measured across the last 4 $\mu$s of each simulation every $\Delta t$, where $\Delta t = 2, 10, 20, 100$ or 200 ns.
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Figure 3.16: Correlation between lipids motion as a function of distance (see Equation (3.5)) from the chosen lipid for a) POPE and b) cardiolipin in the upper leaflet of the mixed phospholipid membrane. The correlation was measured across the last 5 µs of each simulation every ∆t, where ∆t = 2, 10, 20, 100 or 200 ns.

Figure 3.17: Order analysis of the lipid tails (Equation (3.1)) of (A) lipopolysaccharide, (B) POPE and the (C) difference between lipopolysaccharide and POPE order parameters (Equation (3.1)) in the outer membrane. (D,E) Density maps of cardiolipin in the outer and mixed phospholipid membrane, respectively. The density was measured using one phosphate particle per lipid and all values normalised by the number of lipids in a given leaflet. Each system was centered around a transmembrane OmpA. Reused with permission from Shearer et al.[149]

Now focus will be shifted to the structural trends observed in the outer membrane system that contained an OmpA. The order and density analysis for the equivalent mixed phospholipid system had a ~ 3 nm region around the nanopore in which the order and density of lipid was different compared to bulk membrane properties (Figures 3.9 and A.7). The order values of LPS tails ranged from −0.1 to 0.70, which matched experimental values for multiple phases of LPS[165]. Similarly, tails orders of POPE varied greatly across the entire membrane and not just the local region around the protein (Figure 3.17B).
Interestingly, regions of high disorder within the LPS leaflet were directly above regions of high order within the lower leaflet. Given that LPS dynamics is much slower than the dynamics of the lower leaflet, this suggested that the order of the tails in the LPS layer determined the order in the lower leaflet.

2D density maps of each lipid type in the lower leaflet of the outer membrane, over 4 µs, showed that there was an increase in density below region of high LPS disorder (Figures 3.17 and A.8). The increase of density below region of LPS tail disorder was particularly pronounced for cardiolipin (Figure 3.17). One possible explanation for these observed structural nano-domains was related to voids in LPS packing caused by reduced conformational freedom of LPS, due to binding between LPS lipids by Ca^{2+} ions. From the correlation analysis it was known that LPS tended to move as a raft, with extremely high correlation between neighbouring LPS lipids. The conformation restriction of LPS was further highlighted by a 2D density map of LPS phosphate groups across 4 µs, where drift motion of the LPS raft was removed by centering the system on OmpA (Figure 3.19). The voids in LPS sugar packing could lead to LPS tails splaying into adjacent voids to maintain the bilayer surface, explaining the regions of high disorder in the LPS layer. Thus the phospholipids in the areas below LPS voids may extend into the regions

---

**Figure 3.18:** Top down view of the upper left quarter (∼11.5 × 11.5 nm in the xy plane) of the outer membrane with a transmembrane OmpA (A) with and (B) without cardiolipin (highlighted in red) shown to emphasize the void in lipopolysaccharide sugar-sugar packing. (C) Side view of cardiolipin cluster (tails highlighted in red) below a void in LPS sugar-sugar packing. The system was centred on the transmembrane OmpA. Reused with permission from Shearer et al. [149]
of high LPS disorder to maximize the hydrophobic interactions with the upper leaflet.

Figure 3.19: Density maps of LPS in the outer membrane systems containing A) OmpA and B) OmpF. The density was measured using a phosphate bead (PO1) per lipid and all values normalised by the number of lipids in a given leaflet. Trajectories were centred on the nanopore. Reused with permission from Shearer et al. [149]

Visualization of a snapshot of the upper left quarter of the outer membrane showed that the large LPS voids in sugar-sugar packing were above areas of cardiolipin clustering (Figure 3.18A and B). A side on view of the largest LPS packing void (circled in Figure 3.18) showed cardiolipin tails in the lower leaflet extended into the upper leaflet, to fill the void caused by poor LPS packing. Clustering of POPE and POPG below regions of high LPS tail disorder was also seen, but to a lesser degree than that of cardiolipin. Cardiolipin may preferentially cluster below LPS voids based on entropic arguments, as it is the largest lipid in the lower leaflet.

It seemed plausible that partial interdigitation could be occurring between leaflets. Full interdigitation would be easily observed from snapshots of a trajectory, but the same is not true of partial interdigitation. To assess the amount of interdigitation in the outer membrane a partial density profile was determined in a 3 nm square patch, centred on the LPS head group void circled in Figure 3.18. For the sake of comparison, the partial density of a 3 nm patch of the mixed phospholipid membrane with a membrane OmpA was also calculated. In the mixed phospholipid membrane the density of phospholipid tails and heads was completely symmetric, with no observable interdigitation. In the density profile of the OM (Figure 3.20A) the tails in the lower leaflet extend closer to the phosphate heads in the upper leaflet, which suggested that partial interdigitation occurred between the lipid tails in each leaflet.

When OmpF was in the OM the same trends caused by voids in LPS packing were observed (Figure 3.21). As before, preferential clustering of cardiolipins was seen below regions of high LPS disorder. There seemed to be little similarity in the size and
Figure 3.20: Partial density profile in the $z$ direction for a $3 \times 3$ nm patch of the OmpA (A) outer membrane and the (B) mixed phospholipid systems, relative to the centre of mass of each membrane - note that in (A) LPS was the upper leaflet of the membrane. The membrane patch had the bounds in the $xy$ plane of $6 < x < 9$ nm and $16 < y < 19$ nm relative to a trajectory centred about the membrane OmpA (refer to Figure 3.17). Key: red, water; blue, lower leaflet phosphate groups; yellow, lower leaflet tails; purple, upper leaflet tails; green, upper leaflet phosphate groups. Reused with permission from Shearer et al. [149]

Figure 3.21: Order analysis of the lipid tails (Equation (3.1)) of (A) lipopolysaccharide, (B) POPE and the (C) difference between lipopolysaccharide and POPE order parameters in the outer membrane. (D,E) Density maps of cardiolipin in the outer and mixed phospholipid membrane, respectively. The density was measured using one phosphate particle per lipid and all values normalized by the number of lipids in a given leaflet. Each system was centred around a transmembrane OmpF. Reused with permission from Shearer et al. [149]
shape of regions of cardiolipin density between the OmpA and OmpF systems, which could suggest that membrane proteins affect LPS packing. Analysis of the OM with no proteins showed that cardiolipin clustering still occurred below regions of low LPS tail disorder (Figure A.9). Thus these trends between leaflets were clearly dependent on the membrane.

Following this the production runs of OmpA and OmpF in the OM were extended to 14 µs. Analysis was then repeated for 8−14 µs of the OmpA and OmpF production runs to see how these structural nano-domains evolved. The same trends of order and disorder between leaflets were observed (Figure 3.22). However the size, number and positions of the structural nano-domains had completely changed compared to Figure 3.17. The size of regions of high cardiolipin density also changed significantly and so it was determined that the effect of the protein on LPS packing and therefore cardiolipin clustering cannot be considered over such small timescales. Analysis of the repeat of the OmpA simulation showed the same general trends of cardiolipin clustering being associated with nano-domains of LPS disorder (Figure A.10). The size and number of domains of increased cardiolipin density was not consistent between repeats.

It was of interest to perform cluster analysis on cardiolipin to search for a parallel between protein type and cluster size frequency. To probe the clustering of lipids in the...
lower leaflet of the outer membrane the current length of simulations in this chapter was not sufficient. Given that the LPS packing takes microseconds to change significantly this was expected to have an effect on the lipid clustering. The following simulations were extended to 90 µs: OM 1) with and 2) without OmpA, and the 3) Mixed membrane. These three systems were chosen to ascertain the effects of membrane asymmetry and the presence of a protein on lipid clustering. Given the computational cost of generating these trajectories only a single repeat of each system was extended. The clustering of both POPG and cardiolipin was determined to provide a comparison between two lipids of the same abundance in the membrane.

To determine which lipids were in a cluster, a python implementation of the DBSCAN method\[161\] was applied, which is further described in Section 3.2.3.2. There are numerous clustering techniques that can be applied and the advantages of DBSCAN lie in that it excels at identifying clusters with similar densities, but inhomogenous shapes; this description fits lipid clustering well. The main difficulty of applying DBSCAN is that it requires the user to choose two parameters that define the nature of what is considered a cluster, the minimum number of points in a cluster \( \text{minPts} \) and the minimum neighbour distance \( \epsilon \). It is quite difficult to justify the use of a certain set of parameters, but a recent review provides some basic guidelines to follow\[163\]. The default \( \text{minPts} \) for 2D data has been found to be 4 (2× number of dimensions)\[166\]; whereas \( \epsilon \) should be as small as possible, however the range of acceptable \( \epsilon \) is very much dependant on the problem at hand. Previous work investigating the clustering of two tailed phospholipids in mammalian cell membranes\[167\] used DBSCAN parameters of \( \epsilon = 1.5 \) nm and \( \text{minPts} = 3 \). Here these parameters are used along with some other variations to show the rigidity of these results to small changes in clustering parameters. The degree of clustering for each cluster size was measured as a fraction of the total number of clusters indentified. Clustering analysis was carried out from 10 – 90 µs in each simulation.

There are two conditions in data science which can be used to maximise the chance of identifying interesting patterns in the data from clustering:

1. A suitable fraction of the data should be in clusters. 1 – 30% of data should not be in any clusters, i.e. 1 – 30% noise.

2. If 20 – 50% of the lipids are in the largest cluster then a smaller \( \epsilon \) should be used.

The two points above are not a measure of the quality of clustering, but instead the degeneracy of the clustering in the dataset. In this case degeneracy refers to absorption of information by larger clusters or noise. To assess the degeneracy of cardiolipin clusters the following were determined for the OM system as a function of \( \epsilon \)\[Figure 3.23\]: the fraction of 1) noise, 2) lipids in clusters, 3) lipids in the largest cluster and 4) the total number of clusters. The minimum number of points in a cluster (\( \text{minPts} \)) was kept...
Figure 3.23: (left) Fraction of cardiolipin in clusters (orange), noise (blue) and in largest cluster (green) as a function of cutoff distance between neighbours ($\epsilon$). (right) The number of clusters as a function of $\epsilon$. All figures are for the ReLPS outer membrane system and clustering was measured between 10 – 90 $\mu$s. The minimum cluster size was 3 for all figures. The dotted line marks the $\epsilon$ used in the chapter (1.5 nm).

Figure 3.24: Fraction POPG and cardiolipin (CDL2) not within clusters, block averaged across 5 $\mu$s blocks from 10 – 90 $\mu$s. Analyses were carried out for three systems, Mixed (90% POPE, 5% POPG and 5% CDL2), the ReLPS outer membrane and OmpA in a ReLPS outer membrane. The lower leaflet of each outer membrane system had the same composition as the symmetric system. The DBSCAN parameters used were $\epsilon = 1.5$ nm and $\text{minPts} = 3$.

constant at 3. The dotted line marks the $\epsilon$ used in this work (1.5 nm). The fraction of noise for the parameters used in this work was greater than 0.8, while less than 1% of the lipids were in the largest cluster; from the view of data science the degeneracy in clustering was too high. If $\epsilon$ was increased to at least 2.5 nm then noise would have been below 30% and the number of cluster would have been maximised. Another heuristic for setting $\epsilon$, that was based on the $k$-th nearest neighbour of the data (where $k$ is the value of $\text{minPts}$), gave an optimal $\epsilon$ of 3.6 nm. However, the best parameters from a data science perspective are not necessarily physically reasonable when analysing a biological system. For example, the motion of lipids greater than 2 nm apart would not be very correlated and so should not be considered to be within the same cluster. Instead, an $\epsilon$ of 1.5 nm used, as this was approximately the distance between second nearest neighbours. Furthermore an $\epsilon$ of 1.5 nm and $\text{minPts}$ of 3 was used in a previous study of lipid clustering in the plasma membrane.
Figure 3.25: (top) Fraction of each clusters of each size, with respect to the total number of clusters, averaged across 5 µs blocks from 10–90 µs for POPG (orange) and cardiolipin (blue). (bottom) Rolling average of cluster fraction, from 10 – 90µs for POPG (orange) and cardiolipin (blue). Analyses were carried out for three systems, Mixed (90% POPE, 5% POPG and 5% CDL2), the ReLPS outer membrane and OmpA in a ReLPS outer membrane. The lower leaflet of each outer membrane system had the same composition as the Symmetric system. The DBSCAN parameters used were $\epsilon = 1.5$ nm and $\text{minPts} = 3$.

First the fraction of noise was averaged across 5 µs blocks for cardiolipin and POPG in each system. (Figure 3.24). In outer membrane systems there were more cardiolipins in clusters, while for POPG the number of clusters did not change significantly between systems. In all cases, the number of lipids in clusters was less than 10% of the total number of a given lipid type. Given the previously observed localisation of cardiolipin density in OM systems, the small fraction of cardiolipin clusters identified with DBSCAN does not make sense. It could be possible that the localisation of cardiolipin density was caused by increased cardiolipin residency times below voids in LPS sugar packing, rather than the formation of large clusters.

Now the size distribution of the identified clusters will be discussed. The number of cluster of each size was presented as a fraction of the total number of clusters. First rolling and block averages of cluster sizes of three ($\epsilon = 1.5$ nm and $\text{minPts} = 3$) were used to assess convergence (Figure 3.25). For the Mixed membrane the clustering fraction oscillated around a mean of $\sim 0.75$ and $\sim 0.85$ for POPG and cardiolipin, respectively. For OM systems the POPG block average converged, whereas there were greater fluctuations in the cardiolipin cluster fractions. The rolling average of cluster fractions showed that in all cases POPG clustering fractions converged. The rolling averages of cardiolipin cluster fraction converged for all systems, except for system with OmpA in ReLPS. It was noted that most of these clusters had lifetimes smaller than 1 ns, which was the time resolution of the trajectory.
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Figure 3.26: DBSCAN cluster analysis from 10 – 90 µs of each trajectory utilising different parameters $\epsilon$ and $minPts$, as a function of cluster size. The standard error in each value was determined. $\epsilon$ sets the distance required between pairs of points to be in a cluster. $minPts$ was the minimum number of points within $\epsilon$ of each other for a cluster to be defined. A more in depth description of DBSCAN was provided in Section 3.2.3.2.

The cluster fraction as a function of cluster size was determined for a number of parameters (Figure 3.26). The additional two sets of parameters tested has either a reduced $\epsilon$ (1.0 nm) or an increased $minPts$ (4), compared to the original parameters ($\epsilon$ = 1.5 nm and $minPts$ = 3). For the original parameter set, more than 90% of clusters were smaller than 5 lipids. There was no difference in the distribution of cluster sizes between the Mixed, or both OM systems for POPG; whereas for cardiolipin clusters were larger for OM systems. What was interesting was that the clustering of cardiolipin appeared to be completely independent of the protein. While this was not definitive proof, smaller proteins may not have a large effect on clustering in the outer membrane.
For cardiolipin and POPG changing the minimum size of the cluster had little effect on the trends observed between systems, but did affect the quantitative values themselves. Changing $\epsilon$ to 1.0 nm had a larger influence on the trends observed. The increase in clustering from Mixed to OM membranes was much less than it was for the original parameter set. Whereas, for POPG the identified clusters exhibited an increase in cluster size when OmpA was in the outer membrane compared to other systems. The curve for the OmpA ReLPS system was identical to when the DBSCAN parameters were $\epsilon = 1.5$ nm and $minPts = 3$. Therefore the clustering density of POPG, for OmpA in ReLPS, was slightly larger than the other systems.
3.4 Conclusions

Coarse grained MD simulations were performed on natural and model nanopores in a mixed phospholipid (18:2:2 POPE:POPG:cardiolipin) bilayer and the Gram-negative outer membrane, to determine the contribution of the shape, size and chemistry on the structural and dynamic properties of bacterial membranes. For systems where the leaflet dynamics were similar, the protein shape, size and chemistry had a major effect on local membrane properties. The magnitude of the reduction in diffusion at short ranges increased with the size of the embedded nanopore. The diffusion of lipids in each leaflet depended on the number of contacts between lipid headgroups and the polar or charged surface of each nanopore. While the effects of the shape of a nanopore certainly played a role in the asymmetry of diffusion between leaflets, for most systems it was not the dominating factor. Further quantification of residue charge could be done by mutating only the charged residues in natural nanopores to polar beads. However, the results of such a study may be hampered by the poor representation of long range electrostatics within the Martini forcefield. A variant of Martini uses a polarisable water model to give a better charge screening in biological systems. The polarisable water model can be combined with PME, to give improved electrostatics in Martini, at a cost of nearly an order of magnitude in simulation speeds. Any in depth study of the effect of mutating charged beads in a protein would benefit from the consideration of multiple CG representations of electrostatics.

For the asymmetric outer membrane the system properties were much more dependent on the structure and dynamics of the slow moving ReLPS layer. LPS motion was extremely correlated to nanopore motion, even at large distances from the nanopore (> 8nm). However, the movements of phospholipids in the inner leaflet of the outer membrane were less correlated to nanopore motion than in the equivalent symmetric membrane. These observations were believed to have been caused by differences in protein motion in the outer membrane system. The local structure around each nanopore was minimally affected by the nanopore in an outer membrane system. Instead, the global structure of the inner leaflet of the outer membrane was affected by the packing of ReLPS. Comparison between the structure and dynamics of outer membranes containing different nanopores and the membrane only system suggested that the nanopore may affect the packing of the ReLPS layer and thus the properties of the lower leaflet. As a general rule, if the leaflet dynamics differ greatly, then the slowest layer will likely dominate the importance of protein-lipid interactions.
Chapter 4

The Interactions Between Outer Membrane Proteins and Membrane Complexity

4.1 Introduction

In Chapter 1 it was discussed how proteins can modulate lipid properties and conversely how lipids can affect protein function. Thus it is key that we understand how protein-lipid interactions affect the biological functions of the cell envelope. Outer membrane proteins (Omps) play a larger number of roles from structural stability, to signalling. The Omps in E.coli are solely comprised of beta barrels that vary in size from 8 – 22 beta strands.

The most comprehensive study of Omps so far has been that of Stansfield et.al[169] who developed a database that automatically inserts proteins into DPPC membranes and performs analysis on the resulting coarse-grained and atomistic simulations. However the behaviour of Omps are not only a function of their structure, but the membrane that they reside in. The outer membrane (OM) is asymmetric with an upper leaflet of mainly LPS and a lower leaflet containing a mixture of phospholipids. The significant differences in structure and dynamics of the outer membrane versus symmetric membrane models have been discussed in previous simulations[35, 149]. The inclusion of an E.coli membrane model in simulations of FecA has been shown to affect both the conformation and the loop dynamics of the protein[103]. A few Omps such as FhuA and OmpF have been known to have specific LPS binding sites[170, 171].

In recent work by Corradi et. al[160] a combination of lipid sorting and lipid-protein interactions were found to form a unique ‘fingerprint’ across a range of proteins in model
plasma membranes. As far as the author is aware there is no such study that has been carried out for a range of Omps in the OM. The length and time-scales required for such a broad study are well suited to coarse-grained models.

Here coarse-grained simulations of OmpA, OmpX, OmpF, FhuA, BtuB and EstA were carried out on a series of outer membrane models with varying LPS levels (ReLPS, RaLPS etc.). The proteins chosen represented a wide range of sizes, functions and oligomeric forms found in the outer membrane. OmpA and OmpX are small monomers, OmpF is a trimer, FhuA and BtuB are large beta barrels and EstA is a multidomain protein. Through studying a range of proteins and LPS levels the aim was to identify patterns in behaviour as a function of protein type and membrane model. A large amount of the work described in this chapter contributed to a recent paper[172].

4.2 Methods

4.2.1 Membranes

There are five outer membrane compositions that were investigated in this chapter. In all cases the lower leaflet contained 90% POPE, 5% POPG and 5% cardiolipin, the composition used in the previous chapter. Three out of five compositions of the upper leaflet were comprised of solely Re, Ra or Smooth LPS (OANT). Here smooth LPS referred to the Ra model used in this work, with an additional O-Antigen chain containing 5 monomer units(Figure 1.3). For the last two systems the upper leaflet was comprised of: 1) a mixture of smooth LPS and POPE in a 4:1 ratio (OANT,PE) and 2) smooth LPS, Ra LPS and POPE in a 2:2:1 ratio (MIXED). These LPS models were all obtained from the CHARMM-GUI ‘Martini Maker’ module[96,155]. The LPS models used here were parameterized by previous members of the group[95,172]. For the sake of comparison a symmetric DPPC system was also studied here. For snapshots of all membrane systems used in this chapter see Figure B.1.

4.2.2 GoMartini: A Flexible Protein Model

Martini force field protein model cannot reproduce the effects of directional interactions (e.g. hydrogen bonding) that are required to maintain protein secondary structure. The standard approach is to restrain the backbone close to a reference structure (usually the crystal structure) with an elastic network model constructed of pairwise harmonic restraints with a set cutoff (the ElNeDyn model) [173]. One issue with the ElNeDyn model is that it assumes the reference structure is close to the true ensemble of structures in solution, which may not be the case. A recently developed model, GoMartini [173],
utilises a Lennard-Jones (LJ) network to maintain the secondary structure of proteins, thus allowing protein folding to be studied at the CG level. The backbone pairs in the LJ network are decided by the contact map of the native protein, which leads to a smaller network compared to the ElNeDyn model. The LJ parameters were set based on the $C_{\alpha}-C_{\alpha}$ distance, $d$, between pairs that formed contacts, such that $\sigma_{ij} = d/2^{1/6}$. Whereas epsilon, $\epsilon_{ij}$, was set to 9.414 kJmol$^{-1}$, as this was found to give behaviour that compared well to atomistic simulations[173]. During this chapter the ElNeDyn model was mainly used, but the effects of the GoMartini model will be discussed.

### 4.2.3 Simulation Protocol

Initial structures for OmpA (1QJP)[53], OmpX (1QJ8)[174], OmpF (3POX)[175], BtuB (1NQE)[176], FhuA (1QFG)[170] and EstA (3KVN)[177] were obtained from the RCSB protein databank. Missing residues or broken loops were added with MODELLER[178] and then missing hydrogens added with PDB2PQR[179]; subsequently the protein was given a transmembrane alignment by the program MemEmbed[180]. Each protein was then fed into the CHARMM-GUI pipeline and inserted into the membranes mentioned in Section 4.2.1. Each protein was coarse-grained using the ELNeDyn model and the backbone beads within a 0.9 nm cutoff restrained with a 500 kJmol$^{-1}$nm$^{-2}$ elastic network. In addition to the previously described simulations, the GoMartini protein model was also used for ReLPS systems containing OmpA and OmpX. The LPS lipids were neutralised with Ca$^{2+}$ ions and remaining charge imbalance with NaCl ions, as needed. An additional 0.15 M NaCl was added to each system to mimic the ion concentrations found in vivo.

All simulations in this chapter were carried out with GROMACS 2016[150] and the Martini forcefield (version 2.2)[152]. Simulations were performed at a temperature and pressure of 323K and 1 bar, respectively and the temperature coupled to a stochastic velocity rescale thermostat with a coupling constant if 1.0 ps. Once the initial structure of each system was generated with CHARMM-GUI, minimisations and equilibration were carried out according to the protocol recommended by CHARMM-GUI[96]:

1. Steepest descent minimisation with soft core potentials
2. Steepest descent minimisation
3. A series of equilibrations with timesteps of 5 and 10 ps and restraints on the lipid headgroups in the Z direction ranging from 200 to 0 for a total of 20 ns - The protein was restrained with a 1000 kJmol$^{-1}$nm$^{-2}$ harmonic restraint. In these steps a Berendsen barostat with a coupling constant of 4.0 ps was used.

Following equilibration, production runs of up to 60µs were run for each system with 2 repeats. All production runs had a timestep of 10 fs and the pressure regulated with a
Chapter 4 The Interactions Between Outer Membrane Proteins and Membrane

semi-isotropic Parrinello-Rahman barostat, with a coupling constant of 12 ps. The full
details of all simulations can be found in Table 4.1. It is worth noting that there was
not enough time to get sufficient simulation data for some of the MIXED systems and
thus any system that had less than 30 µs for both repeats was ignored.

The short range cutoff for non-bonded interactions was 1.2 nm and utilised the Potential-
Shift-Verlet cutoff scheme. The electrostatic interactions were determined with reaction
field with short and long range dielectric constants of 15 and 0 (infinite shielding),
respectively. The Verlet buffer tolerance was set to 0.005 kJmol⁻¹ps⁻¹.

<table>
<thead>
<tr>
<th>membrane protein</th>
<th>membrane</th>
<th>time (µs)</th>
<th>box dimensions (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OmpA</td>
<td>ReLPS</td>
<td>2 × 40</td>
<td>13.0 × 13.0 × 16.2</td>
</tr>
<tr>
<td></td>
<td>RaLPS</td>
<td>2 × 60</td>
<td>13.0 × 13.0 × 18.7</td>
</tr>
<tr>
<td></td>
<td>OANT</td>
<td>2 × 30</td>
<td>13.0 × 13.0 × 27.2</td>
</tr>
<tr>
<td></td>
<td>OANT_PE</td>
<td>2 × 30</td>
<td>13.1 × 13.1 × 26.8</td>
</tr>
<tr>
<td></td>
<td>OANT_RA_PE</td>
<td>2 × 40</td>
<td>13.2 × 13.2 × 26.8</td>
</tr>
<tr>
<td></td>
<td>DPPC</td>
<td>2 × 20</td>
<td>13.5 × 13.5 × 15.8</td>
</tr>
<tr>
<td></td>
<td>ReLPS</td>
<td>2 × 30</td>
<td>13.5 × 13.5 × 16.4</td>
</tr>
<tr>
<td></td>
<td>RaLPS</td>
<td>2 × 30</td>
<td>13.5 × 13.5 × 18.7</td>
</tr>
<tr>
<td>OmpX</td>
<td>OANT</td>
<td>2 × 30</td>
<td>13.0 × 13.0 × 26.8</td>
</tr>
<tr>
<td></td>
<td>OANT_PE</td>
<td>2 × 30</td>
<td>13.5 × 13.5 × 26.9</td>
</tr>
<tr>
<td></td>
<td>OANT_RA_PE</td>
<td>2 × 30</td>
<td>13.4 × 13.4 × 26.8</td>
</tr>
<tr>
<td></td>
<td>DPPC</td>
<td>2 × 20</td>
<td>13.5 × 13.5 × 16.0</td>
</tr>
<tr>
<td>OmpF</td>
<td>ReLPS</td>
<td>2 × 30</td>
<td>16.6 × 16.6 × 16.1</td>
</tr>
<tr>
<td></td>
<td>RaLPS</td>
<td>2 × 30</td>
<td>16.9 × 16.9 × 18.4</td>
</tr>
<tr>
<td></td>
<td>OANT</td>
<td>2 × 30</td>
<td>16.2 × 16.2 × 26.8</td>
</tr>
<tr>
<td></td>
<td>OANT_PE</td>
<td>2 × 30</td>
<td>16.2 × 16.2 × 26.8</td>
</tr>
<tr>
<td></td>
<td>OANT_RA_PE</td>
<td>2 × 30</td>
<td>16.3 × 16.3 × 26.5</td>
</tr>
<tr>
<td>FluA</td>
<td>ReLPS</td>
<td>2 × 30</td>
<td>13.6 × 13.6 × 17.8</td>
</tr>
<tr>
<td></td>
<td>RaLPS</td>
<td>2 × 30</td>
<td>13.1 × 13.1 × 18.7</td>
</tr>
<tr>
<td></td>
<td>OANT</td>
<td>2 × 30</td>
<td>13.1 × 13.0 × 27.1</td>
</tr>
<tr>
<td></td>
<td>OANT_PE</td>
<td>2 × 30</td>
<td>13.1 × 13.0 × 27.1</td>
</tr>
<tr>
<td>EstA</td>
<td>ReLPS</td>
<td>2 × 30</td>
<td>15.8 × 15.8 × 20.1</td>
</tr>
<tr>
<td></td>
<td>RaLPS</td>
<td>2 × 30</td>
<td>15.8 × 15.8 × 20.1</td>
</tr>
<tr>
<td></td>
<td>OANT</td>
<td>2 × 30</td>
<td>15.8 × 15.8 × 26.5</td>
</tr>
<tr>
<td></td>
<td>OANT_PE</td>
<td>2 × 30</td>
<td>15.8 × 15.8 × 26.9</td>
</tr>
<tr>
<td>BtuB</td>
<td>ReLPS</td>
<td>2 × 40</td>
<td>13.0 × 13.0 × 16.7</td>
</tr>
<tr>
<td></td>
<td>RaLPS</td>
<td>2 × 40</td>
<td>13.0 × 13.0 × 18.5</td>
</tr>
<tr>
<td></td>
<td>OANT</td>
<td>2 × 40</td>
<td>13.0 × 13.0 × 30.6</td>
</tr>
<tr>
<td></td>
<td>OANT_PE</td>
<td>2 × 40</td>
<td>13.1 × 13.1 × 26.7</td>
</tr>
<tr>
<td>OmpA (GO)</td>
<td>ReLPS</td>
<td>2 × 30</td>
<td>13.0 × 13.0 × 16.2</td>
</tr>
<tr>
<td>OmpX (GO)</td>
<td>ReLPS</td>
<td>2 × 30</td>
<td>13.5 × 13.5 × 16.3</td>
</tr>
</tbody>
</table>
4.2.4 Analysis

In general analysis was carried out on simulations from 25-30 µs, unless stated otherwise. Analysis was carried out using a combination of GROMACS tools and in house scripts written with the python module ‘MDAnalysis’ as the base. Any images of molecular systems in this chapter were rendered with VMD.

4.2.4.1 Protein Tilt

The Protein tilt was determined by first defining a transmembrane backbone region for all proteins, except OmpF; for OmpF the entire backbone of the trimer was used. The selected regions of the proteins were then used to determine the transmembrane principal axis and subsequently the protein tilt angle was defined as the angle between this principal axis and the z axis.

\[ \theta < 90^\circ \]

\[ \theta > 90^\circ \]

The relative tilt angle was defined as the angle (\( \theta \)) between R and the z-axis (\( z \)) as shown in Figure 4.1. R was the shortest vector between the centre of geometry of a reference residue and the transmembrane principal axis a. The reference residues used for \( \theta \) were Thr 144, Ser 469, and Gly 232 for OmpA, EstA and OmpF, respectively; these reference residues were chosen such that they were on the surface of the protein.

4.2.4.2 Contact analysis

Contact analysis of lipids with each protein were carried out with an in-house script that defined a contact as when the two groups of interest are within 0.6 nm of each other. When there were multiple contacts between a protein residue and a lipid these
were counted as only one contact. Contact maps were generated with a combination of VMD and an in-house script.

4.2.4.3 Membrane Structure and Dynamics

For all membrane thickness methods, the thickness was defined with respect to the phosphate beads, as water does not tend to permeate past the phosphates. For symmetric membranes grid based methods \[156\] are often used to determine thickness. In a grid based method each membrane leaflet is discretised onto a 2D grid and the average reference bead position in each voxel determined. Therefore the thickness is the absolute difference between the 2D grids of the bilayer. However, in the case where one leaflet is a lot less dense in phosphate groups than the other, e.g. the outer membrane, this means that not many thickness values can be calculated. Here Delaunay triangulation was used for thickness calculations as done in a previous software package, APLVORO \[181\]. The thickness was found by finding the projected distance in the z dimension between the phosphate headgroups in one leaflet to the Delaunay triangulation of the other leaflet. Thus thickness values can be obtained with respect to the triangulation of either leaflet. In general the average thickness will not be dependant on the leaflet used for projection; however, 2D thickness maps can show large differences. The method can be adapted to give better estimations of lipid area and membrane thickness near a protein \[181\]. In this work the thickness was measured from the projection from the lower leaflet onto the triangulation of the LPS layer.

The lipid depletion-enrichment indices (D-E indices) and 2D enrichment maps were methods originally used by Corradi et al \[160\]. The first step of determining the D-E index was to calculate the number of lipids within a certain cutoff of the protein, where the reference point of each lipid was the molecular centre of geometry. Then the local fraction \( c_{local,l} \) of each lipid, \( l \), within the previously defined cutoff was determined

\[
 c_{local,l} = \frac{n_{local,l}}{n_{local,T}} \quad (4.1)
\]

where \( n_{local,l} \) was the number of local lipids of type \( l \) and \( n_{local,T} \) was the total number of lipids within the local region. The local fraction of each lipid can then be compared to what would be expected if the membrane density was homogeneous.

\[
 D - E \ index = \frac{c_{local,l}}{c_{global,l}} \quad (4.2)
\]

where \( c_{global,l} \) was the fraction of each lipid present in the entire membrane. Thus a D-E index of \( > 1 \) indicates enrichment, while an index \( < 1 \) indicated depletion. For each system the D-E index was calculated between 10 to 30 \( \mu s \) in 5 \( \mu s \) blocks across both repeats and all eight values averaged to get a final D-E index and standard deviation. A 2D enrichment map for a given lipid type was determined by normalising the density of
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the each voxel of a 2D grid in the $xy$ plane with respect to the average density. Again if the Enrichment percentage is $> 0\%$ then this indicates enrichment, while $< 0\%$ means the voxel is depleted of lipids.

$$\text{Enrichment percentage} = \frac{\text{density}}{\text{average density}} \times 100$$ (4.3)

In membrane systems Equations (4.1) and (4.2) can be applied to either the entire membrane or a single leaflet. In this chapter lipids in each leaflet were considered separately for all enrichment related calculations.

4.2.4.4 Analysis of O-Antigen Structure and Dynamics

Multiple measurements of the relative tilt of the O-Antigen chains were developed based on the normalized end to end vector of each O-Antigen chain. Calculating the angle between the end to end vector and the $z$ axis gave the tilt relative to the plane of the membrane. The values of the tilts were presented as a probability distribution with units of $\cos(\theta)$. Two probability distributions were generated based on whether the lipid A group of each smooth LPS was within 2.5 nm of the membrane protein i.e. in the “local” or “bulk” region. The cutoff was set as 2.5 nm as this is roughly the radius of the annular region based on previous simulations[149, 160]. The relative tilt between pairs of O-Antigen chains was obtained by taking the angle (in units of $\cos(\theta)$) between their end to end vectors, if the chains were within 0.6 nm of each other. Relative tilt values were defined in the range $[-2, 0)$ and $[0, 2]$ if the chains tilted away or toward each other, respectively. Cosine probability distributions were used as they are less sensitive to random fluctuations.

4.2.4.5 Block Covariance Overlap Analysis Method

The block covariance overlap method (BCOM) was developed by Romo and Grossfield and uses a combination of block averaging, principal component analysis (PCA) and bootstrapping[182]. First PCA was carried out on subsets of the trajectory, resulting in the vectors that describes the orthogonal motions of the system and their relative importance. Following this the similarity between the PCA modes in each subset was found via computing the covariance between PCA modes. The trajectory subsets can be obtained through the use of contiguous blocks or via bootstrapping techniques (BBCOM) and computing the ratio between these two methods can estimate the relaxation times of sampling. In both cases the block sizes used were increased incrementally from 0.3 to 30 $\mu$s in 0.3 $\mu$s intervals. For the BBCOM method the number of blocks used was always 10, whereas for contiguous blocks the number of blocks was inversely proportional to the block size. Further details of the mathematical basis of these methods is described in detail in the original paper[182].
4.3 Results and Discussion

4.3.1 Protein Orientation

Protein tilt relative to the membrane can be an important measure of protein-lipid interactions, that is often decided by the oligomerisation state of the protein and hydrophobic mismatch. While the protein tilt can be determined experimentally\cite{183, 184}, MD has been shown to be a powerful tool for such measurements\cite{185, 186}. The protein tilt was determined for all protein containing systems, for at least 20 $\mu$s of simulation time per repeat. In this next section only the results for DPPC, ReLPS, RaLPS, OANT and OANT\_PE membrane systems will be discussed to simplify the discussion of trends. Note that the protein tilts were block averaged across 100 ns intervals to obtain averages and standard deviations. Overall, the trends in protein orientation seen for outer membrane systems (Figure 4.2) were very different from their phospholipid counterparts in the literature\cite{185} and the DPPC systems in this chapter (Figure 4.6). In the DPPC systems both repeats have block averages that do not differ outside measured standard deviations at any point in these simulations. There also was no observable equilibration time at the time scale these results were shown, suggesting that the system relaxed within the first 100 ns of the simulation.

For each LPS system it can be seen that extreme changes ($\sim 10^5$) in protein orientation usually occur within the first 5 $\mu$s of the simulation and often larger fluctuations were present throughout the entire trajectory. It was reasoned that such differences in the timescale of fluctuations in protein orientation was a result of the LPS limiting the rate of change of orientation, compared to regular phospholipid systems. While the protein orientation appears to converge within, and between repeats by the end of the simulation for some systems, this was not always the case. For example, for OmpA in OANT during the early parts of both repeats the tilts were similar, but after around 10 $\mu$s the tilt values diverged from each other by around 8°. It seemed likely that the protein tilt in LPS systems can appear converged over microsecond periods, but is in fact in a metastable state; this really highlights the need for simulations on the 10s of $\mu$s scale when studying LPS.
Figure 4.2: The protein tilt of the trans-membrane region of each protein backbone with respect to the z-axis as a function of time for each repeat. In the case of OmpF, the tilt was determined using the entire protein backbone. Further details of the protein tilt calculation can be found in the Methods section (Section 4.2). Each column corresponds to a single membrane protein, while each row contains a certain level of LPS: ReLPS, RaLPS, and OANT in descending order. The errors were generated from the standard deviation of block averages taken over 100 ns intervals. Reprinted with permission from Shearer et al. [172]. Copyright 2019 American Chemical Society 2019.
The trends observed in tilt angle as a function of LPS level are often unclear. For example, for OmpA tilts average $\sim 12^\circ$ in ReLPS, $10 - 12^\circ$ in RaLPS, around $8 - 10^\circ$ in OANT and $11^\circ$ (although it is still changing linearly) for OANT_PE - there was no obvious pattern in these observations. Similar conclusions can be drawn from four of the other proteins studied here. Some broad patterns can be noted in that the tilts for the larger proteins (FhuA, BtuB and EstA) tend to vary a lot less than the smaller ones (OmpA and OmpX). This is not a surprising observation as the energetic cost of larger proteins tilting is much larger and so will often be avoided if other alternatives such as lipid sorting and membrane distortions are more favourable.

In the case of EstA a clear pattern was observed in the trends of protein tilt as a function of LPS level. EstA tilts were $\sim 8^\circ$ ReLPS, $\sim 20^\circ$ RaLPS and $\sim 11^\circ$ for OANT systems. It was initially thought that a protein with such a large extracellular domain, like EstA, would experience a general decrease in tilt with increasing LPS level as the protein becomes more and more restricted by the sugar region of LPS. Instead, the tilt increased from the ReLPS to the RaLPS system and then decreased when in the OANT system to a value even lower than that seen for ReLPS. Upon visualisation of these systems it became apparent why these initially obscure trends occurred (Figure 4.3). In the RaLPS system (Figure 4.3B) the bulb like extracellular domain can tilt to form preferential interactions with the core sugars in RaLPS, whereas the core sugar region in ReLPS was too short to form these favourable interactions - thus RaLPS had the largest tilt. Going into more detail, in the ReLPS system EstA tilt would have had to have been larger than that of RaLPS to form the same interactions, which was thermodynamically unfavorable (due

![Figure 4.3: Snapshots taken at 30 µs of EstA in the A) ReLPS, B) RaLPS, C) OANT (top view) and D) OANT (side view) systems. Colour key: blue=protein, red=O-Antigen, yellow=core sugars and cyan=phosphates. In the RaLPS system it can be see that the extracellular bulb-like domain of EstA tilts to contact the LPS core oligosaccharides. Reprinted with permission from Shearer et al. [172]. Copyright 2019 American Chemical Society 2019.](image-url)
to larger hydrophobic mismatch and the distortion of the membrane). For the OANT system the LPS had a more extensive extracellular domain than EstA (Figure 4.3C and D) and so EstA was pinned in an upright position by the surrounding O-Antigen chains. It is plausible that for any protein with a significant extracellular domain the level of LPS will have a large effect on protein orientation within the membrane.

So far it has been uncovered that while observed patterns are complex, LPS level can have a profound effect on protein orientation. However, do the same residues always tilt towards membrane? To answer this question the concept of a relative protein tilt was required, such that the direction of tilt towards the membrane can be quantified in a manner that it is invariant to the rotation and translation of the protein in the $xy$ plane. A reference residue was picked on the surface of the transmembrane region of a protein. Then the relative tilt was defined as the angle between the shortest vector, $\mathbf{R}$, between the transmembrane principal axes of a protein and the centre of geometry of the reference residue and the $z$-axis (see Figure 4.2 and Section 4.2 for more details). If the relative tilt was greater than 90° then $\mathbf{R}$ points towards the membrane, otherwise $\mathbf{R}$ points away from the membrane. The relative tilt was calculated for OmpA, EstA
and OmpF using reference residues of Thr 144, Ser 469 and Gly 232, respectively (see Figure 4.4). For all OmpA and most EstA systems the relative tilt for both repeats was similar to within the measured errors. For OmpA the reference residue was always tilting away from the membrane, while for EstA the reference point generally tilted towards the membrane. Interestingly, OmpF could tilt away from or towards the membrane within the different repeats. In the OmpF trimer there was a residue in each monomer that was identical, in type and position, to the reference residue, which may explain the observed inconsistencies across repeats. Thus it can be concluded that the same monomer did not always tilt towards the membrane.

One thing neglected in previous studies of protein orientation was the potential effects of asymmetry of leaflet dynamics on the mobility of the protein in each leaflet. It has been established in this work and previous studies that LPS lipids diffuse significantly slower than most phospholipids. It seemed reasonable that this may have effect on the motion of smaller Omps, such as OmpA and OmpX. Here the mobility of OmpA and OmpX in each leaflet was shown by dividing the transmembrane region of each barrel into two parts in either the upper or the lower leaflet of the membrane. Then the centre of geometry was monitored for each section of the barrel from 0 – 30 µs (Figure 4.5). During the first 20 µs of the OmpA and OmpX simulations the motion in the lower leaflet was significantly larger than in the LPS leaflet; this was particularly pronounced for OmpX. In the last 5 µs of each simulation the motion of the proteins in each leaflet was very similar. For the sake of comparison this analysis was also carried out for
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OmpA and OmpX in a simple DPPC bilayer (Figure 4.6). In both cases the motion of the protein in each leaflet was much more similar during the entire simulation. Thus for smaller Omps in the outer membrane, LPS pins the upper half of the protein, while the lower half moves to achieve the optimal protein orientation. In the literature it has been established that Omp orientation in the membrane is determined by the positioning of rings of aromatic residues with respect to the membrane thickness\[187\]. However, in the case of smaller Omps in the outer membrane this is clearly a far too simplistic conclusion.

In Figure 4.2 particularly poor mismatch between repeats was observed in many OANT and OANT_Pe systems, which was likely due to poor sampling (as will be discussed later in this chapter). In an attempt to improve sampling the simulations for FhuA in OANT and OANT_Pe were repeated at 360 K, for 15 µs per repeat. It was worth noting that this is quite outside the range of temperatures for which the Martini model is known to perform optimally, but was done more as a proof of principle. The protein

---

**Figure 4.6:** The protein tilt (top) and the motion of the protein in the upper and lower leaflet of the membrane as a function of time for OmpA and OmpX in a DPPC system. The protein tilt was determined with respect to the backbone of the transmembrane region of each protein. The errors were generated from the standard deviation of block averages taken over 100 ns intervals. Note that each line corresponds to a single repeat. The barrel of each protein was divided into regions that were in either the lower or upper leaflet of the ReLPS outer membrane based on the centre of geometry of the entire transmembrane region of the protein backbone. The centre of geometry of the protein backbone of each region was then plotted as a function of time for (middle) 0-30 µs and (bottom) 25-30 µs. Before this analysis was carried out each trajectory was centred on the protein’s centre of mass. Reprinted with permission from Shearer et al. [172]. Copyright 2019 American Chemical Society 2019.
transmembrane tilt was measured for these simulations (Figure 4.7) and it was found that while tilt values increased, there was still no overlap between repeats. More aggressive enhanced sampling methods such as replica exchange or umbrella sampling are likely required to solve these sampling issues.

4.3.2 Protein-lipid Interactions

The protein orientation is directly a result of the specific interaction between the protein and the membrane. Thus it is pertinent to discuss how specific interactions vary across protein membrane systems. As protein orientation is often determined by interactions with the lipid headgroup the interactions with the Lipid A headgroup shall be discussed first. Only the results for ReLPS membranes will be discussed as all LPS levels have the same lipid A headgroup. Overall it was observed that Lipid A headgroups prefer to form specific interactions with either basic or aromatic residues, which fits in with the importance of aromatic residues observed for atomistic and CG simulations of symmetric membranes [43, 187] (Figure 4.8). This doesn’t seem too fetched as ReLPS has a very small core sugar region (2 KdO units) and is the LPS in this work that is most similar to regular phospholipids.

While aromatic and basic residues often take up a large proportion of the contacts this does not appear to always be the case and each protein has it’s own unique fingerprint. Contact histograms between these proteins and just the ReLPS phosphates showed that they formed a large contribution to the previously seen interactions with basic residues (Figure B.2). For OmpF and FhuA most interactions with basic residues were with lysine, while for the other proteins the interactions between lysine and arginine were similar. Even when contacts between the two basic residues were similar lysine still tended to have the greater number of contacts. For all proteins but OmpA and FhuA there was a preference for interactions with tyrosine above other aromatic residues.

OmpA was the only protein where basic and aromatic residues did not dominate the contacts formed to the Lipid A headgroup; instead forming strong contacts with polar
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Figure 4.8: Average number of contacts per frame between each residue in a protein and the Lipid A headgroup for 25 – 30 µs across repeats (one repeat has hash markings). Each bar was coloured with respect to the polarity of each residue: red=basic, blue=acidic, orange=aromatic, green=polar and black=non-polar. Reprinted with permission from Shearer et al. [172]. Copyright 2019 American Chemical Society 2019.

Figure 4.9: Snapshots of (A and C) OmpX and (B and D) OmpA in a ReLPS system, taken at 25 µs. Colour key: Lysine (red), Arginine (blue), protein backbone (grey), lipopolysaccharide (LPS) sugars (yellow) and Lipid A headgroup (purple). Reprinted with permission from Shearer et al. [172]. Copyright 2019 American Chemical Society 2019.
residues, such as asparagine and histidine. Comparing to the similarly sized OmpX (8 beta strands), polar residue contact frequencies were half that of OmpA, while contact frequencies with basic and aromatic residues are at least twice as large. Visualisation of the trajectories of each protein system showed that in both cases the extracellular loops of the proteins formed interactions with the ReLPS core sugars and lipid A headgroups (Figure 4.9). Upon further inspection of the composition of the loops it was found that OmpA had less basic residues than OmpX. Previous atomistic simulations in the literature have noted that the extracellular loops of OprH from *P. aeruginosa*, which are packed with positively charged residues, formed stabilising interactions with lipid A headgroups. One significant difference between the behaviours of OmpA and OmpX in the cell is the ability of the former to dimerise [88][188]. The extracellular loops are known to be part of the interface involved in dimerisation [189] and thus it was likely that high concentrations of charged residues could destabilise dimerisation. The degree of dimerisation of OmpA is still a debated topic, however it is thought that OmpA is mostly present in its monomer form in the outer membrane.

Now focus was shifted to how the LPS sugars interacted with these proteins. Contact histograms were determined for the interactions between LPS sugars and the studied proteins for all levels of LPS (ReLPS, RaLPS and OANT) between 25 – 30 µs of each
Figure 4.11: Average number of contacts per frame between each residue in a protein and the LPS core oligosaccharides and O-Antigen (if present) for 25 µs across repeats (one repeat has hash markings). Each row corresponds to a given protein, while each column corresponds to the LPS system the protein was embedded in (see Table 4.1). Every bar was coloured with respect to the polarity of each residue: red=basic, blue=acidic, orange=aromatic, green=polar and black=non-polar. Note that multiple contacts between a single residue and an LPS sugar group were only counted once. Reprinted with permission from Shearer et al. [172]. Copyright 2019 American Chemical Society 2019.
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simulation (Figures 4.10 and 4.11). Similar to the Lipid A headgroups, for most ReLPS systems interactions between sugars and basic residues strongly contributed to the total number of contacts (for most proteins). For RaLPS or OANT systems the contact frequency of basic residues was often not as significant as seen for ReLPS. Comparing the contacts between BtuB and FhuA, which are similar in size and their function in the cell, we would expect them to form similar contacts in different levels of LPS, however this was far from true. For all levels of BtuB the highest contact frequency was with tyrosine, an aromatic residue, while for FhuA it was tyrosine for ReLPS, lysine for RaLPS and OANT. Conversely, all FhuA systems interacted preferentially with the same charged residue (lysine); whereas for BtuB the most prevalent charged residue alternated between aspartic acid and lysine for different levels of LPS. Comparing another two proteins which are very similar in size, OmpA and OmpX, there were again very different trends as a function of LPS level.

EstA showed particularly large changes in contact frequencies between different levels of LPS. For ReLPS the most prevalent contacts were for arginine and aspartate, whereas for RaLPS it was lysine followed by arginine and aspartate and then for smooth LPS (OANT), aspartate. It was interesting that the most frequently contacted residues changed in terms of polarity and charge as a function of LPS level. To understand these trends the relative abundance of arginine, lysine and aspartate residues as a function of extracellular height were studied. There was an abundance of arginine and aspartate residues in the regions which are accessible to ReLPS (Figure 4.10). Large bands of lysine residues (around 5) were present in the middle region of the extracellular domain that were not accessible to ReLPS, which explained the abundance of Lysine contacts seen for RaLPS. For OANT the relative increase in aspartate contacts matched the cluster of aspartate observed in the bulb-like region of EstA, which was only accessible to smooth LPS. While these patterns are not simple, it is clear that the nature of protein-lipid interactions can vary quite a lot based on a protein’s LPS environment and the extracellular domain size.

Another point of interest was how the magnitude of average contacts changed as a function of LPS level. It would be expected that as the level of LPS increased the overall number of contacts would increase, however this was not always the case. In fact, EstA was the only system in which most contact frequencies increased with LPS level, while for other systems values were similar or decreased. In the case of OmpF and FhuA there were large decreases in sugar contacts from RaLPS to OANT systems. This may suggest that when the protein does not have a significant extracellular domain then the O-Antigen chains prefer to lean away from the protein, reducing contacts with sugars in the core region. This effect likely scales with protein size e.g. OmpF.

Across this section there were many cases when the contact frequencies changed between repeats, which again highlighted potential issues with sufficient sampling in LPS systems. It could be argued that the interval for analysis (5 μs) was not large enough and thus
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Figure 4.12: Average number of contacts per frame between each residue in EstA and the ReLPS core oligosaccharides across repeats (one repeat has hash markings) as a function of increasing analysis times. Each row corresponds to a given protein, while each column corresponds to the LPS system the protein was embedded in (see Table 4.1). Every bar was coloured with respect to the polarity of each residue: red=basic, blue=acidic, orange=aromatic, green=polar and black=non-polar. Note that multiple contacts between a single residue and an LPS sugar group were only counted once.

Figure 4.13: Image of crystal structure of FhuA (pdb code = 1QFG) which contains a bound lipopolysaccharide (LPS). The marked residues where within 0.4 nm of the Lipid A phosphate groups. B) Contact map of the coarse-grained (CG) structure of FhuA, between each FhuA residue and the phosphate beads of Lipid A in a ReLPS membrane. The contact analysis was carried out from 25 – 30 µs using a cutoff of 0.6 nm (as is standard for the Martini model). Each residue was coloured based on their respective number of contacts from low (blue) to high (red). The residues identified in A) are marked for the sake of comparison. Reprinted with permission from Shearer et al. [172]. Copyright 2019 American Chemical Society 2019.

The contact analysis was repeated across increasing time intervals of 10 and 15 µs for contacts between EstA and ReLPS sugars (Figure 4.12). From Figure 4.12 it was clear that while the magnitudes of contact frequencies changed, the overall trends remained the same.

It is of importance to compare to experimental results when evaluating the validity of MD simulations and we have done this for OmpF and FhuA. Experimental work of OmpF in RaLPS has found that interactions between LPS and lysine residues are of importance in stabilising the OmpF trimer[171], which matches the prevalence of lysine
contacts reported here. For FhuA the crystal structure [170] used in this work as the basis of the molecular model was bound to a lipid A and so provided a perfect comparison for the evaluation of LPS binding captured via CG MD simulations. To do this a contact map of the interaction of FhuA with LPS phosphates was generated from 25 – 30 µs and compared to the contacts present in the crystal structure (Figure 4.13). Overall the simulations carried out here identified similar regions of FhuA that made contact with LPS compared to the bound Lipid A in the crystal structure.

4.3.3 Membrane Thickness and Lipid Enrichment/Depletion

It is known that proteins can cause both the thinning and thickening of phosphate membrane within the annular region [44, 50]. This often is the driving force for lipid sorting or oligomerization of protein-protein complexes [55]. Here Delaunay triangulation was used for the thickness calculations, based on methods used in a previous software package APLVORO [181]. More details of how this method worked are discussed in Section 4.2. First the thickness was determined as a function of time for each repeat (Figure 4.14). In most cases thickness values changed rapidly within the first 2 µs and then subsequently converged within 15 µs. Furthermore there was agreement between the thickness values between repeats for all systems, except FhuA in OANT. There was usually around a difference of 0.1 nm between the thinnest and thickest membranes.

Then the thickness was determined as a function of distance from the protein surface to quantify local modulations in thickness. This analysis was carried out between 25 – 30 µs of each simulation and the values in each bin averaged across repeats (Figure 4.15). For every protein except EstA the addition of a protein always caused membrane thinning with a local region of 2 nm. Beyond the 2 nm mark the thickness plateaued to the bulk

\[ \begin{align*}
\text{Thickness (nm)} & \text{ for each outer membrane system ReLPS (blue), RaLPS (orange), OANT (red), OANT PE (green) and MIXED (purple). Analysis was done over 0 – 30 µs of both repeats and the values in the bins from each repeat were combined to determine the average and standard deviations. The membrane thickness was measured using the phosphate beads in each leaflet.}
\end{align*} \]
thickness of around 3.7 – 3.8 nm, as observed for the average thickness with respect to time (Figure 4.14). The magnitude of thinning at the membrane surface seemed to lie between 0.3 – 0.4 nm. In the case of EstA only Re and RaLPS systems showed significant thinning at the surface, whereas for OANT and OANT,PE systems a thinning of ~ 0.1 nm was observed. However, as this value is well within the estimated errors it is unclear if the observed thinning is significant. What was interesting here was the possibility that the presence of an O-Antigen chain, which lay in the extracellular region, could modulate the effect of a protein on the local membrane thickness. One explanation was that the interactions of the smooth LPS sugars with the EstA extracellular domain caused the order of LPS tails to increase such that sugar-EstA interactions were maximised. So the effect of the additional sugar interactions may outweigh the hydrophobic mismatch.

One question of importance was where does the consistent thinning effect originate from and is it a result of lipid sorting in the region of the protein? To these ends the lipid enrichment/depletion index (DE index) was determined around each protein (lipid centre of geometry within 1.4 nm) for the lipids in the inner leaflet of ReLPS systems using the method outlined by Corradi et al. [160]. The 1.4 nm cutoff for enrichment and depletion was chosen such that the first and second nearest neighbours of the protein were included. Similar to the work by Corradi et al. for symmetric systems [160], a pattern of lipid types was observed around each protein (Figure 4.16B). Overall there was no enrichment or depletion observed for PE or PG lipids within the region around proteins, whereas the DE index observed for cardiolipin varied greatly between different proteins. Cardiolipin was either depleted from the protein or neither depleted nor enriched. It was unusual
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Figure 4.16: A) 2D lipid density analysis for the ReLPS outer membrane systems. Density maps were done for (bottom left) the entire Re lipopolysaccharide (ReLPS) lipid, (top left) 16:018:1 phosphoethanolamine (POPE), (top right) phosphatidylglycerol (POPG), and (bottom right) cardiolipin (CDL2) lipid phosphate beads and were averaged over 2530 µs. The density maps are colored by enrichment (> 0) or depletion (< 0) of each lipid type with respect to the average density of a given lipid type. B) Depletion-enrichment (D-E) indices for POPE, POPG, and CDL2 for each protein in the ReLPS membranes. The D-E index was obtained by dividing the lipid composition of the 1.4 nm shell around the protein by the bulk membrane composition; therefore, a D-E index > 1 indicates enrichment, while a D-E index < 1 indicates depletion. The D-E index was calculated from 10 to 30 µs in 5 µs blocks for both repeats to get eight values for each system; these eight values were then averaged, and the error was determined from their standard deviation. Reprinted with permission from Shearer et al. [172]. Copyright 2019 American Chemical Society 2019.

that cardiolipin displayed such different enrichment levels around each protein compared to PG.

While the DE-index allowed for a more local picture of lipid sorting, given our understanding of LPS systems from the previous chapter, the lipid sorting across the entire membrane should be considered. Thus contact maps between the protein and PG, combined with 2D enrichment maps of each lipid type were determined for each simulation and cross-referenced to find potential binding sites (Figure 4.16A and 4.17). FhuA and BtuB had a few PG binding sites. In the case of FhuA there were three binding sites that were persistent between repeats; one of these binding sites was directly below the region of Lipid A binding shown in the crystal structure (PDB code = 1QFG, see Figure 4.13). Whereas for BtuB two persistent PG binding sites were seen in the lower leaflet. For both proteins there were additional areas of PG enrichment, however these regions were not persistent between repeats.

For cardiolipin there were a lot of clusters that formed outside the 1.4 nm cutoff set for the previous D-E index analysis; this trend was repeated across all six proteins studied here. The most extreme clustering of cardiolipin, in terms of size and magnitude of enrichment, was observed for FhuA (Figure 4.16A). The areas of cardiolipin enrichment
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Figure 4.17: 2D lipid density analysis for the ReLPS outer membrane systems. Density maps were done for the entire Re lipopolysaccharide (ReLPS) lipid, 16:0-18:1 phosphoethanolamine (POPE), phosphatidylglycerol (POPG) and cardiolipin (CDL2) lipid phosphate beads and were averaged over 25–30 μs. The density maps are coloured by enrichment (> 0) or depletion (< 0) of each lipid type with respect to the average density of that lipid. Reprinted with permission from Shearer et al. 172. Copyright 2019 American Chemical Society 2019.
Figure 4.18: 2D lipid density analysis for a FhuA ReLPS system for A) the entire membrane, B) all membrane lipid tails, C) and D) phosphate beads and lipid tails in the lower leaflet of the membrane averaged over 25 – 30 µs. The density maps are coloured by enrichment (> 0) or depletion (< 0) of each lipid type with respect to the average density of that lipid. Reprinted with permission from Shearer et al. [172]. Copyright 2019 American Chemical Society 2019.

also corresponded to regions of LPS tails depletion in the upper leaflet. This inter leaflet pattern in enrichment was also observed for all other ReLPS simulations in this chapter (Figure 4.17) and in previous work for just OmpA and OmpF in ReLPS [149]. Now that this pattern has been observed in a much broader study it is clear this is a general feature of outer membrane systems.

One important question to answer was how the depletion and enrichment of certain lipid types affected the overall density within the membrane. To ascertain the answer to this question, 2D enrichment maps were calculated for: the entire membrane, all tails beads, lower leaflet phosphates, and lower leaflet tails for the FhuA system shown in Figure 4.16 (Figure 4.18). For the entire membrane and all lipid tails, there were regions of depletion and enrichment, respectively, that coincided with cardiolipin clustering. (Figure 4.18A and B). Furthermore the lower leaflet headgroups and tail groups were both enriched at regions of cardiolipin clustering. Taking the previously noted trends into account this inferred that the LPS headgroups were depleted within the regions of cardiolipin clustering.

For the sake of comparison the 2D enrichment maps were also determined for different components of the MIXED system containing OmpA between 25 – 30 µs (Figure 4.19). POPE was the least abundant lipid component of the upper leaflet of the MIXED system (2 : 2 : 1 smooth LPS: RaLPS : POPE in the upper leaflet) and appeared to be trapped in small domains of the membrane, with no lipid sorting occurring with the
surrounding LPS (Figure 4.19A). Both RaLPS and smooth LPS formed interconnected regions (Figure 4.19B and C) that spanned large areas of the membrane (up to 8 nm in one direction). As seen in the ReLPS systems (Figure 4.16 and 4.17), large clusters of cardiolipin formed near the protein and outside the annular region (Figure 4.19D). Furthermore, regions of the most prevalent cardiolipin clustering corresponded to depletion in POPE and depletion of rough and smooth LPS tails. Overall, in the lower leaflet there was an increase in the enrichment at regions where cardiolipin clustering occurred (Figure 4.19E). The Cardiolipin clustering in these systems did not appear to be modulated by different amounts in areas containing solely smooth or rough LPS.

It has been well established in this work and within the literature that LPS diffuses at a rate of at least an order of magnitude less than typical phospholipids [23, 35, 105]. However, the rate of lipid sorting has not been discussed, but is important for sufficient sampling to occur and for understanding the macroscale phase dynamics of LPS. The rate of lipid sorting was calculated from the lifetime of a lipid at the protein surface via the lipid survival probability $P(t + \Delta t)$. The lipid survival probability, $P(t + \Delta t)$, described the probability that a lipid was still at the protein surface after time $\Delta t$ has passed [190]. First the lipid survival probability was determined for 20–40 $\mu$s and 40–60 $\mu$s for both repeats of the RaLPS system. Then $P(t + \Delta t)$ was fitted to a sum of two exponential functions to obtain slow and fast relaxation constants for the decay of the survival probability of each lipid type. The minimum value of the sum of exponentials, $C$, was referred to as the decay limit (Table 4.2) and was expected to tend
Figure 4.20: Lipid survival probability of RaLPS (red), POPE (blue), POPG (green) or cardiolipin (orange) being bound to OmpA at $t$ and $t + \Delta t$ vs $\Delta t$. A lipid was defined as bound if it was within 0.6 nm of the protein surface. $P(t + \Delta t)$ was calculated from 20-40 and 40-60 $\mu$s for both repeats and the results were averaged and a double exponential fit to the resulting points (dotted lines). Note that $\gamma_f$ and $\gamma_s$ are the fast and slow relaxation constants of the double exponential and $A$, $B$ and $C$ are constants. The standard deviation of each set of points are shown here as a transparent area, while the averages are the transparent line. Reprinted with permission from Shearer et al. [172]. Copyright 2019 American Chemical Society 2019.

to 0. For PE and PG lipids the fast decay constants were on the order of the resolution of the trajectory (1 ns), whereas the slow decay constants (96.3 ± 2.5 and 83.5 ± 3.9 ns) were comparable to previously measured values for phospholipids in Martini systems [190, 191]. The Cardiolipin slow decay constant was an order of magnitude larger than the other phospholipids, which could be due to its comparatively large size and ability to form nanodomains of cardiolipin; which further hampers lipid sorting and diffusion. For RaLPS the decay limit was 0.96 ± 0.21 and the slow decay constant 1330.2 ± 59874.5 ns; a sign that RaLPS did not undergo lipid sorting on the timescales of these simulations.

<table>
<thead>
<tr>
<th>Lipid Type</th>
<th>Fast Decay (ns)</th>
<th>Slow decay (ns)</th>
<th>Decay limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>RaLPS</td>
<td>1.8 ± 19.2</td>
<td>1330.2 ± 59874.5</td>
<td>0.96 ± 0.21</td>
</tr>
<tr>
<td>POPE</td>
<td>7.2 ± 0.7</td>
<td>96.4 ± 2.5</td>
<td>0.07 ± 0.00</td>
</tr>
<tr>
<td>POPG</td>
<td>6.3 ± 0.6</td>
<td>83.5 ± 3.9</td>
<td>0.6 ± 0.00</td>
</tr>
<tr>
<td>Cardiolipin</td>
<td>12.1 ± 12.0</td>
<td>246.0 ± 29.4</td>
<td>0.09 ± 0.01</td>
</tr>
</tbody>
</table>

Table 4.2: The lipid survival probabilities shown in Figure 4.20 were fit to a double exponential to obtain the fast and slow decay constants for the on and off rates of each lipid type in the system. The Decay limit was the minimum value of the equation shown in Figure 4.20 i.e. the constant $C$. Averages and standard errors were determined from 20 $\mu$s blocks (20 – 40 and 40 – 60 $\mu$s) of both repeats. Adapted with permission from Shearer et al. [172]. Copyright 2019 American Chemical Society 2019.
4.3.4 Orientation of O-Antigen Chains Within the Outer Membrane

Understanding the structure and dynamics of O-Antigen chains is important as they form a chemical and physical barrier to permeation into the cell. Previously the interactions between sugars and each protein was discussed and now the behaviour of the O-Antigen chains will be investigated. A number of methods were developed to analyse the O-Antigen tilt with respect to the z axis and neighbouring LPS lipids. First the tilt of the end-to-end vector of each O-Antigen chain was calculated with respect to the z axis and divided into “local” and “bulk” regions. The “local” region was defined by any lipid A section of smooth LPS that was within 2.5 nm of the protein surface. A radius of 2.5 nm was chosen, as this was the rough radius of a membrane protein’s influence on the structure of surrounding lipids. The pairwise tilt angle between chains was determined by calculating the angle between the end-to-end vectors of pairs of neighbouring O-Antigen chains. For both the tilt and the relative tilt the results were presented as probability distributions with respect to the tilt angles in units of \( \cos(\theta) \). The pairwise tilt angles took values in the interval of \([2, 0]\) if the O-Antigen chains tilted towards each other, and \([-2, 0]\) if they did not. A cosine distribution was used, as this was known to be flat in the case of random motion, and thus made meaningful trends easier to discern. The distributions for tilt and pairwise tilt were calculated from 25 – 30 \( \mu \)s for all OANT systems (Figure 4.21).

For the bulk regions of O-Antigen the tilt was rarely less than 0.7 (\(>45^\circ\)), however the local regions had tilts as large as 60° (0.5). A positive correlation was observed with the size of Omgs and the degree of tilting in the local region. This observation was particularly pronounced between OmpA and OmpF. For EstA large amounts of tilting in the local region was also observed, despite the transmembrane area of EstA being more similar to OmpA than OmpF. The increased tilting for EstA clearly reflected previous observations that smooth LPS formed significant interactions with the extracellular region of EstA. While both OmpA and OmpF had significant maxima in tilt near 0°, for EstA the maximum peak at \( \sim 18^\circ \) (\(\sim 0.95\)) was much larger. This may reflect that O-Antigen chains near EstA tilt to maximise interactions with the curved surface of EstA. Whereas in the bulk regions the most likely tilt angle was always around 5°. The pairwise tilts were distributed mainly between \([-60^\circ, 60^\circ] \) (\([-1.5 \text{ to } 1.5 \cos(\theta)\]) . In all cases the most probable tilt angle was around \(\pm 15 - 25^\circ\). After the most probable angle the probability gradually decays to 0, with no other local maximums, which showed the highly packed nature of the O-Antigen chains (Figure 4.22C). The propensity of the chains to tilt toward or away from each other was quantified by taking the integral of each probability distribution across \([2, 0]\) for total change of tilting towards each other and integral of \((0, 2]\) for those tilting away from the each other. The integral of the region where chains pointed towards each other was 0.57 (OmpA and OMPX), 0.58 (FhuA), 0.62 (BtuB) and 0.60 (EstA and OmpF). Given that the integral of the entire probability distribution would be 1 then the O-Antigen chains preferred to tilt towards
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Figure 4.21: Probability distribution of (top) O-Antigen chain tilt with respect to the z axis and the tilt between neighbouring pairs of O-Antigen chains for 25 – 30 µs of the OANT systems (bottom). The tilt of a single O-Antigen chain was calculated using its end to end vector. For the chain tilt with respect to the z axis, two probability distributions were generated for smooth lipopolysaccharides (LPS) closer than 2.5 nm (blue line) or further than 2.5 nm away from a given proteins surface (red line). For the pairwise O-Antigen distributions if the chains tilted towards each other the angle was positive; in all other cases the angles would be negative. Angles are presented in units of cos(θ) where θ is an angle. For the pairwise O-Antigen relative tilt angles, if the chains tilted towards each other cos(θ) takes the range [0, 2]; in all other cases the angles are between (-2, 0). Reprinted with permission from Shearer et al. [172]. Copyright 2019 American Chemical Society 2019.

Each other. This is in line with atomistic simulation by Wonpil et al, who showed tenting of O-Antigen chains around OmpF [93].

Now the effects of increasing membrane complexity will be discussed. The tilt and relative tilt analysis was carried out, as previously done, for OANT, OANT PE and MIXED systems for OmpA, OmpX and OmpF (Figure 4.22A). As additional components were added to the upper leaflet the maximum tilt observed increased up to 110° (around 0.35 cos(θ)). Interestingly, the most probable tilt in all of the systems remained at around 10° for the bulk region, but the distribution broadened in the MIXED systems. For the smaller OmpA and OmpX proteins there was a higher chance of having a tilt less than 0.25 cos(θ), than the OmpF system. Upon visualisation of these systems it was seen that in the OmpF systems it was unlikely for the chains to tent over the protein or lie directly on the protein surface, although this did happen in one repeat (Figure 4.22D). Whereas for OmpA or OmpX proteins had a lower radius, which allowed O-antigen chains to interact with each other across the edges of the protein.

Moving onto the relative tilt trends, broadening of distributions as a function of a reduction in O-Antigen packing was observed. As the membrane complexity increased there was (Figure 4.22B-E) a reduction in the packing of O-Antigen chains, which allowed for increased chain flexibility. The thickness of the O-Antigen layer was inversely
The O-Antigen did not fully block the pore of any of the ion channels in this work; only one system (Figure 4.22D) had a pore partially blocked by smooth LPS. Furthermore O-Antigen chains would often tilt away from clusters of POPE or RaLPS in favour of maximising sugar-sugar interactions with minimal chain tilting (Figure 4.22). Contacts between O-Antigen and OmpF, in the system shown in Figure 4.22D, were determined for all residues (1-340) of the OmpF trimer. As in the atomistic study by Wonpil et.al [93] proportional to overall density of the O-Antigen layer. The integral of the region of the probability distribution for chains tilting toward each other ([0, 2]) was calculated for MIXED systems and values of 0.59 (OmpA), 0.68 (OmpX) and 0.75 (EstA) were obtained. Thus as with the OANT system in the MIXED systems tenting of O-Antigen chains was favoured. From these observations understanding the complexity of the upper leaflet is vital if we are to further explore how the outer membrane functions as a chemical and physical barrier.

Figure 4.22: A) Probability distribution of (top) O-Antigen chain tilt with respect to the z axis and the tilt between neighbouring pairs of O-Antigen chains for 25 – 30 µs of the OANT (green), OANT_PE (purple) and MIXED (orange) systems (bottom). Note that the dashed lines corresponded to the bulk region of the membrane 2.5 nm from the protein surface. B) Side view snapshot of OANT_PE system with a membrane OmpF. Top view snapshots of C) OANT, D) OANT_PE and E) MIXED systems. All snapshots were taken at 30 µs, with the following colour key: protein = grey, O-Antigen = red, LPS core oligosaccharides = yellow, lipid A = cyan and gold and 16:0-18:1 phosphoethanolamine (POPE) lipid in the upper leaflet = blue. Subfigures B and D were reprinted with permission from Shearer et al. [172]. Copyright 2019 American Chemical Society 2019.
Figure 4.23: Average number of contacts per frame between each residue in each monomer in the OmpF timer (total of 340 residues per monomer unit) in the OANT system shown in Figure 4.22 A and D. The contact analysis was carried out between $25 - 30 \mu s$ of the simulation. Reprinted with permission from Shearer et al. [172].

Copyright 2019 American Chemical Society 2019.
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of OmpF in a smooth LPS OM model, significant contacts with parts of the loops L4 (residues 160 – 172), L5 (residues 197 – 209), L6 (residues 237 – 253), and L8 (residues 318 – 330) were observed. Compared to the atomistic study, less extreme tenting of O-antigen chains near OmpF occurred at the CG resolution. One explanation for this reduced tenting for the CG model lies with the reported stickiness of Martini sugars that can lead to over favoured clustering of sugars[192].

4.3.5 The Effect of Different Coarse-grained Protein Models

So far the trends discussed in this chapter have covered the behaviour of the proteins and membranes as a function of protein and membrane complexity. However, the effects of available model changes on these systems have yet to be discussed. The directional interactions responsible for secondary structure (e.g. hydrogen bonding) cannot be reproduced by the Martini model, as they are coarse-grained out upon dimensionality reduction. Therefore it is common to use elastic networks to maintain the secondary structure of CG proteins [120]. The ElNeDyn model assumes that the reference structure the protein is restrained to, often the crystal structure, is representative of the protein’s conformations in solution, which is not always the case. Recently a new coarse-grained model was developed (the Go model [193]) and then later applied to Martini (GoMartini [173]), which utilized a LJ network to restrain protein interactions. The LJ network means that the protein secondary structure can fold and unfold, while still maintaining good agreement with atomistic models [173]. Further details of this model are discussed in the methods section (Section 4.2). Simulations using the GoMartini protein model were run for OmpA and OmpX in ReLPS for 30 µs (see Table 4.1).

To compare behaviour of the ElNeDyn model to the GoMartini model a series of protein focused analyses was carried out, the first of which was the calculation of each protein’s transmembrane tilt (Figure 4.24). The protein tilts for OmpA and OmpX using the GoMartini model was comparable to the elastic network model (Figure 4.2) in terms of average magnitude and fluctuations. This was not completely unexpected as for rigid

![Figure 4.24](image-url)

**Figure 4.24:** The protein tilt of the trans-membrane region of each protein backbone with respect to the z-axis as a function of time for each repeat. Further details of the protein tilt calculation can be found in the Methods section (Section 4.2). The errors were generated from the standard deviation of block averages taken over 100 ns intervals.
beta barrels such as OmpX or OmpA, the replacement of an elastic network with the GoMartini model was likely to have a less noticeable effect. The only flexible parts of beta barrels are the loops or turns present in the intra or extracellular regions of the protein (Figure 4.25).

Next, the RMSD and RMSF of the protein backbone was determined between 20 – 30 $\mu$s for both the EINeDyn and GoMartini models, for the OmpA ReLPS membranes (Figure 4.25). Note that the loops regions were defined based on the crystal structure and previous atomistic simulations\cite{53,189}. From the RMSD it was clear that the GoMartini model differed from the crystal structure the most; this was not unexpected as the EINeDyn model is designed to reduce deviations from the crystal structure. For the EINeDyn model most loop regions retained their flexibility, but the flexibility of terminal strands and turns were greatly reduced or disappeared completely. For the GoMartini model there was substantial flexibility in the terminal chains and the turns, as predicted by atomistic simulations\cite{189} and experimental work\cite{53}. Interestingly the RMSDs, in particular for GoMartini, are quite different between repeats, but this
was not reflected by the protein tilts (Figures 4.2 and 4.24), which is more proof of poor sampling in these systems.

The GoMartini model appeared to more faithfully reproduce the underlying dynamics of the protein, but it was unclear how much of an effect this had on the protein-lipid interactions. To this effect the protein contact histogram was determined for the last 5 \( \mu s \) of each simulation and compared to the results of the ElNeDyn model (Figure 4.8). Both OmpA and OmpX reproduced the trends previous observed with the ElNeDyn model: OmpX preferred contacts with basic and aromatic residues, while OmpA showed the same surprising affinity for primarily polar and non-polar residues. To give a more direct comparison the difference in contact frequency per residue between the GoMartini and the ElNeDyn models (GoMartini \(-\) ElNeDyn) was averaged across repeats (Figure 4.26). For OmpX there was a significant decrease in tyrosine interactions in the GoMartini system, along with a net increase in polar and non-polar interactions. Whereas for OmpA there was an decrease in polar interactions and an overall increase in non-polar interactions. In both cases there was an overall decrease in unfavourable hydrophobic interactions between the lipid head groups and the protein surface. The differences between the two models was rarely more that four contacts per frames, which
was not dissimilar to the difference between repeats. Thus Figure 4.26B may hold no significance, other than further emphasising a lack of reproducibility between repeats.

4.3.6 Let’s Talk About Convergence

The message throughout this chapter has been one of “sometimes it converges, but often it does not”. The term ‘convergence’ has been defined by whether qualitative and quantitative trends are reproduced across repeats. One common way of measuring convergence is to take a time series of an observable and deem a simulation has converged when this value oscillates around the mean. However, such methods are often not the best ways of measuring convergence and can be subjective to positive bias via human judgement. In this section a few ways to determine if sufficient sampling has been achieved will be investigated. Detailed tests of convergence will be performed on the longest ‘apparently converged’ trajectory simulated here, OmpA in RaLPS (2 × 60 µs).

The RMSD of a protein backbone is a common observable for the measurement of protein structure sampling. The RMSD measures the deviation of a protein backbone during the simulation from a reference structure (Figure 4.27); in this case the reference structure was the first frame of the simulation (for reasons that will become apparent in due course). The RMSD showed that significant structural changes can occur at the beginning of the simulation until eventually the RMSD oscillates around an average - from this it could be concluded that the protein dynamics in these simulations had converged. RMSD is a collective variable that has quite a bit of degeneracy in how many structural conformations a single RMSD value can correspond to; therefore the protein could still be undergoing significant conformational changes. So can anything better be done?

Drawing from a recent review on the assessment of errors and sampling in molecular simulations[194], further tests of convergence will now be discussed. The RMSD can be computed with respect to all other frames in the simulation to produce a frame vs frame RMSD matrix (Figure 4.27). In all systems the RMSD along the diagonal was 0, as this is the self term of the matrix. On-diagonal blocks of similar RMSDs can be interpreted as showing the number of states that the protein visits, while off-diagonal blocks indicate that the system is revisiting previous states. This revisiting of previous states is necessary for good sampling to have occurred[194]. For OmpA in DPPC on and off diagonal blocks were observed throughout the simulation. In particular, there were two main states of the protein in the simulation. The transition between the two main states occurred at 16 µs. Interestingly, these changes in state did not seem to affect the transmembrane tilt in the membrane (Figure 4.6). So while it appeared like the protein tilt had converged, the protein was still experiencing changes in conformation at the end of the simulation. Off-diagonal blocks of low RMSD were observed from 1 – 16 µs, which suggested that the protein was revisiting previous areas of sampling. The change
of state at the end of the simulation may be a temporary transition before moving back to the state sampled from 1 – 16 µs, but only further simulation could confirm this.

The RMSD matrix for OmpA in RaLPS showed quite different trends to the DPPC system (Figure 4.27). In the RaLPS system there were two on diagonal blocks of similar low RMSDs and no off-diagonal blocks. Therefore it was clear that OmpA was undergoing significant conformational changes, but adequate sampling could not be confirmed. The change in protein state at around 40 µs also coincided with when the protein tilt plateaued (Figure 4.2). For the RMSD matrix of EstA in RaLPS there was smaller variance in RMSD values in any given slice of the matrix. Upon closer inspection there appeared to be a large block of similar RMSDs that started at around 10 microseconds. Interestingly, this again coincided with when the protein tilt plateaued (Figure 4.2). Thus it can be tentatively assumed that the simulation of EstA in RaLPS had converged.

The RMSD matrix estimated the global sampling through the observation of a single observable during a trajectory; however, again human judgment was required to determine convergence. The next method to be discussed can quantify the relaxation times in a system and whether sampling is sufficient. This method is called block covariance analysis (BCOM) and uses a combination of block averaging, PCA and bootstrapping. PCA is widely used in data science as a method to decorrelate noise in complex data or split up independent modes of motion in molecular systems. To carry out BCOM, first PCA was carried out on subsets of the trajectory, resulting in the vectors that describe the orthogonal motions of the system and their relative importance. Following this the similarity between the PCA modes in each subset was found via computing the covariance between PCA modes. This process is then repeated over increasing subset sizes. As the size of the subsets increases the similarity between
Figure 4.28: (top) Covariance overlap between modes of principal component analysis (PCA) across blocks of contiguous frames (blue) and blocks made via bootstrapping (red). This analysis was carried out for OmpA in RaLPS for two subsets of the system: 1) the lipid phosphates and 2) the protein backbone. A covariance overlap of 1 indicated that sufficient sampling may have occurred. (bottom) Ratio between BBCOM and BCOM. Further details can be found in the methods section (Section 4.2).

The blocks should increase (i.e. covariance between subsets should tend to 1) as is dictated by the ergodic limit. The subsets of a trajectory can be obtained through the use of contiguous blocks or via bootstrapping techniques (BBCOM). The ratio between the covariance of BCOM and BBCOM as a function of block size can be used to estimate the relaxation times of sampling in a system. In both cases, the block size was increased incrementally from 0.3 to 30 µs in 0.3 µs intervals. For BBCOM the number of blocks used was always 10, whereas for contiguous blocks the number of blocks was inversely proportional to the block size.

The BCOM and BBCOM methods were carried out on two subsets of the RaLPS system containing OmpA: 1) the protein backbone and 2) the phosphates of RaLPS. These subsets were chosen to assess the sampling in important parts of the simulation separately and to reduce the computational expense of this method. In both cases the covariance overlap of the BBCOM converged to ~1 within 30 µs. Whereas for BCOM, the covariance was lower than the BBCOM equivalent and never reached 1. At short block sizes there was likely to be a large amount of correlation within blocks, which would result in poor covariance overlap between blocks. As the block size reached the same order of magnitude as the length of the simulation bootstrapping was likely to create trajectories with identical frames, resulting in erroneously high overlap values. The BCOM was normalised by the BBCOM results and the resulting ratio was fit to a double exponential, for both membrane and protein components (Figure 4.28). The phosphates in RaLPS
had decay constants of 0.16 and 12.3 \( \mu s \), while the protein backbone had decay constants of 0.03 and 163 \( \mu s \). In both cases the BCOM covariance overlap never reached 1 and so these simulations had not converged. Thus it was questionable whether the measured decay constants could be used to estimate the relaxation time. Overall it can be concluded that the OmpA in RaLPS system had not converged, which agreed with the previously discussed RMSD matrix.

A further convergence test was to measure the standard error in the protein tilt as a function of block size, for OmpA in DPPC and RaLPS. As the block size increases, if the system is well equilibrated the standard error will plateau \[194, 195, 202\]. The standard error of the DPPC system plateaued when the block size reached 2 \( \mu s \) to a value of \( \sim 0.12^\circ \) (Figure 4.29A). Whereas for the OmpA RaLPS system the standard error never plateaued, again suggesting that sampling was insufficient.

<table>
<thead>
<tr>
<th>Observable</th>
<th>DPPC</th>
<th>ReLPS</th>
<th>IACT (ns)</th>
<th>OANT</th>
<th>OANT_PE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Protein tilt</td>
<td>3.25 ± 0.25</td>
<td>1120 ± 391</td>
<td>1452 ± 262</td>
<td>1525 ± 267</td>
<td>1934 ± 468</td>
</tr>
<tr>
<td>Membrane thickness</td>
<td>1.57 ± 0.00</td>
<td>992 ± 272</td>
<td>1396 ± 400</td>
<td>3996 ± 518</td>
<td>3255 ± 651</td>
</tr>
<tr>
<td>Density</td>
<td>1.50 ± 0.00</td>
<td>1.50 ± 0.00</td>
<td>1.50 ± 0.00</td>
<td>1.80 ± 0.29</td>
<td>1.51 ± 0.00</td>
</tr>
<tr>
<td>Energy</td>
<td>1.50 ± 0.00</td>
<td>11.9 ± 5.45</td>
<td>555 ± 84.7</td>
<td>1328 ± 158</td>
<td>1293 ± 212</td>
</tr>
<tr>
<td>Lipid tail orders</td>
<td>1.54 ± 0.01</td>
<td>133 ± 20.8</td>
<td>71.9 ± 22.8</td>
<td>93.7 ± 21.6</td>
<td>62.7 ± 20.3</td>
</tr>
</tbody>
</table>

Table 4.3: The integrated autocorrelation times (IACTs) of a range of observables averaged across all six proteins in this study. The protein tilt and membrane thickness were calculated as described in the methods section (Section 4.2). The density and total energy was calculated for the entire system. The IACT lipid tail orders were determined for each tail separately and then averaged. For outer membrane systems only the tail orders for LPS were determined. In all cases the reported error was the standard error.
It would be interesting to quantify the decorrelation for a range of observables across DPPC and OM systems. Thus the integrated correlation time (IACT) were calculated for the protein tilt, membrane thickness, density, energy and LPS tail orders for all DPPC, ReLPS, RaLPS, OANT and OANT_PE systems and then averaged across the six proteins in this chapter (Table 4.3). The IACTs for observables in DPPC systems were always below 10 ns, with very small standard errors (< 1 ns). In contrast, the IACTs of observables within LPS systems varied by multiple orders of magnitude and were much larger than their respective values for DPPC. The protein tilt and membrane thickness of OM systems took 1 – 5 µs to decorrelate, with errors on the order of 100s of nanoseconds. The lipid tail orders tended to decorrelate quickly (within 150 ns) which suggested that the limiting factor in system relaxation was the LPS head and sugar groups. Interestingly, the IACTs of the energy, membrane thickness and protein tilt were positively correlated with increasing LPS size. It should be mentioned that these values are not guides for convergence, but simply measured the time taken for observables to decorrelate from their starting values.
4.4 Conclusions

In this chapter six outer membrane proteins OmpA, OmpX, OmpF, BtuB, FhuA and EstA were studied in a variety of outer membrane models that totalled milliseconds of simulation time. It was seen that proteins formed unique interactions across all protein sizes and LPS levels. The observed patterns were often not consistent across the same level of LPS or proteins with similar sizes or functions. The amino acids LPS preferred to form contacts with also varied in both charge and polarity across different levels of LPS. In a few cases, such as EstA, gradients in amino acid abundance as a function of extracellular height explained the observed changes in lipid-protein interactions. Transmembrane beta barrels have rings of aromatic residues at both ends of the protein, which have been commonly thought in the literature to dictate protein orientation\cite{187}; however, here it was shown that this was an oversimplification for smaller beta barrels. Instead, the protein orientation has been shown to depend on the LPS level, especially when the protein has a significant extracellular region. For the smaller barrels the asymmetry in diffusion between leaflets can knock onto the dynamics of the protein in each leaflet; often LPS pins the protein, while the bottom half moves to the optimal orientation in the phospholipid lower leaflet.

As in the previous chapter, LPS dependant clustering of cardiolipin was observed across all proteins and multiple levels of LPS - confirming this was a property of outer membrane systems in general. For systems that contained smooth LPS, O-Antigen tilt was found to be a function of the size of the protein cross-section and extracellular domains. Furthermore, through the introduction of phospholipids or rough LPS to the upper leaflet of a smooth LPS outer membrane, the thickness of the O-Antigen layer could be modified. In all of the systems studied here the O-Antigen chains did not envelope membrane proteins or block access to transmembrane ion channels. Given that the outer membrane is a major barrier for antibacterial molecules, understanding how this barrier changes as a function of system complexity is key to future work. Here the groundwork has been laid for future studies to build upon with increasingly complex membrane models.

In this work the effect of LPS level on protein orientation and interactions has been probed, but there are other important factors that have been neglected here. In particular, it is known that the outer membrane is a crowded environment and this would definitely have an effect on the behaviours of the proteins; whether from the effect of crowding on membrane properties, or the binding of protein to other proteins or the cell wall\cite{203}. One simple study that could form the basis of such work would be to investigate OmpA crowding and its effect on protein and membrane properties. OmpA is known to be one of the most abundant outer membrane proteins\cite{204}, on top of known binding to the cell wall\cite{203,205}. 
While the work carried out here utilised state of the art simulation lengths (30–60 µs), in many cases systems were insufficiently sampled even after 60 µs. Across all simulations there was minimal lipid sorting, which would suggest the need for simulations nearing millisecond timescales for sufficient sampling to occur. Currently such timescales are not practical, even for coarse grained simulations, and so the use of enhanced sampling for outer membrane systems is likely to be key in future work.
Chapter 5

Lipid Extraction in the Gram-negative Cell Envelope

5.1 Introduction

The outer and inner membranes form important barriers to the transport of antibiotics into Gram-negative bacteria. In particular, the outer membrane has been shown to provide a large barrier to both non-polar and polar small molecules \[90, 206\]. Unlike phospholipid membranes, the outer membrane is thought to not exhibit passive diffusion of small molecules across the membrane; instead diffusion generally occurs via porins\[102\]. The impenetrability of LPS by most small molecules is a result of a combination of factors. The LPS sugar groups act as a barrier to polar and anionic groups, while the core of the membrane blocks nonpolar compounds. Further to these points, LPS is tightly packed by divalent cations that contribute to a reduction of LPS diffusion by an order of magnitude\[35\].

Quantifying the stability of each lipid component in the cell envelope is important for understanding mechanistic processes that involve the membrane, such as peristaltic motions of lipids or cell fusion. Lipid stability in the membrane can be quantified through the determination of the free energy of extraction of a single lipid. So far the only known study of the free energy of lipid extractions in the outer membrane was that of lipid A in a coarse-grained bilayer\[207\]. Furthermore, most simulation studies of lipid extraction or membrane permeation have not included the effects of integral proteins on the ease of lipid extraction\[90, 208, 209\]. Bacterial membranes are crowded with proteins, which should have a significant effect on lipid stability in the bilayer.
Umbrella sampling\[210\] (US) has been used to determine the free energy of a range of biomolecular phenomena, such as membrane permeation\[90, 102, 211\]. One difficulty of applying US to large and complex systems, such as membranes, is a lack of convergence due to insufficient simulation times. US can be applied to larger systems through the use of coarse-grained models, such as Martini\[109\]. In recent work, a combination of umbrella sampling and coarse-grained models were used to reproduce the experimentally known preference of the GRP1-PH protein for PIP\(_3\) (a lipid) over PIP\(_2\[212\]. This work and other such studies\[213, 214\] have shown the validity of using coarse-grained models to study the relative free energy of protein-lipid binding.

The work in this chapter was split into two components: 1) Compare the PMFs of the extraction of different lipids in the inner and outer membranes. 2) Investigate the effects of AqpZ on lipid extraction in the inner membrane. In this chapter a cumulative total of milliseconds of coarse-grained US simulations were run. AqpZ is a water efflux pump that is found in the inner membrane of \textit{E. coli} as a homotetramer\[70\]. AqpZ was chosen to study the effect of crowding on lipid extraction, as it has a preference for binding cardiolipin\[71, 105, 215\] over other common phospholipids.

### 5.2 Methods

#### 5.2.1 Simulation Parameters

For this chapter the GROMACS\[150\] MD package (version 2018) and the Martini (version 2.2) force field\[109–112\] was used for all simulations. Simulations were run at a temperature of 323 K and a pressure of 1 bar. The temperature was controlled with the stochastic velocity rescale thermostat with a coupling constant of 1.0 ps. Equilibration steps used the Berendsen semi-isotropic barostat with a coupling constant of 4.0 ps, whereas for production runs the Parrinello-Rahman barostat with a coupling constant of 12.0 ps was used. A timestep of 10 fs was used for all US simulations or systems containing proteins; in all other cases the timestep was 20 fs. The short range cutoff for non-bonded interactions was 1.2 nm and utilised the Potential-Shift-Verlet cutoff scheme. The electrostatic interactions were determined with reaction field with short and long range dielectric constants of 15 and 0 (infinite shielding), respectively. The Verlet buffer tolerance was set to 0.005 kJmol\(^{-1}\)ps\(^{-1}\). The LPS models used here were parameterised by previous members of the Khalid group\[95\].
5.2.2 System Setup

The outer membrane model consisted of an upper leaflet of ReLPS and a lower leaflet of 90% POPE, 5% POPG and 5% cardiolipin. The second membrane studied in this chapter was the symmetric inner membrane (75% POPE, 20% POPG and 5% cardiolipin).

The initial coordinates of the protein AqpZ (2ABM)\cite{70} were obtained from the RCSB protein data bank. Any missing residues or broken loops were added with modeller\cite{178} and then missing hydrogens added with PDB2PQR\cite{179}. Then the AqbZ tetramer was generated and given a transmembrane alignment by the program MemEmbed\cite{180}. The initial coordinates of each system were generated with the CHARMM-GUI web interface\cite{96}. AqpZ was coarse-grained using the ‘martinise.py’ script\cite{152} to the ElNeDyn model\cite{173} and the backbone beads within a 0.9 nm cutoff of each other restrained by a 500 kJmol\(^{-1}\)nm\(^{-2}\) elastic network. The elastic network was applied between, as well as within, monomer units of AqpZ. Three systems were generated: an outer membrane model, and an inner membrane model with and without the AqpZ tetramer. The initial dimension of the system with and without a protein were \(\sim 18.6 \times 18.6\) and \(\sim 12.0 \times 12.0\) nm, respectively. LPS lipids were neutralised with calcium ions and then any remaining charge was balanced out with sodium ions. The system was then minimised and relaxed with a short period of equilibration (30 ns), following which additional solvent was added to give a box height of 20 nm. Once the solvated system was minimised and then equilibrated, a 10 \(\mu\)s or 5 \(\mu\)s production run was carried out for outer and inner membrane systems, respectively. Snapshots of all of the systems used in this chapter are shown in Figure C.1.

5.2.3 Choosing a Collective Variable

The first step of US is often to decide what is the reaction coordinate of interest to measure the PMF along. The reaction coordinate is also often referred to as the collective variable (CV). The choice of CV is very important for US and can determine whether free energy barrier of the process of interest is correct \cite{216} and the simulation time required. There are a few basic guidelines for choosing a suitable CV for the enhanced sampling of any system:

1. The chosen CV should be able to distinguish the initial and final states and any intermediate configurations of interest.

2. Similar to the last point, each CV value should represent a minimal area of conformational space.
Chapter 5 Lipid Extraction in the Gram-negative Cell Envelope

Figure 5.1: Figure comparing the centre of mass reference group and the cylinder reference group, with respect to a molecule of interest and the membrane. The cylinder reference group allows for the CV to be calculated within a cylinder of radius $r_c$ of the molecule of interest. $d$ describes the reference distance between the centre of mass of the membrane or subset of the membrane and the lipid being pulled. Note that the centre of mass of the membrane did not include the pulled lipid.

Figure 5.2: The weight of an atom’s contribution to the CV, $w$, as a function of distance $r$ from the long axis of the cylinder reference groups (see Figure 5.1) used in this chapter. Cylinder reference groups implemented in GROMACS or plumed were used. The radii of the cylinders for the GROMACs and plumed methods were 3.5 and 4.0 nm, respectively (Equations (5.1) and (5.3)).

The CV for lipid extraction is usually the $z$ component of the distance, $d$, between a reference group for the extracted lipid and the membrane (Figure 5.1). Thus the simplest CV would use the centre of mass of the pulled lipid and the membrane as the reference groups. For small membranes this is a reasonable CV, but as we move to larger systems (> 10 nm in the $xy$ plane) this CV gives a PMF that is dependant on the size of the membrane. A more local membrane reference group is the centre of mass of the atoms within a cylindrical projection (of radius $r_c$) around the pulled lipid (Figure 5.1). For lipid extraction the long axis of the cylinder was in the direction of the CV path (i.e. the $z$ axis). As the atoms in the membrane can dynamically leave or enter the cylindrical projection, the contribution of atoms are weighted (Figure 5.2) to prevent large jumps.
in force. For GROMACS the functional form of the weight is,

\[ w(r) = \begin{cases} 
1 - 2 \left( \frac{r}{r_c} \right)^2 + \left( \frac{r}{r_c} \right)^4, & \text{if } r < r_c \\ 0, & \text{otherwise} \end{cases} \]  

(5.1)

where \( r_c \) is the radius of the cylinder and \( r \) the distance of an atom from the long axis of the cylinder. The use of the cylinder reference group, for US simulations, has been shown to give PMFs of membrane permeation that are independent to membrane size\(^{217}\).

To compare lipid extraction CVs in the context of the OM and IM, four different CVs were trialed. The CVs were varied based on the reference groups of the pulled lipid and that of the membrane. The reference group for the lipid was either a phosphate bead or the glycerol linker (GL0) for cardiolipin (HEAD), or the centre of mass of the entire lipid (COM). For ReLPS, the HEAD reference group was the centre of mass of both phosphate beads. The reference group of the membrane was either the center of mass of the membrane (MEMB), or the center of mass of a cylindrical projection, of radius 3.5 nm, centered on the pulled lipid (CY). There were four CVs that covered every combination of reference group:

1. COM_MEMB
2. HEAD_MEMB
3. COM_CY
4. HEAD_CY

It is important to note that the pulled lipid was not included in the reference group of the membrane.

### 5.2.4 Lipid extraction: Uncrowded Systems

a For each lipid type 3 different lipids were extracted and for ReLPS one lipid was extracted 3 times (total of 5 repeats for ReLPS).
Table 5.1: Summary of all umbrella sampling simulations carried out for uncrowded outer and inner membranes (OM and IM, respectively). For ReLPS 3 different lipids were extracted 3 times, but the extraction of one lipid had 3 repeats. In all other cases 3 different lipids were extracted. Each collective variable was defined in Section 5.2.3.

<table>
<thead>
<tr>
<th>Membrane</th>
<th>Lipid extracted</th>
<th>CV</th>
<th>Time (µs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OM</td>
<td>5×ReLPS COM_MEMB</td>
<td>COM_MEMB</td>
<td>10</td>
</tr>
<tr>
<td>OM</td>
<td>5×ReLPS HEAD_MEMB</td>
<td>HEAD_MEMB</td>
<td>7</td>
</tr>
<tr>
<td>OM</td>
<td>5×ReLPS COM_CY</td>
<td>COM_CY</td>
<td>7</td>
</tr>
<tr>
<td>OM</td>
<td>5×ReLPS HEAD_CY</td>
<td>HEAD_CY</td>
<td>7</td>
</tr>
<tr>
<td>OM</td>
<td>3×POPE HEAD_CY</td>
<td>HEAD_CY</td>
<td>1.5</td>
</tr>
<tr>
<td>OM</td>
<td>3×POPG HEAD_CY</td>
<td>HEAD_CY</td>
<td>2.0</td>
</tr>
<tr>
<td>IM</td>
<td>3×cardiolipin HEAD_CY</td>
<td>HEAD_CY</td>
<td>2.0</td>
</tr>
<tr>
<td>IM</td>
<td>1×POPE COM_MEMB</td>
<td>COM_MEMB</td>
<td>1.5</td>
</tr>
<tr>
<td>IM</td>
<td>1×POPE HEAD_MEB</td>
<td>HEAD_MEB</td>
<td>1.5</td>
</tr>
<tr>
<td>IM</td>
<td>1×POPE COM_CY</td>
<td>COM_CY</td>
<td>1.5</td>
</tr>
<tr>
<td>IM</td>
<td>3×POPE HEAD_CY</td>
<td>HEAD_CY</td>
<td>1.5</td>
</tr>
<tr>
<td>IM</td>
<td>3×POPG HEAD_CY</td>
<td>HEAD_CY</td>
<td>2.0</td>
</tr>
</tbody>
</table>

5.2.5 Lipid Extraction: The Effect of Proteins

The IM system with and without AqpZ were used as the basis for US simulations in this section. To assess the effect of AqpZ on the ease of lipid extraction, lipid sampling was restrained to the bulk of the membrane or the region local to the protein. The local region was defined as being within 3 nm of the protein, in the \(xy\) plane, while the bulk region was anything else. The extracted lipid was restrained to a specific region with a harmonic bias, \(k_r\), of 50 kJmol\(^{-1}\)nm\(^{-2}\) that was only applied outside the region of interest.

The lateral restraints were implemented using GROMACS (version 2018), patched with plumed (version 2.4.4)[218]. Plumed allows the simple implementation of a variety of restraints and enhanced sampling methods. Thus both the US bias and the lateral restraints were implemented using plumed. The cylindrical reference group can also be used via plumed, but the weighting of each atom’s contribution to the final CV value was different,

\[
w'(r) = 1 - \tanh \left( \frac{r}{r_c} \right) \quad (5.2)
\]

where \(r\) was the distance to the long axis of a cylinder of radius, \(r_c = 4\) nm. Equation (5.2) can be modified, such that \(w(r \geq r_c) = 0\), by shifting and stretching the original weighting function \(w'(r)\) to give (Figure 5.2):

\[
w(r) = \begin{cases} 
    w'(r) - w'(r_c), & \text{if } r < r_c \\
    0, & \text{otherwise}
\end{cases} \quad (5.3)
\]
Table 5.2: Summary of all umbrella sampling simulation for the study of lipid extraction in the presence of AqpZ. The region refers where the extracted lipid was restrained to in the xy plane with respect to AqpZ: local (<3 nm from AqpZ) and bulk (>3 nm).

<table>
<thead>
<tr>
<th>Protein</th>
<th>Lipid extracted</th>
<th>Region</th>
<th>Time (µs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>1×POPE</td>
<td>NA</td>
<td>2.0</td>
</tr>
<tr>
<td>No</td>
<td>1×cardiolipin</td>
<td>NA</td>
<td>2.0</td>
</tr>
<tr>
<td>Yes</td>
<td>1×POPE</td>
<td>Local</td>
<td>2.0</td>
</tr>
<tr>
<td>Yes</td>
<td>1×cardiolipin</td>
<td>Bulk</td>
<td>2.0</td>
</tr>
<tr>
<td>Yes</td>
<td>1×POPE</td>
<td>Local</td>
<td>2.0</td>
</tr>
<tr>
<td>Yes</td>
<td>1×cardiolipin</td>
<td>Bulk</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Patching GROMACs within plumed results in a reduction of the speed of any MD simulation. The speed of plumed scales based on the number of beads involved in the biases and can be up to an order of magnitude slower than GROMACS. Thus the CV for lipid extraction was adjusted, to minimise the number of beads in each reference group, while maximising the simulation speed. The reference group for the extracted lipid was the phosphate bead or the glycerol linking bead (GL0) for cardiolipin. The reference group of the membrane included the phosphate beads of each lipid within a cylindrical projection along the z axis, with a radius of 4 nm, centred on the extracted lipid. Hence the CV was the distance between reference groups of the membrane and the extracted lipid. Again the reference group of the membrane never included any beads from the extracted lipid.

Steered MD was used to pull a lipid out of the membrane using the HEAD,CY CV, as done in Section 5.2.3. A lipid local to AqpZ or in the bulk region were restrained with a 10 kJmol⁻¹nm⁻² harmonic restraint in the xy plane during steered MD, to prevent significant lateral diffusion. Each lipid was pulled through the membrane and out of the opposing leaflet, which gave better coverage of the expected minimum of the PMF. Then windows were generated, every 0.1 nm, from 0 to 8 nm along the CV (81 windows), where 0 was the centre of the membrane. A harmonic bias of 1000 kJmol⁻¹nm⁻² was used for each umbrella window and a 2 µs production run generated per window. Further details of all US simulations carried out for this section are given in Table 5.2.

5.2.6 Analysis

A number of methods of calculating PMFs from US were used:

- For simulations in Section 5.2.4 - GROMACS implementation of WHAM was used[135] and the integrated autocorrelation times (IACT) for bootstrap analysis were determined with the python module ‘pymbar’[136, 219]. The multistate
Bennett acceptance ratio (MBAR, described in Section 2.6.2) was used as an alternative PMF estimator and was also implemented within the ‘pymbar’ module. The number of bins used for PMFs calculated with MBAR was 100.

- For simulations in Section 5.2.5 - MBAR was used to calculate PMFs and their estimated uncertainties with a total of 200 bins.

All PMFs calculated with WHAM[134] used 200 bins and a convergence tolerance of $1 \times 10^{-6}$. Errors were estimated with 200 bootstraps. The value of each PMF was set to 0 in bulk water.

The free energy of lipid extraction $\Delta G_{PMF}^{\text{PMF}}$ was estimated by taking the difference between the minimum of the PMF and a point where the PMF had plateaued, i.e in solution. If lateral restraints (i.e $k_r$) were applied to restrict sampling of a lipid to a certain region in the $xy$ plane, then the effect of the restraint must be accounted for during the calculation of the free energy of extraction. The corrected standard free energy of lipid extraction can be defined as

$$
\Delta G_e^o = \Delta G_{PMF}^{\text{PMF}} - \Delta G_c
$$

where $\Delta G_{PMF}^{\text{PMF}}$ and $\Delta G_c$ were the free energy change of the PMF and the correction, respectively. $\Delta G_{PMF}^{\text{PMF}}$ is a standard free energy and is found through integrating over the bound and unbound regions of the PMF[220]

$$
\exp(-\beta \Delta G_{PMF}^{\text{PMF}}) = \frac{\int_{\text{bound}} \exp(-\beta \text{ PMF}(z)) dz}{\int_{\text{unbound}} \exp(-\beta \text{ PMF}(z)) dz}.
$$

(5.5)

The bound region started at the minimum of the PMF and ended when the PMF profile became constant. The bound region for POPE and CDL was set to end at 5.02 and 6.70 nm, respectively. Following similar work in the literature[221, 222], it is known that the correction term can be defined as

$$
\Delta G_c = -RT \ln \left( \frac{V_o}{V_a} \right)
$$

(5.6)

where $V_o$ was the standard state volume (1660 Å) and $V_a$ the available volume with the lateral restraint. Thus the correction defined the free energy change from a standard solution, to the available volume after the restraint was applied. The available volume depended on the regions the lipid was restrained to 1) near the protein (local, $V_{a,\text{local}}$) or 2) far away from the protein (bulk, $V_{a,\text{bulk}}$). The local region was defined by whether the lipid reference group was within a 3 nm cutoff, in the $xy$ plane, of AqpZ and the bulk region was anything else. $V_{a,\text{local}}$ can be approximated by taking the difference between the area (in the $xy$ plane) within the local region $A_{l,i}$ and the area of the protein $A_{prot,i}$,
for window $i$, multiplied by the window spacing,

$$V_{a,local} = \sum_{i=0}^{N} (A_{l,i} - A_{prot,i})dz,$$

(5.7)

where $N$ was the total number of umbrella windows. Therefore $V_{a,bulk}$ was

$$V_{a,bulk} = \sum_{i=0}^{N} (A_{box,i} - A_{r,i})dz,$$

(5.8)

where $A_{box,i}$ was the area of the simulation box. Through combining Equation (5.6) with Equation (5.7) or Equation (5.8), the bulk and local correction terms can be obtained ($\Delta G_{c,bulk}$ and $\Delta G_{c,local}$).

## 5.3 Results and Discussion

### 5.3.1 Coverage of reaction coordinate

US is usually carried out between two states of interest. To get an accurate free energy profile between these two states umbrella windows must be spaced such that the coverage of the reaction coordinate is sufficient. However, the number of windows used should not be too excessive, as this would result in an unnecessary large use of computational resources. To assess the coverage of the reaction coordinate, the percentage overlap between adjacent windows was measured. A previous study of poration through ion channels determined that a 5% overlap between adjacent windows provided sufficient coverage of the reaction coordinate\[223\].

The overlap between windows was measured for an extraction of ReLPS with the COM_MEMB CV(Figure 5.3). Overlap values ranged from $\sim 20 - 55\%$, with an average overlap of $35.0 \pm 9.9\%$. The theoretical percentage overlap between two harmonic biases, can be assumed to be\[223\]

$$\%overlap = 100 \times \left[1 - erf(d/\sqrt{8}\sigma)\right]$$

(5.9)

where $d$ was the distance between adjacent bias centers, $k$ the bias strength and $\sigma$ was the gaussian width given by

$$\sigma = \sqrt{k_B T/k}.$$  

(5.10)

The ideal window overlap for adjacent windows was found to be $35.6\%$, which was within one standard deviation of the average overlap ($35.0 \pm 9.9\%$). There are two likely contributions towards the overlaps deviating from the ideal value: 1) The steered MD path may sample areas of CV space near transitions in state poorly. 2) Windows in the region
of transitions with large free energy barriers will have non-gaussian CV histograms.

The overlap between adjacent windows was also assessed for the other CVs trialled (Figure 5.4). For every CV trialled the overlap was always above 5%. In the bulk water region (CV > 4 nm) the variation in overlap values, from the ideal value, was smaller for CVs based on the cylindrical reference group. This observation likely stemmed from the lack locality of the MEMB reference group, which would have resulted in high conformational degeneracy in each window. The main causes of high conformational degeneracy was likely local or global undulations of the membrane. While coverage of the reaction coordinate is important it is only one component of achieving sufficient sampling.
5.3.2 Convergence of LPS Extraction

It is difficult to measure the performance of a CV without already knowing the solution to the problem. Thus the discussion of the performance of each CVs, for ReLPS extraction, will be quite general. First the difference in path sampling across CVs were explored. There was one big difference between the lipid extraction path between CVs that used the COM and HEAD reference groups. When the COM reference group was used, the lipid had more rotational and translational degrees of freedom for each CV value, compared to CVs that included the HEAD reference group. When a lipid was extracted using the COM group the lipid would rotate such that the LPS sugars and lipid A head group were in contact with the membrane for as long as possible (Figure 5.5). The HEAD reference group pulled the lipid out of the membrane without allowing this flip to occur.

Figure 5.4: Percentage overlap between adjacent windows along the reaction coordinate of an ReLPS extraction for CVs A) COM_CY B) HEAD_MEMB and C) HEAD_CY. The 41 umbrella windows were spaced every ~ 0.1 nm. The dotted line was the ideal overlap between evenly spaced adjacent gaussians.
Figure 5.5: Snapshots of the extraction of ReLPS from the outer membrane aligned to the PMF for CVs A) COM_MEMB and B) HEAD_CY. Key for snapshots: gold=phosphates, yellow=sugars, pink=acyl groups, cyan=lipid tails. C) Minimum distance from phosphate beads in the extracted ReLPS to the outer membrane and the D) error in the minimum distance relative to the start of each CV. The CVs were defined in Section 5.2.3.
The minimum distance between the phosphate beads of the extracted LPS and the membrane was calculated to show the path the lipid headgroup took for each CV (Figure 5.5). Figure 5.5C confirmed that lipid A left the membrane surface much later in the reaction coordinate when the COM reference group was used. As the specificity of the CV increased, there was a decrease in the error of the minimum distance when ReLPS was out of the membrane Figure 5.5D. For the HEAD_CY CV there were three distinctive regions: 1) a flat plateau when lipid pulling began (< 1 nm from the pull start) 2) a gradual increase in the minimum distance as the lipid headgroup was extracted from the membrane (< 2 nm). 3) When the entire lipid was in solution (< 2.5 nm). These three regions were only observed when the lipid was pulled from the phosphate beads. What these results show is that the COM reference group gives the lipid more flexibility during the extraction process. Thus CVs that utilised the COM reference group should result in longer convergence times, but may capture the minimum free energy path of lipid extraction more accurately (this remains to be seen).

Before discussing the PMFs the autocorrelation time, $\tau$, of CV values within each umbrella window were determined (Figure 5.6). The autocorrelation time was very inhomogeneous across the reaction coordinate, with $\tau$ ranging from a few to 100s of nanoseconds. The longest autocorrelation times occurred in the regions of the CV where the lipid was in or near the membrane. Often US simulations for atomistic or CG simulations only report simulation lengths of < 500 ns. The autocorrelation times determined for these systems suggested that, for extraction/permeation studies involving LPS, simulation
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Figure 5.7: Integrated autocorrelation times ($\tau$) for each umbrella window of the extraction of ReLPS from the outer membrane (from 1−2 $\mu$s) with CVs A) COM_MEMB, B) COM_CY, C) HEAD_MEMB and D) HEAD_CY CV. Each line represented a different repeat.

Times of less than 1 $\mu$s would not be advised. The autocorrelation times were also calculated for 1−2 $\mu$s across all CVs trialled for LPS extraction (Figure 5.7). Values of $\tau$ were consistently smaller than 100 ns, but still only an order of magnitude below the analysed time period (1 $\mu$s).

For each CV, three different ReLPS lipids were extracted and one lipid was extracted three times. Thus PMF convergence could be probed for a single lipid and between different lipids. All PMFs were calculated across the last 2 $\mu$s of each umbrella window (Figure 5.8). ReLPS extraction free energies were spread across a large range of 35−55 kcalmol$^{-1}$. There was little convergence between the PMFs of repeat extractions or different ReLPS lipids. The COM_MEMB CV had 10 $\mu$s of umbrella sampling run for each window, but only two out of three extractions of the same lipid were similar. The CV with least similarity between different PMFs was HEAD_MEMB. The only CV that gave the same PMF profile for all three repeats of a single lipid extraction (lipid 1) was COM_CY. Furthermore, two out of the three ReLPS lipids extracted with the COM_CY CV gave the same lipid extraction free energy.

One point of interest was whether it could be shown that individual PMF profiles had converged, without comparison to another lipid extraction. The slow kinetics of ReLPS have resulted in different environments for each LPS. Thus different LPS lipids could
have converged to different extraction free energies. The convergence of a single PMF was determined by taking the PMF across a series of adjacent time intervals; in this case PMFs across 1 µs block were taken every 0.5 µs. If convergence occurred then these profiles should begin to oscillate around an average or tend to a fixed profile.

The convergence was probed for the PMFs of lipid 1 (repeats 1 and 2) and lipids 2 and 3 from Figure 5.8 (Figure 5.9). The difference in extraction free energies from the first microsecond to the last was generally around 20 kcalmol⁻¹, which was quite a significant difference. The most significant changes in the PMF occurred within the first 2 µs of each US simulation, after which any further changes were more gradual. Figure 5.9A and B showed oscillations around an average after 4.0 µs, that suggested these two profiles had converged; there was no clear convergence for the other extracted lipids. Given that the PMFs with the lowest extraction energy had not converged this suggested that each ReLPS had a different extraction free energy energy (at least on the timescales seen here).

So far the PMFs were calculated with WHAM, with the inclusion of autocorrelation times. There are alternate methods of PMF calculation that have gained popularity in the enhanced sampling community, such as MBAR[136]. One of the advantages of...
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Figure 5.9: PMFs of ReLPS extraction of A) lipid 1-repeat 1, B) lipid 1-repeat 2, C) lipid 2 and D) lipid 3 (see Figure 5.8) using the COM CY, measured across 1 µs blocks. The CV was defined in Section 5.2.3. Uncertainties were not included for the sake of clarity.

MBAR over WHAM is that it gives a direct method for the estimation of statistical uncertainties (Section 2.6.2). To see if the trends discussed here were consistent across calculation methods, the PMFs of the last 2 µs were repeated with: 1) WHAM with a bayesian bootstrap method (Figure C.2) 2) MBAR (Figure C.3). Overall there was little change in the observed trends when using different methods, but the estimated uncertainties were larger. Bootstrap methods that incorporate autocorrelation times can underestimate the uncertainty, especially if sampling is limited.

5.3.3 Convergence of Phospholipid Extractions

To contrast and compare the behaviour seen for ReLPS, the phospholipids in the inner leaflet of the outer membrane and the inner membrane were also extracted (Table 5.1). The PMFs of extracting different lipids of the same type usually converged within 2 µs (Figure 5.10). The difference in the free energy of extraction between the inner leaflet of the outer membrane and the inner membrane was defined as \( \Delta G_t = \Delta G_{OM} - \Delta G_{IM} \), where \( \Delta G_{IM} \) and \( \Delta G_{OM} \) were the free energy of extraction in the outer and inner membrane, respectively. \( \Delta G_t \) was -0.35, 1.24 and 1.70 kcal mol\(^{-1}\) for POPE, POPG and cardiolipin, respectively. It was interesting that only the stability of POPG and
cardiolipin were increased by the presence of ReLPS.

The speed of convergence of the extraction of POPE, using each CV, was assessed by taking PMFs across 500 ns intervals for the entire trajectory (Figure C.4). For every US simulation of POPE convergence was achieved by 1.5 µs. The CVs that converged the fastest were COM_CY and HEAD_CY. In fact, convergence was achieved within the first 500 ns, when the COM_CY CV was used.

5.3.4 Protein Crowding and Lipid Extract

PMF profiles were calculated for the extractions of POPE and cardiolipin when they were near or far away from AqpZ. These PMFs were compared to the PMFs of lipid extraction when no protein was present (Table 5.2). First the convergence of the PMF profiles was tested by taking PMFs across adjacent intervals of 500 ns during each umbrella sampling simulation, starting at 0 ns (Figure C.5). The PMFs of all lipid extractions, in this section, had converged by 1.5 µs.

To compare lipid extraction in the local and bulk regions to when no protein was present, PMFs were calculated over the last 500 ns of US simulations (Figure 5.11A and B). The standard extraction free energy, $\Delta G_e^o$, was then determined from each PMF (Table 5.3).
Figure 5.11: PMFs of the extraction of cardiolipin (CDL) or POPE from near AqpZ (blue) in the bulk of the membrane (orange) or when no protein was present (green). The PMF was calculated across the last 0.5 µs of each umbrella window.

Table 5.3: Table of Standard free energy of lipid extraction $\Delta G^o_e$ for POPE and cardiolipin (CDL) from the local region of AqpZ (< 3 nm), the bulk of the membrane or a system with no protein. $\Delta G_{PMF}$ was the lipid extraction free energy from the PMF, $\Delta G_{barr}$ was the barrier to the centre of the membrane and $\Delta G_c$ was the correction for effect of the lateral restraints, Equation (5.6). The reported error in $\Delta G_c$ was the standard error.

<table>
<thead>
<tr>
<th>Lipid</th>
<th>Region</th>
<th>$\Delta G^o_e$</th>
<th>$\Delta G_{barr}$</th>
<th>$\Delta G_{PMF}$</th>
<th>$\Delta G_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDL</td>
<td>Local</td>
<td>57.58 ± 0.03</td>
<td>7.61 ± 0.20</td>
<td>53.45</td>
<td>-4.13 ± 0.03</td>
</tr>
<tr>
<td>CDL</td>
<td>Bulk</td>
<td>59.02 ± 0.02</td>
<td>12.66 ± 0.14</td>
<td>54.63</td>
<td>-4.39 ± 0.02</td>
</tr>
<tr>
<td>CDL</td>
<td>No Protein</td>
<td>53.33</td>
<td>19.68 ± 0.12</td>
<td>53.33</td>
<td>NA</td>
</tr>
<tr>
<td>POPE</td>
<td>Local</td>
<td>26.43 ± 0.01</td>
<td>13.10 ± 0.16</td>
<td>22.03</td>
<td>-4.40 ± 0.01</td>
</tr>
<tr>
<td>POPE</td>
<td>Bulk</td>
<td>26.50 ± 0.02</td>
<td>16.58 ± 0.14</td>
<td>22.37</td>
<td>-4.13 ± 0.02</td>
</tr>
<tr>
<td>POPE</td>
<td>No Protein</td>
<td>22.97</td>
<td>19.96 ± 0.12</td>
<td>22.97</td>
<td>NA</td>
</tr>
</tbody>
</table>

Interestingly, it was easier to extract a lipid nearer the protein, than when the lipid was in the bulk of the membrane. Originally, it was thought that protein-lipid interactions would increase the difficulty of a lipid leaving the membrane. One possibility for these observations was that lipids were not necessarily bound to the protein at the minimum of the PMF. The time the extracted lipid spent bound to the protein could be represented as binary heatmap with respect to time and the reaction coordinate (Figure 5.12). The extracted lipid was bound to AqpZ if a phosphate bead was within 0.6 nm of the protein. For both POPE and cardiolipin the bound state was not prevalent at the minimum of the PMF. As cardiolipin left the membrane it was rarely in the bound state after 2 nm (where the minimum was). These observations can be rationalised from the mechanism of lipid extraction (Figure 5.12). During the extraction process the membrane curved at the point where the lipid was pulled out. The membrane curvature became more extreme, until the lipid exiting the membrane was preferable to further curvature. The membrane cannot bend if the lipid is too close to the protein, and so the pulled lipid moved away from the protein during the extraction process. Still, it was not clear why it would be easier to extract a lipid near a protein, compared to in the bulk of the membrane. An enrichment map of the system across last microsecond of the
unbiased production run was determined to quantify density gradients in the membrane (Figure C.6). In a $\sim 3$ nm region around AqpZ there was an overall reduction in lipid density, which may explain why it was easier to extract a lipid that was near the protein.

Interestingly, the bound state was very prevalent from $0 - 1.0$ nm of the reaction coordinate; this was especially true of cardiolipin. Snapshots taken across the reaction coordinate showed that as cardiolipin translocated across the membrane it preferred to be in contact with AqpZ (Figure 5.12). The initial barrier to translocation of cardiolipin, $\Delta G_{\text{barr}}$, was smaller than POPE, even though POPE is a much smaller lipid (Table 5.3). A comparison of the PMFs of the local and bulk lipids for POPE and CDL confirmed that the barrier for a lipid moving into the core of the bilayer was reduced near AqpZ.

One alarming difference was that it was easier to extract a lipid from anywhere in a membrane that contained AqpZ. The increase in $\Delta G_\ell^0$ upon the addition of AqpZ could be a result of the protein affecting the global membrane elasticity. Previous CG simulations of AqpZ in the inner membrane\[105\] found that the membrane bending modulus decreased upon the addition of AqpZ. A decrease in bending rigidity upon

---

Figure 5.12: Heatmap of time vs reaction coordinate showing when an extracted POPE or cardiolipin (CDL) were bound to AqpZ (in yellow). A lipid was defined as bound if the phosphates were within 0.6 nm of AqpZ. The snapshots show the position of the extracted lipid at certain points of the reaction coordinate. Key: red = extracted lipid, blue = AqpZ and gold = phosphate beads.
the addition of AqpZ should have lead to a decrease in the $\Delta G^\circ_e$. Thus no reasonable explanation can be given for this observation and further investigation is required. It would be of interest to see if this unexplained trend was reproduced for POPG and systems with greater protein concentrations.
5.4 Conclusions

Coarse-grained umbrella sampling (US) simulations were used to measure the free energy of extracting various lipids from the outer (ReLPS upper leaflet) and inner membranes. First, a range of lipid extraction collective variables (CVs) were used to probe the most effective CV for ReLPS extraction. Up to 10 µs of US was carried out for each trialled CV. There was little convergence of extraction free energies, even when the same lipid was extracted multiple times. There was only one CV for which three extractions of the same lipid converged to the same free energy profile. However, the best performing CV was not the most specific CV and allowed for more conformational flexibility of the lipid. Furthermore, it was found that the extraction of different ReLPS lipids could lead to different extraction free energies.

Further enhancement of umbrella sampling (US) is possible through combination with replica exchange molecular dynamics (REMD). US-REMD involves switching biases between adjacent umbrella windows and has been used to accelerate convergence of PMFs for coarse-grained and atomistic protein-protein and protein-lipid association free energies\[213, 224, 225]\. US-REMD has a similar computational cost to regular US and may improve the convergence of LPS extraction free energies. US-REMD would be a natural extension to the work carried out here, and would have been carried out if the time constraints had allowed it.

The convergence of the PMFs of the extraction of phospholipids from the inner leaflet of the outer membrane and the inner membrane largely occurred within only 1 µs. Interestingly, it was more difficult to remove POPG and cardiolipin from the outer membrane than the inner membrane. Previous studies of the outer membrane have reported increased clustering of cardiolipin in the presence of ReLPS\[149]\, which would explain its increased stability in the outer membrane.

Then POPE and cardiolipin were extracted from the hydrophobic core of the inner membrane, near to and far away from the water efflux channel AqpZ. Each lipid was restrained to the local or bulk region by a lateral restraint. Lipids in the core of the membrane, in particular cardiolipin, preferred to be bound the protein. This matched previous literature on the preference of AqpZ for cardiolipin\[71]\. In lipid extraction was easier near the protein, due to reduced lipid densities around AqpZ. One unusual observation was that it was always easier to extract a lipid from a membrane with no protein, even if the lipid was nowhere near the protein. Previous literature found that the addition of AqpZ to a protein free inner membrane decreased the membrane bending modulus\[105]\; so it should have been easier to extract lipids that were far away from the protein. Further investigation could entail whether this trend could be reproduced.
across other lipid types and what would happen if the protein concentration were to be increased.
Chapter 6

A Protocol For Enhanced LPS Mixing in Bacterial Membrane Models

6.1 Introduction

One of the greatest issues with the simulation of the outer membrane, in this work, has been the confined and slow nature of LPS dynamics. Inter LPS binding is so strong that lipids cannot move past each other and any dynamics is locally restricted. The local confinement of LPS has resulted in issues with convergence and extremely long auto-correlation times of observable properties (microseconds). Replica exchange (or parallel tempering)\(^226, 227\) is a method that has been used to overcome kinetic barriers in molecular systems, such as folding proteins\(^228\) or peptides\(^229\). The general principle behind replica exchange is that \(n\) replicas of a system are run in parallel at a range of increasing temperatures. Then every \(k\) steps adjacent replicas (in temperature) exchange their positions via the metropolis acceptance criterion and this allows for the molecules of interest to overcome kinetic barriers before falling back into the low temperature replica (Figure 6.1). The issue with replica exchange is that it requires a number replicas proportional to the size of the system being tempered.

Hamiltonian Replica exchange (HREX) was developed to only temper a part of the system of interest and thus minimises the number of replicas used. In this study the variant of HREX, REST2\(^230\), will be used as this had been implemented within GROMACS\(^231\). In REST2 the hamiltonian of part of the system is scaled, but the temperature of each replica is the same. In an outer membrane system the bottle neck in dynamics is limited to the LPS leaflet and thus proves an ideal system for the application of HREX. In this chapter HREX was applied to the outer membrane, in order to
Enhance the mixing of LPS.

While HREX has less computational cost compared to Replica exchange, the cost is still large. As discussed in the introduction, it is believed that there are some phospholipids in the LPS leaflet of the outer membrane. The investigation of protein-lipid interactions in Chapter 4 showed that quantitative values were often not reproducible across multiple repeats. It was hypothesised that if there was only a ring of LPS around a protein, and the rest of the leaflet comprised of PE, this may allow for lipid sorting of LPS around the protein and thus the convergence of LPS-protein interactions between repeats. The logic behind this hypothesis was that if the inter linking between LPS lipids did not occur across the entire membrane, individual LPS lipids would have more lateral freedom. As only two repeat simulations would be required to test this hypothesis, it could be a computationally cheaper alternative to HREX.

6.2 Methods

6.2.1 Hamiltonian Replica Exchange

In a system with coordinates $\mathbf{r}$ the potential energy is determined by $U(\mathbf{r})$. It is assumed that $U(\mathbf{r})$ is a function of a summation of few body terms and that the temperature is controlled with a thermostat (NPT or NVT). In an unbiased MD simulation the chance of sampling a configuration is $P(\mathbf{r}) \propto \exp\left(-\frac{U(\mathbf{r})}{k_B T}\right)$, where $k_B$ is the Boltzmann constant. In replica exchange a series of replicas are simulation with a range of temperatures from “cold” to “hot”. The hot replicas overcome the kinetic barriers obstructing sampling of the phenomena of interest, while the ground state replica is the unbiased trajectory of the system. The remaining replicas provide a smooth transition between the “cold” and
“hot” replicas (Figure 6.1). For HREX the potential energy, or Hamiltonian, of the system is varied. Thus the probability of a configuration being sampled for replica $i$ is now

$$P(p_i) \propto \exp\left(-\frac{U_i(p_i)}{k_BT_i}\right)$$

(6.1)

where $U_i(p_i)$ is the hamiltonian modified from $U_0(p_0)$. Note that Equation (6.1) ignores implementation of exchanges between replicas.

As the HREX varies the Hamiltonian of the system, certain subsets of the system can be “heated”. The subset of the system for which the hamiltonian is scaled is defined as the hot region $H$, and the rest of the system as the cold region $C$. The “effective temperature” of $H$ was defined by scaling the Hamiltonian of a subset of the system, as a function of the constant $\lambda$:

- Interactions in the $H$ region are scaled by $\lambda$ (effective temperature of $T/\lambda$).
- Interactions between the $H$ and $C$ regions are scaled by $\sqrt{\lambda}$.
- Interactions within the cold regions are not scaled and have an effective temperature of $T$

Therefore $\lambda$ can take values in the range $[0,1]$, where $\lambda = 1$ results in the Hamiltonian of the unbiased system.

The coordinates of adjacent replicas $i$ and $i+1$ are exchanged every $k$ steps based on the Metropolis-Hastings acceptance probability $P_{i,i+1}$,

$$P_{i,i+1} = \min\{1, \exp(-\Delta U_{i,i+1}/(k_BT))\}$$

(6.2)

where

$$\Delta U_{i,i+1} = -U_i(r_{i+1}) - U_{i+1}(r_i) + U_i(r_i) + U_{i+1}(r_{i+1}).$$

(6.3)

If a random number generated between 0 and 1, from a uniform distribution, is greater than $P_{i,i+1}$ then the swapping of replicas is rejected; otherwise the replica swap is accepted. In the GROMACS implementation of replica exchange, even and odd pairs of replicas are exchanged in an alternating pattern, every $k$ steps (Figure 6.1). Further details of the implementation of HREX within GROMACS can be found in the literature [231]. To allow replicas to transfer from the lowest to the highest replica in $\lambda$ space and vice versa the potential energy distributions of adjacent replicas must have sufficient overlap. The degree of overlap is quantified in terms of the average acceptance probability of exchange attempts.

There are a few terms that will appear in the result section that warrant definition:
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- replica trajectory - a sequence of snapshots that define the trajectory for a fixed Hamiltonian (e.g. \( \lambda = 1 \)).
- coordinate trajectory - a trajectory that is continuous in coordinate space, but not \( \lambda \) space (i.e. varying Hamiltonians).
- maximum replica - the replica with the most scaled Hamiltonian or the “hottest” replica.
- minimum replica - the replica with the least scaled Hamiltonian or the “coldest” replica.
- round trip - When a coordinate trajectory traverses to the maximum and then the minimum replica.
- References to the ground state replica infer the replica when \( \lambda = 1 \) (i.e. the minimum replica).

6.2.2 Description of Systems

The Martini (version 2.2) force field was used for all molecular models[152]. The ReLPS model used here was parameterised at the CG levels in previous work[95]. The initial co-ordinates for membrane or membrane protein systems were generated with CHARMM-GUI[96]. Protein models were obtained from the the RSCB protein databank. Any missing residues or broken loops were added with modeller[178] and then missing hydrogens added with PDB2PQR[179]; subsequently the protein was given a transmembrane alignment by the program MemEmbed[180]. Each protein was then fed into CHARMM-GUI, which coarse-grained the protein to the EINeDyn model[173] and then inserted it into a membrane. The elastic network of each protein had a cutoff of 0.9 nm and a strength of 500 kJmol\(^{-1}\)nm\(^{-2}\). For all systems, ReLPS was neutralised by calcium ions and the remaining charge deficit removed through the addition of NaCl.

For the HREX study two systems were studied: a ReLPS outer membrane with 90 % POPE, 5 % POPG and 5 % cardiolipin in the inner leaflet 1) with and 2) without a transmembrane FhuA (1QFG)[170].

The enhancement of LPS sampling, through enriching the upper leaflet of the OM with phospholipids, was also studied. There were two systems of interest for this part of the chapter. In one system a POPE membrane was generated and then a cluster of 7 ReLPS lipids was inserted into the upper leaflet. The insertion was done by building a POPE membrane and a membrane with a ReLPS upper leaflet and POPE lower leaflet, separately within CHARMM-GUI[96] [98]. These two systems were then aligning and a LPS cluster from the ReLPS system inserted into the POPE membrane, with the
deletion of any overlapping POPE lipids. The second membrane had a POPE lower leaflet and a transmembrane OmpA (1QJP) surrounded by 12 ReLPS lipids in the upper domain of the protein. This system was built by inserting OmpA into a membrane with ReLPS in the upper leaflet and POPE in the lower leaflet. The protein and the ring of ReLPS lipids surrounding it, were inserted into a POPE membrane and any overlapping POPE lipids were removed. Further details of the systems described here can be found in Table 6.1. Snapshots of the membrane systems used in this chapter are shown in ??.

<table>
<thead>
<tr>
<th>System</th>
<th>Protein</th>
<th>dimensions (nm)</th>
<th>Time (µs)</th>
<th>NaCl (M)</th>
<th>Upper Leaflet ReLPS</th>
<th>POPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>None</td>
<td>8.6 × 8.6 × 16.8</td>
<td>1 × 10 µs</td>
<td>0</td>
<td>47</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>FhuA</td>
<td>10.4 × 10.4 × 15.8</td>
<td>1 × 10 µs</td>
<td>0</td>
<td>54</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>None</td>
<td>13.0 × 13.0 × 14.5</td>
<td>2 × 20 µs</td>
<td>0.15</td>
<td>7</td>
<td>265</td>
</tr>
<tr>
<td>4</td>
<td>OmpA</td>
<td>13.0 × 13.0 × 14.5</td>
<td>2 × 30 µs</td>
<td>0.15</td>
<td>12</td>
<td>227</td>
</tr>
</tbody>
</table>

### 6.2.3 Simulation Protocol

The GROMACS (version 2018) was used for all simulations in this chapter. GROMACS was patched with plumed (version 2.4) to run HREX simulations. The simulation parameters used here for minimisation, equilibration and production runs were the same as those described in Section 4.2. Production runs that had proteins in them or were HREX MD simulations used a timestep of 10 fs; in all other cases the timestep was 20 fs. All unbiased simulations that were carried out are described in Table 6.1. The initial structures used for HREX were the final snapshots of the production runs for systems 1 and 2. The convergence of the prerequisite unbiased simulations was determined from timeseries of the area per lipid (APL) and membrane thickness (Figure D.2). Further details on all of the parameters used during the optimisation of HREX for LPS systems are described in Table 6.2. Replicas were distributed exponentially across any chosen λ range.
Table 6.2: Summary of all Hamiltonian replica exchange simulations carried out for this chapter. The initial structure for each system was the last frame of the production runs of either system 1 or 2 from Table 6.1. Extensions to simulation times were noted in brackets.

<table>
<thead>
<tr>
<th>System</th>
<th>Protein temper region</th>
<th>λ</th>
<th>replicas</th>
<th>EAI (ps)</th>
<th>Time (µs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>None</td>
<td>ALL</td>
<td>1 − 0.323</td>
<td>30</td>
<td>N/A</td>
</tr>
<tr>
<td>6</td>
<td>None</td>
<td>HEADALL</td>
<td>1 − 0.323</td>
<td>30</td>
<td>N/A</td>
</tr>
<tr>
<td>7</td>
<td>None</td>
<td>HEAD</td>
<td>1 − 0.323</td>
<td>30</td>
<td>N/A</td>
</tr>
<tr>
<td>8</td>
<td>None</td>
<td>SUGARS</td>
<td>1 − 0.323</td>
<td>30</td>
<td>N/A</td>
</tr>
<tr>
<td>9</td>
<td>None</td>
<td>CHARGED</td>
<td>1 − 0.323</td>
<td>30</td>
<td>N/A</td>
</tr>
<tr>
<td>10</td>
<td>None</td>
<td>HEADALL</td>
<td>1 − 0.646</td>
<td>24</td>
<td>50</td>
</tr>
<tr>
<td>11</td>
<td>None</td>
<td>HEADALL</td>
<td>1 − 0.646</td>
<td>24</td>
<td>500</td>
</tr>
<tr>
<td>12</td>
<td>FhuA</td>
<td>HEADALL</td>
<td>1 − 0.646</td>
<td>24</td>
<td>500</td>
</tr>
</tbody>
</table>

6.2.4 Analysis

6.2.5 General Analysis

Analysis was carried out with a combination of GROMACS tools and in-house scripts that made use of the python module ‘MDAnalysis’[158]. Molecular systems were visualised with VMD[157]. The lipid survival probability $P(t + \Delta t)$, which was defined in Section 4.2.4 was also used in this chapter. $P(t + \Delta t)$ was the probability of a lipid in contact with a protein at $t$ also being in contact with that same protein at $t + \Delta t$. $P(t + \Delta t)$ was only measured for $\Delta t$ that were less than half of the length of the analysed trajectory.

The 2D rotation of a protein in the $xy$ plane was determined, by first selecting the backbone beads in the transmembrane region of the protein. The transmembrane region was then split into two sections and the vector between the centre of geometry of each section, $v_{2D}$, was determined. The 2D rotation, $\Delta \theta$, was defined as the rotation of $v_{2D}$ across a time interval $\Delta t$.

Protein-LPS interactions were calculated through the use of contact analysis of the LPS lipid A headgroup with each residue of the protein. The cutoff for contacts was $0.6 \text{ nm}$ and if there were multiple contacts between a residue and a LPS headgroup then only one contact was counted.

The APL and membrane thicknesses were determined with the software package ‘FAT-SLiM’[232]. The centres of geometry of the phosphate groups in each lipid were used as the reference points for the APL and membrane thickness calculations.
6.2.6 Replica Exchange Analysis

Some analysis was required to determine if LPS lipids were able to move past each other and thus properly mix. Two assumptions were made, the first one being that a single LPS should be neighbours with all other LPS lipids in a replica trajectory. The second assumption was that if LPS was properly mixing, then it should have an equal probability of being neighbours with any other LPS. To quantify both assumptions, nearest neighbour analysis was used and to track the six nearest neighbours of a single LPS across a trajectory. The first and second assumptions were quantified with the nearest neighbour index (NN index) and the $RMSD_{NN}$, respectively. The NN index across a trajectory for a single lipid was defined as,

$$NN \text{ index} = \frac{\text{unique neighbour number} - N_{NN}}{N_{LPS} - 1 - N_{NN}}$$

(6.4)

where $N_{LPS}$ was the number of LPS lipids and $N_{NN}$ the number of nearest neighbours in frame of the trajectory (i.e 6). If the NN index was 0 then the neighbours of an LPS lipid never changed. Conversely, if the NN index was 1 then the given LPS had been neighbours with every other LPS across the entire trajectory. The NN index referred to the results section was averaged across every LPS in the membrane.

The $RMSD_{NN}$ was defined for a single LPS as the RMSD of nearest neighbour frequencies, divided by the number of frames in a trajectory. If $RMSD_{NN} = 0$ then the LPS had an equal probability of being neighbours with every other LPS across a trajectory. The $RMSD_{NN}$ referred to in the results section was averaged across all LPS lipids. The errors in the NN index and $RMSD_{NN}$ were determined from the standard deviation across all LPS lipids.

To assess the mixing of replicas there were two metrics used, that were based on a previous study of replica mixing efficiency\cite{233}. The first metric was the ‘transit fraction’ and was defined the fraction of replicas that achieved at least one round trip by time $t$ in the simulation. The second metric was designed under the assumption that if replicas are sufficiently mixed then each coordinate trajectory will visit each replica an equal number of times across all $M$ replicas. Thus the second metric was defined by the number of steps for the frequency of a replica $i$ being in replica $j$ after $k$ steps, $f(k)_{i,j}$, to reach $1/M$. The criterion for whether the RMSD of the population frequency ($RMSD_{pop}$) across all replicas had converged was defined as\cite{233},

$$RMSD_{pop} = \sqrt{\frac{1}{M^2} \sum_{i=0}^{M-1} \sum_{j=0}^{M-1} \left( \frac{1}{M} - f(k)_{i,j} \right)^2} < 10^{-3}.$$  

(6.5)
6.3 Results and Discussion

6.3.1 Phospholipid Enhanced LPS Sampling

It was hypothesised that the addition of a small cluster of LPS to the upper leaflet of a POPE membrane would enhance LPS sampling. A cluster of LPS was added to a membrane with or without a transmembrane OmpA (Systems 3 and 4) and the behaviour of LPS observed. Of particular interest was whether increased LPS sampling would result in the convergence of protein-LPS interactions between repeats.

First the behaviour of a LPS in system 3 (no OmpA) was investigated. The compactness of LPS lipids across repeat simulations was measured using the maximum pairwise distance between the centre of geometry of each LPS lipid, in the $xy$ plane. Further analysis also measured the 2D radial distribution function (RDF, $g(r)$) of LPS centres in the $xy$ plane (Figure 6.3). The initial and final structures of each repeat showed that the majority of LPS lipids were in a single cluster at the end of each simulation (Figure 6.2). The behaviour of the maximum pair-wise distances varied between repeats, but overall confirmed that LPS was not always in one cluster. The 2D RDF showed that most LPS lipids were not further than 3 nm from any other LPS in the system. At larger distances ($r > 3$ nm) $g(r) < 0.5$, which was half the value that would be expected if LPS was homogeneously distributed in the membrane. Thus in these LPS sparse systems, most
Figure 6.3: A) The maximum 2D pairwise distance between the center of geometries of ReLPS lipids. B) 2D RDF between the center of geometries of ReLPS lipids. The lines in each plot signify different repeats of system 4 (Table 6.1).

Figure 6.4: A) Lipid survival probability of ReLPS being bound to OmpA at $t$ and $t + \Delta t$ vs $\Delta t$ from $2 - 30 \mu s$ for both repeats (line per repeat). A lipid was defined as bound if it was within 0.6 nm of the protein surface. B) The 2D rotation of OmpA in the $xy$ plane, $\Delta \theta$, vs time $\Delta t$ for the LPS sparse system (red and blue), the mixed phospholipid (orange) and the ReLPS outer membrane systems (OM) (green), each containing a transmembrane OmpA. The mixed phospholipid (90% POPE, 5% POPG and 5% cardiolipin) and OM (upper leaflet ReLPS, lower leaflet 90% POPE, 5% POPG and 5% cardiolipin) systems were described in Section 3.2 (Table 3.1). $\Delta \theta$ was averaged across the last 6 $\mu s$ each production run.

LPS lipids grouped into a single cluster.

The system with OmpA in POPE had a cluster of 12 LPS lipids around the extracellular domain of OmpA (system 4, Table 6.1). Of particular interest, was how tightly LPS was bound to OmpA, which can be measured from the on off rates of the LPS lipids. The on off rate refers to how frequently a lipid binding and then unbinds from a protein. The on off rates of the lipids were measured through the determination of the average survival probability $P(t + \delta t)$ LPS. The survival probability $P(t + \delta t)$, defines the probability that a lipid contacting the protein at time $t$ was also in contact with the protein at $t + \delta t$. 
\[ P(t + \delta t) \] was measured across the last 28 µs of each repeat simulation (Figure 6.4A). In both repeats \( P(t + \delta t) \) was never less than 0.90, which signified that LPS was tightly bound to the protein. On the scale of the simulations carried out here, LPS lacked the lateral sorting expected from phospholipids.

To assess protein dynamics in the LPS sparse system (system 4), the average 2D rotation of the protein, \( \Delta \theta \), was measured for different time periods \( \Delta t \). The rotational dynamics of system 4 were compared to OmpA in a mixed phospholipid or ReLPS outer membrane (from chapter 3, see Table 3.1). OmpA in the ReLPS outer membrane system had reduced rotational dynamics, compared to the mixed phospholipid system (Figure 6.4B). This outlined the restrictive effect of LPS on the protein’s rotation. The speed of rotation of OmpA was the same in both repeats of system 4, but was much larger than when the upper leaflet only contained ReLPS. The results of the lipid on off rates and the rotational dynamics, showed that OmpA could free rotate, but was tightly complexed to LPS.

![Figure 6.5: Average number of contacts per frame between each residue in OmpA and the ReLPS Lipid A headgroup across repeats (one repeat has hash markings) as a function of increasing analysis times. Every bar was coloured with respect to the polarity of each residue: red=basic, blue=acidic, orange=aromatic, green=polar and black=non-polar. Note that multiple contacts between a single residue and an LPS headgroup were only counted once.](image)

One of the aims of this section, was to ascertain whether the use of sparse amounts of LPS resulted in convergence of protein-LPS interactions across repeats. Protein-LPS interactions were quantified through contact analysis between Lipid A headgroups and each amino acid type in the protein. Contacts were measured from 10 – 30, 20 – 30 and 25 – 30 µs to determine whether contact frequencies converged within repeats (Figure 6.5). From Figure 6.5 it was seen that the contacts per frame converged within repeats, but not across repeats.

To summarise, the addition of sparse patches of LPS resulted in the localisation of most of the LPS lipids in a ring around the protein, or in clusters (if no protein was present). There was no observed convergence of protein-LPS interactions between repeats; however, the protein rotational dynamics were enhanced to values similar to phospholipid
systems. Thus it was concluded that strong LPS-protein and LPS-LPS interactions prevented the convergence of protein-LPS interactions at high and low LPS densities.

### 6.3.2 Replica Exchange to Enhance LPS Sampling

#### 6.3.2.1 Optimising Tempering Region

![Image of ReLPS structures showing the tempered regions](image.png)

**Figure 6.6:** (Top left) coarse-grained structure of ReLPS (key: yellow = sugars, gold = phosphates, pink = lipid A sugar rings and acyl groups and cyan = lipid tails. The other structures depicted the tempered regions (in red) trialed in this study. The tempered regions were as follows: ALL = entire lipid, HEADALL = sugars + lipid A headgroup, HEAD = lipid A headgroup, SUGARS = sugars and CHARGED was any charged group on ReLPS and the calcium ions.

When designing a HREX protocol, it is important to first carefully consider what should be the tempered region (i.e. the $H$ region). For replica exchange, the number of replicas required for efficient sampling of all replicas is proportional to the number of degrees of freedom in the tempered region [234]. Furthermore, number of replicas required for sufficiently large acceptance probabilities also scales with the size of the $\lambda$ range. To minimise the computational cost of HREX MD, first a minimal tempering region must be identified.

The trialled $H$ regions are summarised in Figure 6.6. The phospholipids were never included in the tempering region, as they were not believed to be the limiting factor of LPS mobility. The largest tempering group was the entire ReLPS lipid (ALL). The rest of the tempered regions were comprised of parts of ReLPS: the Lipid A headgroup and sugars (HEADALL), the lipid A head group (HEAD), the sugar groups (SUGARS)
and the charged molecules in LPS(CHARGED). The CHARGED tempering region also included the calcium ions. Then 30 replicas, scaled by $\lambda$ values geometrically spaced between 1 and 0.323, were simulated for 4 $\mu$s for each trial tempering region (Table 6.2). No replicas were exchanged during these simulations, as the aim was to identify the ideal tempering region and range of $\lambda$ values.

Nearest neighbour analysis was performed to quantify lateral sorting of LPS as a function of $\lambda$. For LPS to be well mixed two conditions were assumed: 1) An LPS must be nearest neighbours with every LPS in the membrane during the course of a trajectory. 2) An LPS must have an equal probability of being neighbours with any other LPS in the same leaflet. To quantify these two assumptions two metrics were designed, the NN index and RMSD$_{\text{NN}}$. The NN index was a value between 1 and 0 that quantified the first assumption. If NN index was 0 then the neighbours of a single LPS never changed. Conversely, if the NN index was 1 then the LPS had been neighbours with every other LPS in the membrane across the analysed trajectory. The RMSD$_{\text{NN}}$ was defined as the RMSD of nearest neighbour frequencies for a single LPS, and would be 0 if the second assumption for ideal mixing was satisfied. Both metrics were averaged across all LPS lipids and errors determined from standard deviations.

**Figure 6.7:** A) Nearest neighbour index (NN Index) and B) RMSD$_{\text{NN}}$ vs $\lambda$ for systems 5 – 9 (Table 6.1). The regions that defined each labelled tempering region can be found in Figure 6.2. Further details on the analysis methods can be found in Section 6.2.6.

The NN index and RMSD$_{\text{NN}}$ were measured across all of replicas, for each trial tempering region (Figure 6.7). Previous studies of LPS have attributed the strong binding between LPS lipids to inter lipid interactions via calcium ions [95, 105]. Therefore it was hypothesised that tempering the CHARGED region would be sufficient to accelerate LPS mixing. There was not a significant increase in the NN index at low $\lambda$s, compared to the ground state. Thus the CHARGED region was a poor choice for a tempering region. Similarly the SUGARS tempering region performed very poorly at all $\lambda$, with NN indices always being less than 0.4. Scaling the interactions of the HEAD region resulted
in NN indices > 0.4 when λ was less than 0.5, which was a significant improvement on previous tempering regions. LPS lipids in the maximum replica had been neighbours with the majority of other LPS lipids, during the 4 µs trajectory.

For the ALL and the HEADALL regions, the NN index was 1 if λ < 0.45. The RMSD_{NN} for ALL and HEADALL was < 0.05, which compared to the ground state value of 0.30, showed that a significant improvement in lateral sorting of LPS had been made at low λ. The degree of LPS mixing was always larger for ALL, compared to HEADALL, at all λ values. However, given that the HEADALL region did not temper 38% of LPS beads, the difference was not that large. Thus it appears that the tempering of the hydrocarbon tails had a low weight contribution compared to its size. Therefore HEADALL will be used for all HREX in the following sections. Similarly, the λ range should be set to minimise the number of replicas used, while still observing LPS mixing in the maximum replica. The λ range was set to 1.00 – 0.645, as this was large enough to allow for some LPS mixing to occur in the “hottest” replicas. Replicas exchange parameter search studies have shown that the more replicas used the longer it can take for sufficient sampling of replicas to occur [233, 235]. Thus the λ range chosen was a compromise between minimising replica numbers, while allowing for sufficient LPS mixing to occur.

6.3.2.2 Optimising Replica Exchange Parameters

There are two parameters of importance to HREX that require optimisation, the exchange probability between replicas and the exchange attempt interval (EAI). Past studies have shown that both are importance for efficient sampling to occur [235, 236]. There is no exact guide to what the average exchange probability should be, and values in previous studies range from 0.1 – 0.8 [235, 238]. The ideal EAI has been a matter of debate in the literature, to which there a two schools of thought. The first school of thought is that the EAI should be larger than the autocorrelation time of the potential energy of the tempered region [233]. If the EAI is too small, this can increase the chances of a replica moving back to the last replica it was in; this has been termed ‘exchange trapping’. Another study in the literature suggested that the EAI should actually be as small as computationally feasible [236]. They attributed the thinking of the first school of thought to the use of non-canonical thermostats and other flaws in the implementation of replica exchange [236, 239]. The aforementioned studies only tested simple toy models or small peptide chains in an implicit solvent and so it was uncertain whether their observations could be applied to LPS systems. The relaxation times for the potential energy of OM system have been found to be on the scale of microseconds (Section 4.3.6); hence ‘exchange trapping’ could be a large issue when applying HREX to LPS systems.
The autocorrelation time ($\tau$) of the potential energy of the last 1 $\mu$s of the outer membrane system (system 1) was $\sim 1.3$ ns. The point at which an observable reaches equilibrium can be measured by maximising the number of uncorrelated samples; assuming the trajectory does reach equilibrium. The automatic equilibration detection tool written by Chodera et al.\cite{240} found that $\tau$ was 0.3 ns from $\sim 5.2 - 10.0$ $\mu$s of the production run. It was assumed that $\tau$ lay within on the order of 0.3 – 1.3 ns. Another estimate of $\tau$ would be to measure the $\tau$ of the potential energy of the tempered region, after the velocities of the last frame of the production run had been re-initialisation. After the re-initialisation of velocities a 2.5 $\mu$s production run was generated and $\tau$ was measured to be 900 ns. Applying an EAI on the order of microseconds would have been completely unfeasible. Instead, the effect varying EAIs on LPS mixing and replica sampling efficiency was trialled for smaller EAIs of 50 and 500 ps (systems 10 and 11, respectively). Each HREX simulation was run for a total of 4 $\mu$s per replica.

![Figure 6.8: The exchange probability of adjacent replicas as a function of the replica index for HREX of the HEADALL region of ReLPS in an outer membrane model for exchange attempt intervals (EAI) of 50 and 500 ps. The dotted line indicates the average exchange probability.](image)

For both simulations the number of replicas used was 24, which gave an average exchange probability of around 0.36 across all replicas. The exchange probability was measured as a function of replica index for both EAIs (Figure 6.8). To prevent bottlenecks in replica space, large variances in exchange probabilities across $\lambda$ space should be avoided. Bottlenecks in replica space can lead to uneven sampling of $\lambda$ space and thus inefficient sampling. For both trialled EAIs, the exchange probabilities varied across a maximum range of 0.07, which was similar to previous literature\cite{238}.

The degree of exchange trapping was measured from the ratio of accepted exchanges where the new $\lambda$ value was the same as two exchanges ago. The exchange trapping ratio
was $\sim 0.50$ for both EAIs and so there was no reasonable difference in trapping using either EAI. To assess the effect EAI on LPS mixing the NN index and the $RMSD_{NN}$ were determined across the $4 \mu s$ HREX simulations and compared to when no replica exchanges were carried out (Figure 6.9). The mixing of LPS was identical, to within errors, for both of the trialled EAIs. It was unsurprising that the inclusion of exchanges lead to an overall increase in mixing at all values of $\lambda$. Applying exchanges adds an overhead to the simulation cost and so high EAI should be avoided if unnecessary. Thus an EAI of 500 ps was used for all subsequent HREX MD simulations (unless stated otherwise).

### 6.3.3 Efficiency of Sampling and Thermodynamics Properties

In the previous section a suitable number of replicas and EAI were determined. Here the efficiency of the mixing of replicas and thermodynamic convergence will be discussed. Sufficient replica mixing describes whether the replicas have exchanged enough to explore replica space evenly. While thermodynamic convergence deals with whether observable properties have converged across the state of interest (i.e. the ground state). The system with an EAI of 500 ps and 24 replicas was extended to $25 \mu s$ (system 10, Table 6.2) to observe if the mixing of replicas and/or LPS lipids improved over longer timescales. Here two metrics, one of which was used in a previous review of replica mixing efficiency, will be discussed.
The first metric was based on the concept of ‘round trips’ within replica exchange, which describes when a replica travels in $\lambda$ space to the maximum replica and then the minimum replica. The minimum replica was the replica of interest, while the maximum replica was the means to accelerate LPS mixing; thus it was of interest that round trips between these two states were made. The ‘transit fraction’ was defined as the fraction of replicas that have experienced at least one round trip. The transition fraction was plotted as a function of time and the number of exchange attempts (Figure 6.10A). The first round trip was completed within 4 $\mu$s, which was orders of magnitude larger than typical round trip times of the replica exchange of atomistic models in implicit or explicit solvents\cite{236, 238}. As time increased, the transition fraction steadily increased until a maximum value of 0.4 was reached at 25 $\mu$s. When a 50 ps EAI was used the first round trip also occurred on the order of microseconds (Figure D.3).

The second metric was designed under the assumption that if replicas are sufficiently mixed then each coordinate trajectory will visit each replica an equal number of times across all $M$ replicas. Thus the second metric was defined by the number of steps for the frequency of a replica $i$ being in replica $j$ after $k$ steps, $f(k)_{i,j}$, to reach $1/M$. The criterion for sufficient mixing was whether the RMSD of the population frequency of all replicas, $RMSD_{pop}$, was less than $10^{-3}$ (see Equation (6.5)). Across the course of the simulation, the convergence criterion was never reached (Figure 6.10B). According to a previous benchmark on replica mixing\cite{233}, the simulation would need to be at least two orders of magnitude longer to achieve sufficient mixing.

In the 25 $\mu$s simulation there was a maximum of two round trips for any coordinate trajectory (Figure 6.11). There were two likely explanations for the slow round trip times:
1) the $\tau$ of LPS was orders of magnitude larger than for atomistic systems (nanoseconds)  
2) there were bottlenecks in the replica space, resulting in poor replica mixing. The total residence time of each coordinate trajectory in $\lambda$ space was determined along with the average residence time before an exchange occurred (Figure 6.11). If the sampling was efficient, it would be expected that the gradient of each line would be zero, as an equal amount of time would be spent in each replica. There was a large variance in the total residency time across replica space. Two coordinate trajectories spent over 5 $\mu$s in a few low energy replicas. Overall the total residency time was uneven across all $\lambda$ space. The uneven sampling made sense, given the low number of number of round trips previously observed (Figure 6.11).

Figure 6.11: Number of round trips for each 25 $\mu$s coordinate trajectory of system 10 (Table 6.2) vs starting coordinate index.

Figure 6.12: A) Total residency time B) Average residency time before an exchange occurred for each coordinate trajectory (one coordinate trajectory per line) for every replica index in $\lambda$ space. This was done for the tempering of the HEADALL region in a ReLPS outer membrane.
The average residency time before any exchange occurred was usually \( \sim 1.5 \) ns, which matched an exchange probability of \( \sim 0.3 \) (similar to previous measurements Figure 6.8). In regions of low and high \( \lambda \) space there were higher average residency times for a few coordinate trajectories. Whether the uneven sampling was due to insufficient simulation time, or a poor choice of HREX parameters was unclear. A more comprehensive study, of a range of HREX parameters, would be required to confirm which assertion was true.

To further assess replica mixing probability distributions of the RMSD of the HEADALL region, the membrane thickness and the area per lipid of ReLPS were determined across all coordinate trajectories (Figure 6.13). It was expected that if each coordinate set could move through space freely, then the probability distributions for each trajectory should be identical [241]. The RMSD distributions for most coordinate trajectories were largely the same, but not identical. The greatest variation in probability distributions across trajectories was observed for the membrane thickness, although the reasons for this were unclear. The probability distributions for membrane thickness all had similar ranges of non-zero values, but otherwise there were no clear similarities. Lack of overlap between probability distributions could mean that either replica mixing was poor (as previously observed) or that the replicas had not yet achieved thermodynamic convergence [194].

While replica mixing has been found to not be sufficient, this did not mean that LPS had not been sufficiently mixed. To assess LPS mixing the NN index and \( \text{RMSD}_{NN} \) were measured across time intervals of increasing lengths (Figure 6.14). As the simulation progressed, the degree of mixing of LPS increased for all replicas. After 25 \( \mu s \) LPS lipids the ground state replica had an average NN index of \( \sim 0.65 \). Moreover when \( \lambda < 0.85 \), each LPS had been neighbours with every other LPS after 25 \( \mu s \). The RMSD\(_{NN} \) showed that the homogeneity of mixing began to plateau when \( \lambda < 0.7 \). Given the observed trends in mixing over time, homogeneous mixing could be achieved if these simulations were extended. The increase in LPS mixing as a function of time suggested that further simulation would result in diminishing returns, and so the exact amount of additional simulation time required was unknown. While optimal mixing had not been achieved, given that LPS mixing in simulations had not been reported in the literature [149], the work carried out here is a promising start.

The structural properties of the membrane as a function of \( \lambda \) were calculated to probe the effects of increased LPS mixing on the membrane. The average membrane thickness and APL across each replica trajectory was determined as a function of \( \lambda \) (Figure 6.15) and compared to average across the last 4 \( \mu s \) of the unbiased system (Figure D.2). It was observed that as \( \lambda \) was decreased the membrane thickness decreased, while the APL of each lipid type increased. As \( \lambda \) decreased the lipid tails became more disordered, which resulted in an increase in the APL and thus a smaller membrane thickness. The changes
in membrane thickness were linear as a function of $\lambda$, which suggested that no phase changes occurred. That no phase changes occurred was a meaningless observation as the Martini model was not parameterised for high temperatures ($> 360$ K) or low $\lambda$. The membrane properties of the ground state were comparable to those of the unbiased system.

To assess the behaviour of membrane properties in different regions of replica space, the area per lipid of ReLPS and the membrane thickness were measured as a function of time for the minimum and maximum replicas (Figure 6.16). The maximum replica showed highly converged membrane properties across the trajectory, but with large errors in the average value. The large errors in the membrane properties of the maximum replica were attributed to the enhanced speed of LPS mixing, compared to the minimum replica.
Figure 6.14: A) nearest neighbour index (NN Index) and B) $RMSD_{NN}$ vs $\lambda$ for system 11 (Table 6.2) for different time intervals. The dotted lines represent the values obtained when no LPS mixing occurred (Figure 6.7). Further details on the methods of each analysis can be found in Section 6.2.6.

Figure 6.15: A) Membrane thickness B) Area per Lipid (APL) of ReLPS, C) POPE (orange), POPG (green) and cardiolipin (blue) vs replica index number for system 11 (Table 6.2). Averages and errors were generated from a taking the average and standard deviation across each trajectory. The dotted lines were the average values across the last 4 $\mu$s of the unbiased simulation of the outer membrane (Figure D.2). The APL and membrane thickness were determined using the centre of geometry of any phosphate beads in each lipid with the FATSLiM program [232].
In the minimum replica all observable properties appeared to have converged after 14 µs.

The BCOM and BBCOM methods, described in Section 4.2.4, were used here to quantify the relaxation of the LPS phosphate beads across the last 10 µs of the ground state replica (Figure 6.17). The covariance overlap values for the ground state were ~ 0.2 higher than those observed previously for an unbiased OM system (Figure 4.28). The ratio between the covariance of BCOM and BBCOM as a function of block size for the ground state was a good fit to the model of exponential decay expected from previous studies[182]; which was not the case for the unbiased OM system simulated in chapter 4. If the ratio between the BCOM and BBCOM method reached 1, then sufficient sampling had occurred. The Bootstrap/Blocked ratio did not reach 1.0 (only 1.08) within 5 µs, but was tending towards 1. The fast and slow relaxation constants from fitting the Bootstrap/Blocked ratio vs block length to a double exponential were 0.2 and 1.5 µs, respectively. The relaxation constants of the unbiased OM system (see Section 4.3.6) were 4.0 and 12.3 µs. Thus it can be confirmed that the use of HREX MD led to a large improvement of system relaxation and the lateral sorting of LPS.
6.3.4 Application for Enhanced Protein-Lipid Interactions

One application of interest for increased LPS mixing was the convergence of protein-lipid interactions across repeats. In the previous section, it was shown that HREX can improve lateral sorting of ReLPS. Now HREX was applied to a ReLPS outer membrane with a transmembrane FhuA. The autocorrelation time after initialisation of velocities for an equilibrated system was 53 ns. It was estimated that the use of a $\sim 50$ ns EAI would have required at least 250 $\mu$s ($5 \times 10^3$ exchange attempts) per replica, for sufficient replica mixing to be achieved [233]. Instead, the parameters used in the previous section were applied (system 12, Table 6.2). If HREX showed promise for the convergence of protein-lipid interactions, then further optimisation of parameters could be carried out.

First the exchange probability and total residence time for each replica index was calculated, to assess replica mixing (Figure 6.18A and B). The average exchange probability was 0.33 and showed little variation across all replicas; whereas the total residency times indicated significant trapping in all regions, especially at the extrema of replica space. The trapping fraction was found to be 0.52, which was similar to the values reported for the membrane only systems. Only one round trip was made between the maximum and minimum replicas in the 12 $\mu$s simulation (Figure 6.18C). Similarly, the RMSD$_{pop}$ did not converge within these simulations (Figure 6.18D). Thus the replica mixing of system 12 was even worse than what was observed for the membrane only system.

To measure LPS mixing, the NN index and RMSD$_{NN}$ were calculated across 4 $\mu$s increments(Figure 6.19). Following the trends seen for replica mixing, it was not unexpected that after 12 $\mu$s the ground state replica was under half as mixed as the membrane only system (Figure 6.14). Thus it was likely that at least another 30 $\mu$s of simulation would be required for the membrane to to be sufficiently mixed. Improving the efficiency of
Figure 6.18: A) Exchange probability and B) total residency time for each replica across the 12 $\mu$s. C) Fraction of replicas that complete at least one round trip D) RMSD of population frequency (see Equation (6.5)) vs time (blue) and number of exchange attempts (orange). These analyses were carried out on the system with FhuA in an ReLPS outer membrane (system 12, Table 6.2). The exchange attempt interval was 500 ps.

Figure 6.19: A) nearest neighbour index (NN Index) and B) RMSD$_{NN}$ vs $\lambda$ for system 12 (Table 6.2) for different time intervals. The dotted lines represent the values obtained when no LPS mixing occurred (Figure 6.7). Further details on the analysis methods can be found in Section 6.2.6.
LPS mixing could minimise the amount of simulation time required; however, the long autocorrelation times of the potential energy in OM systems make this a non-trivial problem.

Contact analysis between each residue type in FhuA and the Lipid A headgroup was carried out for replica indices 0, 7, 15 and 23. Following this four plots were generated by taking the average between each replica index mentioned previously and the maximum index (Figure 6.20). Errors were calculated as the standard deviation between the two compared replicas. As the difference in $\lambda$ between replica indices decreased, so did the errors between the contacts in each replica trajectory. The contacts in the two highest replicas were identical, and given the degree of LPS mixing within each replica could be considered to pseudo repeats within coordinate space. While these results are meaningless, as they are well outside of the conditions that the forcefield was parameterised for [109–112], they prove that convergence of protein-lipid properties could be achieved for the ground state replica.

Future work could include a study of the increase in mixing effectiveness as a function of EAI. Such work would require a scan of EAI values from 1 to 60 ns, for which simulations of at least 30 $\mu$s in length would be required. In Martini2 it is known that
sugar-sugar interaction are far too strong in solution\textsuperscript{192} and this could also be a factor that contributed to the large autocorrelation times and thus poor mixing efficiency. The Martini team have begun the parameterisation of Martini3 and one of the features of this new forcefield is the improvement of polysaccharide interactions. It would be of interest to re-develop the LPS models with the new forcefield and repeat the study carried out here. Furthermore this work could be repeated with other top down coarse-grained forcefields, such as SIRAH\textsuperscript{242, 243}, however the results would not be expected to differ greatly from those seen here.
6.4 Conclusions

Here two protocols were trialled for the improvement of LPS mixing in coarse-grained MD simulations of the ReLPS outer membrane. The first protocol aimed to improve LPS mixing by adding a sparse density of LPS in the upper leaflet, thus reducing the confined nature of LPS dynamics. It was found that even for sparse densities LPS would usually form a few large clusters. If a protein was present LPS would remain locked around the protein. Reducing the fraction of LPS in the upper leaflet resulted in faster protein rotational dynamics, but protein-lipid interactions did not converge between 30 $\mu$s repeats.

The second protocol involved the use of Hamiltonian Replica exchange (HREX) to improve the mixing of ReLPS. The Hamiltonian of a number of different subsets of the LPS lipid were scaled. It was found that scaling just the charged beads or sugar regions resulted in minimal improvements to mixing. This was surprising, as LPS lipids are known to form strong inter-lipid interactions via divalent cations\cite{105}. Scaling the Hamiltonian of just the LPS sugars and the Lipid A headgroup was found to give optimal LPS mixing, while minimising the computational resources required. Significant mixing of ReLPS was achieved over 25 $\mu$s of simulation, but the sampling of replica space was very inefficient. It was believed that slow replica mixing was due to long autocorrelation times of the potential energy in OM systems (picoseconds to microseconds). The membrane properties of the ground state replica were within errors of those calculated for an unbiased system. HREX was also applied to an outer membrane system containing FhuA. The mixing of both the replicas and the LPS lipids was much slower after the inclusion of the protein. Thus LPS mixing was not sufficient to study convergence of protein-LPS interactions in the ground state replica. Interestingly, the protein-LPS interactions did converge in “hot” replicas and so further simulation could achieve the same in the ground state. However, the amount of extra simulation required would be at least 50 $\mu$s.

These results provide a promising base to the improvement of LPS sampling in OM systems. While improved LPS mixing has been achieved, significant replica mixing only occurred over long timescales (microseconds). This may be a necessity of the physics of the systems involved, but further optimisation of HREX parameters should be investigated. The exchange attempt interval (EAI) of HREX has been noted to have a profound effect on the sampling of phase and replica space\cite{233,244}, especially if successive exchanges are correlated. For some OM systems the EAI would have to be greater than 50 ns for exchanges to be uncorrelated, which is computationally unfeasible. Thus further optimisation of the EAI should focus on whether a compromise between frequent exchanges and minimised correlation between exchanges exists.
In Chapter 5 it was found that different LPS lipids could have different extraction free energies, and that convergence of a single PMF was slow. It is possible to combine umbrella sampling (US) and HREX to further enhance sampling of phase space\textsuperscript{245}. US/HREX MD could enable the sampling of complex PESs, in a range of outer membrane systems. Two processes of interest would be the permeation of the membrane by antimicrobials, or defect formation in the membrane.
Chapter 7

Conclusions

7.1 Summary

Here CG MD was applied to complex bacterial membrane models to further our current understanding of the Gram-negative bacterial cell envelope. Both the behaviours of the membranes and their interactions with embedded proteins were the main focus of this work. Comparisons were also drawn to the simpler bacterial membrane models often used throughout the literature. Model membrane complexity has been shown to be essential in furthering understanding the cell envelope. However, with increasing model complexity brings with it a new set of challenges that should be the focus of future work.

In Chapter 3 CG MD simulations were performed on a series of natural and artificial nanopores that were embedded in either a symmetric phospholipid membrane or an asymmetric Gram-negative outer membrane. The aim of this chapter was to investigate the contribution of nanopore size, shape and chemistry to the properties of the surrounding membrane. The diffusion around a protein was largely impacted by protein size, whereas the asymmetry in diffusion between leaflets was impacted by protein shape and chemistry. Protein shape also played a key role in the membrane structure around each pore. The structure and the dynamics of the outer membrane was found to vary greatly from the simpler phospholipid systems. In the outer membrane the slow moving LPS layer was found to dictate protein diffusion and the structural properties of the opposing leaflet. In particular, an increase of cardiolipin clustering was caused by communication with the LPS layer. The effects of protein interactions on their local environments was found to be reduced in outer membrane models.

In Chapter 4 a more in depth study of the behaviour of a range of outer membrane proteins in different outer membrane models was carried out. The proteins had a variety of
interactions between Omps and the LPS in the outer membrane had a unique fingerprint. The observed patterns were often not consistent across the same level of LPS or proteins of similar sizes or functions. The tilt of the O-antigen component of LPS was found to depend on protein size and thus protein environment is likely to affect the thickness of the outer membrane, which acts as a barrier to antibiotics. While trends could be reproduced across repeats, quantitative values were often not reproducible. It was believed that poor convergence was the result of a lack of LPS sorting on the scale of these simulations (up to 60 $\mu$s). Observable properties often had correlation times on the order of microseconds.

In Chapter 5, umbrella sampling was used to extract lipids from outer and inner membrane models to compare and contrast the stability of each lipid in their respective membrane. The restricted dynamics of LPS meant that different LPS lipids gave different lipid extraction free energies. When the same lipid was extracted multiple times, convergence was dependant on the CV used. The highest performing CV for lipid extraction, in terms of convergence, was not the most specific one.

Chapter 6 focused on designing protocols to overcome the issues with convergence for outer membrane models described in previous chapters. It was hypothesised that the used of sparse LPS densities would lead to enhanced lipid sorting and the convergence of protein-lipid interactions between repeats. Instead, LPS remained locked around the protein and protein-lipid interactions did not converge. The second method was to apply Hamiltonian replica exchange MD (HREX MD) to LPS to enhance the lateral sorting of LPS. HREX MD was used to successfully enhance LPS mixing and speed up the relaxation of outer membrane models, compared to unbiased simulations. However, the current protocol for HREX MD was too inefficient to be applicable to large systems, and thus further optimisation should be the subject of future work.

7.2 Future Work

During the course of this thesis CG MD simulations have been used to investigate the effects of model complexity on protein-lipid interactions and membrane properties. While a number of interesting conclusions have been drawn, it is clear that there is still a lot of room for future work in this field. Studying the effects of protein crowding in complex bacterial membranes would be the next step from the single protein systems discussed here. Moreover additional complexity could be added to the current model of the cell.
envelope, such as CG peptidoglycan or lipidated peptides.

However, before carrying out further studies on more complex systems there are a few areas that merit attention. One such issue is a lack of experimental data for outer membranes. This if of great concern as the accuracy of atomistic and CG models rely heavily on experimental data. In particular, there is a lack of experimental data for the diffusive behaviour of LPS. It is also uncertain whether LPS is confined to an area of the cell or homogeneously mixes. Thus it is difficult to validate the lack of LPS mixing shown in this work. Such experimental work is vital to further validate the results from simulation models. One particular weakness of the forcefield used in this work, Martini, is that sugar-sugar interactions have been overemphasised (‘sticky’ sugars) \[192\]. Sticky sugar interactions will have further reduced LPS diffusion in the CG LPS model and may be one factor in explaining the lack convergence between repeat simulations in this work. A more accurate representation of sugars is likely to be one of the goals of the next iteration of Martini.

In Chapter 6 the lateral sorting of LPS was improved through the use of HREX MD. However, LPS mixing was inefficient and only occurred over 10s of microseconds. Further optimisation of the HREX parameters could improve the speed of LPS mixing and system relaxation. Alternatively, different enhanced sampling techniques could be explored. Markov State Models (MSMs) have recently shown promise for building kinetic models that can predict properties over long timescales (milliseconds) \[246\]. It would be of interest to attempt to develop a MSM for the outer membrane of *E.coli* and compare its performance to HREX MD.

One issue with MD simulation as a whole is often a lack of computational power. Future increased in computational power could overcome sampling issues in bacterial membrane through longer and larger simulations, at higher model resolutions. Alternatively, initial work with machine learned forcefields have shown that is it possible to reproduce QM results at the computational cost of classical models \[247\]. Machine learned CG forcefields have also been developed for simple systems \[248\]. These forcefields offer another path to improve the speed and accuracy of simulation models of all resolutions.
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Figure A.1: Copyright agreement for Table 2.1.

Figure A.2: Copyright agreement for previously published work.


**Figure A.3:** Copyright agreement for previously published work[149].

**Figure A.4:** Copyright agreement for previously published work[105].
**Figure A.5:** Side on view of the A) Outer membrane and the B) mixed phospholipid systems used in this chapter. Key: yellow=LPS core sugars, pink=Lipid A headgroup, cyan=LPS tails, silver=POPE, purple=POPG and blue=cardiolipin.

**Figure A.6:** Lateral diffusion ratio between bilayer leaflets of a mixed phospholipid bilayer (18:2:2 POPE:POPG:cardiolipin) with respect to the distance from (upper left) OmpF (upper middle) OmpF mutated (OmpF mut) with carbon nanotube (CNT) bead types (upper right) CNT trimer (middle left) CNT trimer with shifted hydrophobic region (middle) CNT (middle right) carbon nano-particle (CNP) hourglass and (lower left) CNP cone. The distances are the midpoints of each 1 nm bin.
Figure A.7: Density maps of POPE in a) upper and b) lower leaflets of the mixed phospholipid membrane centered around a membrane OmpA. Density maps of POPE in c) upper and d) lower leaflets of the mixed phospholipid membrane centered around a membrane OmpF. The density was measured using the phosphate particle and all values normalized by the number of lipids in a given leaflet.

Figure A.8: Density maps of A) POPE and B) POPG in the outer membrane. The density was measured using one phosphate particle per lipid and all values normalized by the number of lipids. Each system was centered around a transmembrane OmpA. This is the analysis from the last 4 µs of the repeat simulation (8 µs total). Reused with permission from Shearer et al. [149]
Figure A.9: Order analysis map of lipid tails (Equation (3.1)) of A) LPS and B) POPE in the outer membrane. C) Density maps of cardiolipin in the outer and mixed phospholipid membrane, respectively. The density was measured using one phosphate particle per lipid and all values normalized by the number of lipids in a given leaflet. Reused with permission from Shearer et al. [149]
Figure A.10: Order analysis of the lipid tails of A) lipopolysaccharide, POPE and the C) difference between lipopolysaccharide and POPE order parameters (Equation (3.1)) in the outer membrane with a membrane OmpA (repeat). (D, E) Density maps of cardiolipin in the outer and mixed phospholipid membrane, respectively. The density was measured using one phosphate particle per lipid and all values normalized by the number of lipids. Each system was centered around a transmembrane OmpA. This is the analysis from the last 4 µs of the repeat simulation (8 µs total). Reused with permission from Shearer et al. [149]
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Figure B.1: Side on view of the systems used in this chapter (see Table 4.1 and Section 4.2). Key for DPPC: green=saturated chains, purple=unsaturated chains, golden=phosphate beads and blue=amine beads. Other key: yellow=LPS core sugars, pink=Lipid A headgroup, cyan=LPS tails, silver=POPE, purple=POPG and blue=cardiolipin.
Figure B.2: Average number of contacts per frame between each residue in a protein and the lipid A phosphate groups for 25 – 30 µs across repeats (one repeat has hash markings). Each bar was coloured with respect to the polarity of each residue: red=basic, blue=acidic, orange=aromatic, green=polar and black=non-polar. Note that multiple contacts between a single residue and another Lipid A headgroup were only counted once. Reprinted with permission from Shearer et al. [172]. Copyright 2019 American Chemical Society 2019.
Figure B.3: 2D lipid density analysis for the repeats of the ReLPS out-membrane systems. Density maps were done for the entire Re lipopolysaccharide (ReLPS) lipid, 16:0-18:1 phosphoethanolamine (POPE), phosphatidylglycerol (POPG) and cardiolipin (CDL2) lipid phosphate beads and were averaged over 25 – 30 µs. The density maps are coloured by enrichment (> 0) or depletion (< 0) of each lipid type with respect to the average density of that lipid. Reprinted with permission from Shearer et al. [172]. Copyright 2019 American Chemical Society 2019.
FIGURE B.4: Probability distribution of (top) O-Antigen chain tilt with respect to the z axis and the tilt between neighbouring pairs of O-Antigen chains for 25 – 30 µs of the OANT systems (bottom). The tilt of a single O-Antigen chain was calculated using its end to end vector. For the chain tilt with respect to the z axis, two probability distributions were generated for smooth lipopolysaccharides (LPS) closer than 2.5 nm (blue line) or further than 2.5 nm away from a given proteins surface (red line). For the pairwise O-Antigen distributions if the chains tilted towards each other the angle was positive; in all other cases the angles would be negative. Angles are presented in units of \( \cos(\theta) \) where \( \theta \) is an angle. For the pairwise O-Antigen relative tilt angles, if the chains tilted towards each other \( \cos(\theta) \) takes the range \( [0, 2] \); in all other cases the angles are between \( (-2, 0) \). Reprinted with permission from Shearer et al. [172].

Copyright 2019 American Chemical Society 2019.
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Figure C.1: Side on view of the A) outer and inner membrane model, B) without and C) with a membrane AqpZ. The outer membrane contained ReLPS in the upper leaflet of the membrane. key: orange=protein, yellow=LPS core sugars, pink=Lipid A headgroup, cyan=LPS tails, silver=POPE, purple=POPG and blue=cardiolipin.
Figure C.2: PMFs of ReLPS extraction from the outer membrane using the A) COM\_MEMB, B) COM\_CY, C) HEAD\_MEMB and D) HEAD\_CY CV, measured across the last 2 µs of each window. The CVs were defined in Section 5.2.3. The uncertainty in each PMF was estimated with the Bayesian bootstrap method.
Figure C.3: PMFs of ReLPS extraction from the outer membrane using the A) COM_MEMB, B) COM_CY, C) HEAD_MEMB and D) HEAD_CY CVs, measured across the last 2 µs of each window. The CVs were defined in Section 5.2.3. The PMF was calculated using the MBAR free energy estimator[136].

Figure C.4: PMFs of POPE extraction from the outer membrane using the A) COM_MEMB, B) COM_CY, C) HEAD_MEMB and D) HEAD_CY CV, measured across intervals of 0.5 µs. The CVs were defined in Section 5.2.3.
Figure C.5: PMFs of the extraction of a POPE or cardiolipin (CDL) lipid from near AqpZ (local), in the bulk of the inner membrane (bulk) or a membrane with no protein across intervals of 0.5 µs.
Figure C.6: 2D lipid density analysis for the inner membrane with a membrane AqpZ. Density maps were done for all lipid phosphate beads and were averaged over the last 1 μs of the unbiased production run. The density maps are colored by enrichment (> 0) or depletion (< 0) of each lipid type with respect to the average density of all lipids. The analysis method is described in detail in Section 4.2.4.
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Figure D.1: Side on view of the A) POPE membrane with some ReLPS lipids in the upper leaflet A) without (system 3) and B) with a membrane OmpA (system 4). C) ReLPS outer membrane (LPS in the upper leaflet of the membrane, system 5). For more system details see Tables 6.1 and 6.2. key: orange=protein, yellow=LPS core sugars, pink=Lipid A headgroup, cyan=LPS tails, silver=POPE, purple=POPG and blue=cardiolipin.
Figure D.2: A) Membrane thickness B) Area per Lipid (APL) of ReLPS, C) POPE (orange), POPG (green) and cardiolipin (blue) vs time. Averages and errors were generated from taking the block average and standard deviation, respectively, across 100 ns intervals. The APL and membrane thickness were determined using the center of geometry of any phosphate beads in each lipid with the FATSLiM program [232].

Figure D.3: A) Fraction of replicas that complete at least one round trip B) RMSD of population frequency (see Equation (6.5)) vs time (blue) and number of exchange attempts (orange) for HREX of the HEADALL region of an ReLPS outer membrane with an exchange attempt interval of 50 ps.
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