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Abstract—In this paper, we propose a knowledge distillation
approach with two teachers for facial age estimation. Due to the
nonstationary patterns of facial aging process, the relative order
of age labels provides more reliable information than exact age
values for facial age estimation. Thus the first teacher is a novel
ranking method capturing the ordinal relation among age labels.
Specifically, it formulates the ordinal relation learning as a task
of recovering the original ordered sequences from shuffled ones.
The second teacher adopts a same model as the student that treats
facial age estimation as a multi-class classification task. The pro-
posed method leverages the intermediate representations learned
by the first teacher and the softened outputs of the second teacher
as supervisory signals to improve the training procedure and final
performance of the compact student for facial age estimation.
Hence, the proposed knowledge distillation approach is capable
of distillating the ordinal knowledge from the ranking model
and the dark knowledge from the multi-class classification model
into a compact student, which facilitates the implementation of
facial age estimation on platforms with limited memory and
computation resources, such as mobile and embedded devices.
Extensive experiments involving several famous datasets for age
estimation have demonstrated the superior performance of our
proposed method over several existing state-of-the-art methods.

Index Terms—Facial age estimation, self-supervised learning,
jigsaw puzzles solver, permutation prediction, knowledge distil-
lation, dark knowledge, feature transfer.

I. INTRODUCTION

AGE estimation from facial images has attracted increas-
ing attention in the computer vision community owing to

its potential applications in human-computer interaction, soft-
biometrics, surveillance monitoring, video content analysis,
security control, and electronic customer relationship manage-
ment. The objective of age estimation is to label a facial image
automatically with the exact age or the age group. This is a
challenging problem due to many difficulties, such as facial
pose and expression, illumination, ethnicity, and significant
variations on appearance among people of the same age.

Existing approaches usually formulate the age estimation
problem as a multi-class classification problem [1]–[6] or
a regression problem [7]–[11]. Multi-class classification ap-
proaches consider age labels independent to each other. How-
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ever, age labels are ordinal and highly correlated, rather than
independent. It is intuitive to solve the age estimation problem
by a regression model since the strong ordinal relationship
among age labels makes them forming a well-ordered set.
However, the human face matures in different ways depending
on the person’s age, e.g., bone growth in childhood and skin
wrinkles in adulthood. This property makes the stochastic
process underlying human aging patterns non-stationary in
the feature space. This non-stationary characteristic can easily
cause over-fitting problem for a regressor in the training
process [12]. Moreover, most state-of-the-art methods for
age estimation are built upon complex networks with bulky
architectures, which are not suitable to be adopted on plat-
forms with limited memory and computation resource, such as
mobile and embedded devices. Solving these two key issues
in facial age estimation, specifically, non-stationary aging
patterns and existing cumbersome models with a huge amount
of parameters, motivate our current work.

Firstly, the human aging process exhibits diversity in dif-
ferent age ranges. For example, the difference in the aging
process of the age range from 40 to 45 is not equivalent
to that of the age range from 5 to 10. In particular, facial
aging effects appear as the changes in the shape of face
during childhood and as the changes in skin texture during
adulthood. Hence, the differences between the age labels may
be a less reliable measurement for age estimation than the
relative orders of the age labels. In order to capture the
ordinal relation among age labels, we propose a novel ranking
approach that is capable of recovering the original ordered
sequences from the shuffled ones. We formulate this task as
a permutation prediction problem, which can be transformed
into a classification task by regarding the permutations as
categories. Thus, we can adopt convolutional neural networks
(CNNs) to implement the ranking approach. Since the ranking
approach itself cannot predict the exact age values for facial
images, we further design a mechanism to transfer the ordinal
knowledge learned by the ranking model to another age
estimation model, namely, a multi-class classification model.
The proposed ranking approach is able to overcome the
shortcoming of the age classification that ignores the inherent
ordinal relationship among the labels.

Secondly, as mentioned previously, most existing state-
of-the-art methods for facial age estimation leverage bulky
models with size larger than 500 MB, which is not suitable
for platforms with limited memory and computation resource,
such as mobile and embedded devices. In order to solve
this problem as well as the problem of non-stationary aging
patterns simultaneously, we select knowledge distillation as
the framework of our method. Although there are several ap-
proaches to compress the network, including network pruning
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[13], network quantization [13], and compact network design
[14], knowledge distillation is the only method among them,
which is capable of transferring the knowledge in an ensemble
into a single model [15]. Furthermore, knowledge distillation
has another advantage that the training procedures for the
teacher and student are separate. This allows the teacher and
student to use different network architectures to better suit
their different learning tasks or to better fit different datasets.

To be more specific, in this paper, we propose a knowledge
distillation method with two teachers, which is capable of re-
solving the aforementioned key issues of facial age estimation.
In our proposed approach, one teacher is a ranking model
performing the permutation prediction task, and the other is
a multi-class classification model similar to the student. The
basic idea is to transfer the ordinal knowledge captured by
the ranking model and the dark knowledge captured by the
multi-class classification model to a compact student model.
Thus our proposed method adopts the teacher-student learning
paradigm, in which the teachers act as regularizers for the
training of the student. Our contributions are now summarized.

1) We propose a novel ranking method capable of capturing
the relative order among age labels, which is more
reliable for age estimation than the ones based on the
differences between the age labels.

2) In contrast to most existing knowledge distillation works
that mainly consider single teacher, we propose a knowl-
edge distillation method with two teachers to simultane-
ously transfer the ordinal knowledge from the ranking
model and the dark knowledge from the multi-class
classification model to a compact age estimation model.

3) Independent training processes allow the teachers and
student to use different network architectures, which is
important for deep learning methods due to the fact
that different tasks or different datasets require different
fitting architectures.

4) Experimental results involving several popular datasets
for age estimation have confirmed the superior perfor-
mance of our proposed knowledge distillation method
over several existing state-of-the-art methods.

II. RELATED WORK

A. Age estimation

The methods of age estimation can be organized into four
categories: regression [7]–[11], [16]–[18], multi-class clas-
sification [1]–[6], [19], distribution learning [20]–[24], and
ordinal relation learning [12], [25]–[28].

Agustsson et al. [7] proposed the anchored regression
network, which is a nonlinear regression network combining
multiple linear regressors over soft assignments to anchor
points. Zhang and Yeung [11] formulated age estimation as
a multi-task regression problem in which each learning task
is related to estimation of the age function for each person.
According to the works [2], [12], regression-based approaches
for age estimation often suffer from the overfitting problem
due to the aging process being nonstationary. BridgeNet [16]
applies local regressors to partition the data space into multiple
overlapping subspaces to tackle the problem of heterogeneous

data caused by the nonstationary aging process. It also lever-
ages gating networks to mine the continuous relation between
age labels. DeepAge [17] is a dual CNN and support vector
regression (SVR) approach for face-based age estimation. A
CNN is trained for representation learning, followed by metric
learning, after which SVR is applied to the learned features.
This dual CNN and SVR approach is capable of overcoming
the problem of lacking large datasets with age annotations.
Shen et al. [18] proposed deep regression forests (DRFs)
based approach, an end-to-end model, for age estimation,
which connects the split nodes to a fully connected layer of a
CNN and deals with inhomogeneous data by jointly learning
input-dependent data partitions at the split nodes and data
abstractions at the leaf nodes.

Rothe et al. [2], [3] posed the apparent age estimation prob-
lem as a deep classification problem followed by a softmax
expected value refinement. Liu et al. [5] designed an AgeNet
with deeply learned regressor and classifier for robust apparent
age estimation. Geng et al. [6] proposed to model the aging
pattern by constructing a representative subspace. Zhang et al.
[19] combined long short-term memory (LSTM) network with
attention mechanism to extract local features of age-sensitive
regions, which effectively improves the age estimation accu-
racy. Multi-class classification approaches however completely
ignore the age-related ordinal information, which limits their
achievable performance.

To solve the problem of insufficient training data for many
ages, Geng et al. [23] regarded a facial image as an example
associated with a label distribution, based on the observation
that aging is a slow and smooth process. Hou et al. [20]
aimed to solve the same problem by utilizing the neighboring
ages in learning a particular age. Zhang et al. [22] introduced
an effective way of exploiting age comparisons for labelling
massive quantity of in-the-wild face images. Pan et al. [24]
proposed the mean-variance loss for robust age estimation
via distribution learning. Specifically, the mean-variance loss
consists of a mean loss, which penalizes difference between
the mean of the estimated age distribution and the ground-
truth age, and a variance loss, which penalizes the variance
of the estimated age distribution to ensure a concentrated
distribution. In order to solve the problem of huge amount of
parameters, compact architectures were designed. In particular,
Niu et al. [26] used a basic CNN [29] with thinner and
shallower architecture. Yang et al. [9] adopted a coarse-to-
fine strategy to separate age estimation into several stages,
with each stage only performing intermediate classification.
In this way, the model size can be much reduced.

In order to address the nonstationary characteristics of aging
patterns, the ordinal regression approaches were proposed
in [12], [25]–[28], by leveraging the relative order among
the age labels in addition to their exact values. The typical
representatives of ordinal regression [12], [25], [26] formulate
age estimation as a ranking problem and transform the ordinal
regression problem into a series of binary classification sub-
problems. Each binary classifier is trained to predict whether
the age label of a sample is larger than a fixed age value
for it. The prediction of the age label is then based on
the classification results of all the binary classifiers. Liu
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et al. [27] enforced the two criteria on the ordinal feature
learning, specifically, 1) the topology-aware ordinal relation
of face samples is preserved in the learned feature space, and
2) the age difference information of the embedded feature
representation is exploited in a ranking-preserving manner.

Besides the aforementioned four categories, there are also
some other related works. Liu et al. [30] proposed a four-
stage fusion framework for facial age estimation, which con-
sists of gender recognition, gender-specific age grouping, age
estimation within age groups, and the fusion stage. In order
to tackle the problem of age estimation from facial expression
videos, Pei et al. [31] employed CNNs to extract effective
latent appearance representations and fed them into recurrent
networks to model the temporal dynamics. Li et al. [32]
proposed and solved a cross-population task, which exploit
an existing large labeled dataset of one (source) population to
improve the age estimation performance on another (target)
population with only a small labeled dataset available.

B. Knowledge distillation

Knowledge distillation was originally proposed in [15]
for ensemble learning and model compression. It adopts the
teacher-student learning paradigm for ensemble learning and
model compression by transferring the knowledge of a high-
capacity teacher with desired high performance to a more
compact student, which closely matches the predictive power
of the teacher. Romero et al. [33] used the outputs of hidden
layers to regularize the training process of student, in addition
to the softened pre-softmax activations. Huang and Wang [34]
proposed a novel knowledge distillation method by treating
it as a distribution matching problem of neuron selectivity
patterns between the teacher and student networks. The work
[35] proposed the mean teacher, in which the teacher model
is an average of consecutive student models. Lopes et al. [36]
presented a data-free knowledge distillation method, which
allows training teacher and student on different datasets.

Instead of forcing the student to mimic the teacher’s output,
Xu et al. [37] adopted an adversarial loss. Crowley et al.
[38] used attention transformation of the teacher architecture
to produce the student architecture. Polino et al. [39] pro-
posed two new compression methods, with the first method
leveraging distillation, and the second one optimizing the
location of quantization points through stochastic gradient
descent. Recently, a few papers [40]–[42] have shown that
knowledge distillation is able to improve the student over the
teacher with identical architecture. With growing influences
of knowledge distillation, task-specific methods of knowledge
distillation have been proposed for object detection [43], [44],
facial model compression [45], and image retrieval [46].

III. PROPOSED METHOD

In this section, we first introduce our novel ranking method
proposed for ordinal relation learning. Then, we present the
training procedure of the second teacher. Finally, we describe
the proposed method of knowledge distillation in detail.

A. Ordinal Relation Learning

The basic idea is to make the model learn to rank a
disordered sequence of facial images according to age. We
formulate this problem as a task of recovering the original
ordered sequences from shuffled ones. Given a sequence
of facial images ordered by their age labels, we generate
shuffled sequences according to permutations selected from
a pre-defined permutation set. In order to recover the shuffled
sequences, we cast the problem as a permutation prediction
task, which can be transformed into a classification task by
regarding the permutation as category. This approach, named
jigsaw puzzle solver, was originally proposed in [47] to solve
the jigsaw puzzle problem, which is a famous spatial layout
recovery problem. According to [47], solving jigsaw puzzles
can be used to teach a system that an object is made of parts
and what these parts are. In this paper, we generalize it as a
visual permutation learning method to predict ordinal relation
of facial images according to human age. Compared with the
ordinal regression problem [12], [25], [26], the permutation
prediction task is more complex and challenging but it can
provide richer information of structural ordinal relation.

First, we select a subset of permutations [47], because it
is not necessary to consider all the n! possible permutations,
where n is the length of sequences. The permutation set is
generated iteratively via a greedy algorithm maximizing the
sum of Hamming distance within it. Let us denote the permu-
tation set as P = [P1, ..., PK ], which contains K permutations.
Given an ordered sequence of facial images S = [I1, ..., In],
we can generate a training sample (S, k) by shuffling S with
a randomly selected permutation Pk ∈ P. We consider the
permutation index in the subset as the category label. In
this way, we can formulate the permutation prediction as a
classification problem, which can be solved by a conventional
CNN model. Assume that we have Np training samples{
(Si, ki )

}Np

i=1, where Si denotes the i-th training sample and
ki ∈ {1, ..., K }. We train a CNN to obtain the optimal model
through the optimization

arg min
θp

Np∑
i=1

H
(

f p
(
Si ; θp

)
, ki

)
, (1)

where f p denotes the deep CNN model function parametrized
by θp and H

(
·
)

represents a standard cross-entropy loss.
As shown in Fig. 1, we exploit a multi-stream CNN of

Siamese style in which each branch receives a facial image
from a shuffled sequence. The outputs of the first fully-
connected layer are concatenated and inputted into the next
fully-connected layer. All the layers up to the last fully-
connected layer share the same parameters. The number of
branches depends on the length of input sequences. The
designed architecture is flexible and extensible to deal with
sequences of an arbitrary length.

Data sampling strategy is also important. Considering that
the age range is large, we split the facial images into several
overlapped groups. We sample two kinds of sequence: inter-
group sequence and inner-group sequence. Each sample in an
inter-group sequence is from different groups, and samples
in an inner-group sequence are all from a same group. No
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Fig. 1. The multi-stream architecture of Siamese network to predict the index of the selected permutation which shuffles the original sequence. The 1st
column of images shows the ordered sequence according to age, and the 2nd column of images is the shuffled one. For simplicity, we do not indicate the
max-pooling and ReLU layers.

two samples in a sequence are labeled with the same age.
We leverage a simple curriculum learning strategy [48] in
the training procedure of the first teacher, which is separated
into two stages. The first stage with a certain amount of
training steps is performed on inter-group sequences, and the
second stage on inner-sequences. This strategy mimic the
gradually learning behavior of humans and animals which
tends to start from ‘easier’ examples. According to [48], this
learning strategy may guide training towards better regions in
the parameter space. Before feeding the samples to the multi-
stream network, we adopt a general pre-processing procedure
for face detection and alignment. We first leverage Harr-based
cascade classifiers [49] to detect the face. Then, we align
the face based on the locations of eyes. Finally, the image
is resized to the sizes of 112 × 112 × 3 and 64 × 64 × 3 for
training and testing, respectively.

B. Multi-class Classification

The second teacher is a multi-class classification model,
which consists of two key components: feature extractor
and classifier. All the best performing systems on facial age
estimation to date were based on CNN [2], [9], [22]. Thus, we
also leverage a conventional CNN to implement the second
teacher.

The training procedure starts with a pre-trained CNN on the
ImageNet 1k [50]. Unless otherwise stated, we fine-tune the
CNN on the images from the newly introduced IMDB-WIKI
[2] and AFAD datasets [26] to adapt to face image contents
and age estimation. Finally, we use the pre-trained CNN on
the ImageNet 1k, IMDB-WIKI and AFAD to initialize the
network when training on each actual dataset. The pre-training
procedure can enhance the generalization of the CNN, and the
fine-tuning allows the CNN to pick up the particularities, the
distribution, and the bias of each dataset and thus to maximize
the achievable performance.

C. Knowledge Distillation with Two Teachers

The reason we choose knowledge distillation for feature
transfer is twofold: 1) Separating training procedures for the
teacher and student makes it flexible to design suitable archi-
tectures for each model; 2) Knowledge distillation is proposed
for model compression and ensemble learning, which perfectly
fits our tasks. In our framework as shown in Fig. 2, teachers
work as a form of regularization for the training of student. The
two teachers are independent in the proposed framework, and
they provide different knowledge for the student. The key is to
select the supervision signals and design appropriate training
procedure to combine the different knowledge.

The first teacher aims to predict the permutations of the
shuffled sequences to capture the ordinal relation among the
age labels. The outputs of its hidden layers can be consid-
ered as the learning-based feature representations capturing
discriminative ordinal information. Thus it is not necessary
to adopt the same learning paradigm introduced in Subsec-
tion III-A for the teaching procedure. There are two serious
conflicts between the student and the learning paradigm of
jigsaw puzzle solver, namely, the two inputs can conflict,
and the two architectures can conflict. More specifically, the
student receives facial images as input, while the first teacher
receives sequences of facial images. The student adopts CNN
with single path, while the first teacher needs multi-path
Siamese network. Due to these conflicts, we prefer to leverage
the outputs of the hidden layers as hints defined in [33] to
guide the student’s learning process. To be more specific,
we discard the permutation signals in the teaching procedure,
and we leverage feature maps of the Siamese layers as the
supervision signals to avoid the conflicts. Thus, batches of
facial images, not batches of sequences, are inputted into the
first teacher and student in the teaching procedure.

The second teacher is also a multi-class classification
model similar to the student. Without the second teacher,
the proposed approach can still work. However, the softened
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Fig. 2. The proposed framework of knowledge distillation method with two teachers. We optimize the hint-based loss function to transfer the ordinal feature
obtained by the first teacher. We adopt the original knowledge distillation method proposed in [15] with the second teacher. The red dot lines denote the
direction of back propagation.

outputs of the second teacher may provide important infor-
mation on how the teacher generalizes. According to [15],
the relative probabilities of incorrect answers offer valuable
information, which is critical for generalization. It is difficult
to find what exactly this information is, and it may depend
on the specific task. We did a case study to explore what
knowledge the second teacher provides, and the results are
given in Appendix D. Some persons happen to look younger
or older than their actual ages, which may confuse the age
estimation model. The second teacher may output wrong
predictions for some of these samples but according to the
results of Appendix D, the incorrect predictions provided by
the second teacher actually indicate the ages that these persons
look like. Thus the softened outputs of the second teacher
can alleviate the confusing caused by these samples in the
training procedure of the student. This observation is related
to the concept of ‘apparent age’. Apparent age of a person is
perceived by others based on the person’s visual appearance
cues. Sometimes, we meet persons who look younger or older
than their real ages. Apparently, this judgment is subjective
and there is an apparent age of a person in our mind based on
the person’s facial appearance. In our opinion, we can consider
apparent age as the ‘average age’ of the real age distribution of
people with similar facial physiological characteristics. Thus,
the second teacher outputs the apparent ages for some persons
who look younger or older than their real ages. It can be seen
that the second teacher can capture this age distribution of the
persons based on their similar facial visual cues.

D. Training Student with Two Teachers

Let
{
(Ii, yi )

}N
i=1 be the data set of N training samples, where

Ii denotes the i-th facial image and yi its age label. Given the
two trained teachers parametrized by θp and θd , respectively,
we aim to train the student model parametrized with θs by
minimizing the following loss function

L
(
θs

)
=

N∑
i=1

H
(

f s (Ii ; θs ), yi
)
+ λ1Lhint s

(
θguided, θr

)
+ λ2H

(
so f tmax

( ad

τ

)
, so f tmax

( as

τ

))
, (2)

where H (·, ·) denotes the cross entropy, f s is the deep nested
function of the student parametrized by θs , Lhint s denotes the
loss of the hint-based teaching with the first teacher, θguided
and θr are the parameters of the deep networks implementing
the hint-based teaching, while ad and as are the pre-softmax
activations outputted by the deep networks of the second
teacher and the student, respectively, and τ is a relaxation
parameter. In (2), the first term treats the age estimation as
a multi-class classification task, the second term solves the
hint-based teaching, and the third term conducts the teaching
with the second teacher. Hence, λ1 and λ2 are the hyper-
tunable parameters that balance the hint-based teaching and
the teaching with the second teacher.

Hint-based teaching with first teacher: In order to transfer
the feature representations capturing ordinal relation from the
first teacher, we make some hidden layers of the student able
to predict the outputs of some hidden layers of the teacher.
This regularizing strategy is first proposed in FitNets [33],
where the chosen hidden layer of the student is called guided
layer, and the output of the teacher’s hidden layer is called
hint. The pair hint/guided layer should be chosen such that the
student network is not over-regularized. According to [33], the
deeper the guided layer is set, the less flexibility the network
preserves and, therefore, the student tends to suffer from over-
regularization. Due to the fact that the selected hint layer often
has more channels than the corresponding guided layer, we
need to add a regressor to the guided layer to make its outputs
match the size of the corresponding hint layer. Then, we train
the parameters of the student network from the first layer up
to the guided layer as well as the regressor by minimizing the
following loss function

Lhint s
(
θguided, θr

)
=
u

(
I; θhint

)
− r

(
v
(
I; θguided

)
; θr

)2

h × w × c
,

(3)

where I denotes the input image, u
(
·; θhint

)
/v

(
·; θguided

)
are

the teacher/student deep nested functions up to their respective
hint/guided layers with parameters θhint and θguided , respec-
tively, and r

(
·; θr

)
is the regressor function on top of the

guided layer with parameters θr , while h and w are the height
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and width of the feature maps outputted by u
(
·; θhint

)
, and c is

the number of the channels of the feature maps. Furthermore,
θguided is a subset of θs , and θhint is a subset of θp . Note that
the outputs of u

(
·; θhint

)
and r

(
·; θr

)
have to be comparable.

All the guided and hint layers are convolutional in this work.
Using a fully-connected regressor will increase the amount
of parameters and the memory consumption dramatically. To
mitigate this problem, we leverage a convolutional regressor,
in which the spatial region of the input is approximately same
as the teacher hint. Thus, we can make the spatial size of the
regressor’s output same as the teacher hint.

Teaching with softened outputs from second teacher: Ac-
cording to the original knowledge distillation method proposed
in [15], softened outputs of deep networks may provide impor-
tant information for generalization. We leverage the softened
outputs of the second teacher to guide the training of the
student by minimizing the third term in (2). Specifically, ad

and as are computed by the following functions

ad = f ′d (I; θd ), as = f ′s (I; θs ), (4)

where f ′
d
/ f ′s denote the deep nested functions up to the

last layer before softmax layer in the second teacher/student
with parameters θd/θs , respectively. The temperature τ is
introduced to produce a softer probability distribution over
age labels. The same relaxation is also applied to the outputs
of the student network.

Algorithm 1 Stage-Wise Training Procedure
Input: θs , θp , θd , θr , two indices h and g corresponding
to hint and guided layers
Output: θ?s
1: Randomly initialize θs and θr .
2: θguided ←

{
θ1
s, · · · , θ

g
s
}

3: θhint ←
{
θ1
p, · · · , θ

h
p

}
4:

(
θ?
guided

, θ?r
)
← arg min(

θguided,θr
) Lhint s

(
θguided, θr

)
5:

{
θ1
s, · · · , θ

g
s } ←

{
θ?1
guided

, · · · , θ
?g
guided

}
6: θ?s ← arg min

θs
L

(
θs

)
Stage-wise training procedure: We train the student network

in a stage-wise fashion following the teacher/student paradigm,
after the teachers have been trained. First, the parameters of
the student network and regressor are randomly initialized.
Then, we train the parameters of the student network up to
the guided layers under the supervision of corresponding hints
by minimizing the cost (3). Finally, starting from the trained
parameters obtained in the second step, we train the whole
student network by minimizing the cost (2). The whole training
procedure is summarized in Algorithm 1.

IV. EXPERIMENTS

We conducted experiments on several popular datasets for
facial age estimation. The implementing details of our pro-
posed knowledge distillation approach with two teachers are
presented at Appendices A to C.

A. Datasets

IMDB-WIKI: IMDB-WIKI dataset is introduced in [2]. To
the best of our knowledge, this is the largest public dataset
available for facial age estimation containing 523 051 facial
images of 20 284 celebrities. The images were crawled from
IMDb and Wikipedia according to the list of the 100 000 most
popular actors as listed on the IMDb website. IMDB-WIKI
dataset contains some noisy images with no face or inaccurate
ages. Thus it is unsuitable for us to evaluate the proposed
method using this dataset, and we leverage it for pre-training
similar to the previous work [2].

MORPH2: MORPH2 [51] is the most popular benchmark
dataset for facial age estimation containing more than 55 000
face images of 13 000 individuals, whose ages range from
16 to 77 years old. These people include 42 589 Africans,
10 559 Europeans, 1769 Hispanics, but only 154 Asians. Each
individual has about 4 images on average. We randomly divide
the data into 80%/20% exclusive training/test partitions as the
previous work [22], [26] did. The performance is measured
by the mean absolute error (MAE), which is calculated by
averaging the absolute errors between the predicted result and
the ground truth.

FG-NET: There are 1002 facial images from 82 persons
in the Face and Gesture Recognition Research Network (FG-
NET) aging database [52]. Ages of these persons range from
0 to 69. On average there are 12 samples for each person. We
adopt the leave-one-person-out strategy for evaluation as the
previous work [2], [12], [27], which selects face images from
one person for testing and the rest for training. We report the
average performance over the 82 splits. The performance on
FG-NET is also evaluated by the MAE.

MegaAge: MegaAge dataset [22] is randomly sampled from
MegaFace [53], which consists of a million unconstrained
photos of more than 690 000 different individuals. The dataset
contains 41 941 images, whose ages range from 0 to 70. We
reserve 8530 images as test data similar to the previous work
[22]. To be convenient for comparing the performance with
the previous work, we employ the cumulative accuracy (CA)
as the metric, which is defined by

CA(n) =
Kn

K
× 100, (5)

where K is the total number of test images, and Kn is the
number of testing images whose absolute estimated error is
smaller than n.

MegaAge-Asian: MegaAge-Asian contains 40 000 face im-
ages of Asians with ages from 0 to 70. Following the protocol
in [22], we reserve 3945 images for testing. Compared with
MegaAge, the source of this dataset is much more controlled,
and it consists only of Asian faces. Thus the results on
MegaAge-Asian given in the previous work [22] are better
than those obtained by using MegaAge.

AFAD: Popular datasets for age estimation, like MORPH2,
are very unbalanced on ethnic groups. Thus, the performance
of age estimation methods on Asian faces is not sufficiently
studied. To solve this problem, the Asian Face Age Dataset
(AFAD) is introduced in [26]. By collecting facial images
from a popular social network in China, this dataset contains
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TABLE I
PERFORMANCE COMPARISON WITH BULKY-MODEL BASED DEEP LEARNING METHODS ON MORPH2.

Method AP [22] ODFL [27] ARN [7] DEX [2] Hot [8] BridgeNet [16] DeepAge [17] DRF [18] RankingCNN [25] Ours (normal)

Input size 224 × 224 × 3 112 × 112 × 3

Model size 500 MB 2.2 GB 263.5 MB

Inference time (ms) 3.23 - 1.48

MAE 2.52 3.12 3.00 2.68 3.45 2.38 2.87 2.17 2.96 1.95

63 680 images of female and 100 752 images of male, whose
ages range from 15 to 40. We randomly divide the dataset
into 80%/20% exclusive training/test partitions as the previous
work [26] did. We evaluate the performance on AFAD by the
MAE metric.

B. Competing Methods
The existing competing methods can be divided into two

groups, traditional approach and deep learning approach.
The traditional approach leverages hand-designed feature to

solve the age estimation task. The traditional methods used in
our study include the bio-inspired feature (BIF) [54], active
appearance model (AAM) [55], kernel partial least squares
regression (KPLSR) [10], facial aging patterns (AGES) [6],
label distribution learning algorithms (CPNN) [23], cumula-
tive attribute space (CAS) [56], ordinal hyperplanes ranker
(OHRank) [12], CCA [57] and LSVR [58]. To the best of our
knowledge, the BIF [54] is the best hand-designed feature for
age estimation. The method combining BIF and OHRank [12]
achieves the best performance among traditional methods.

Deep learning methods have emerged as the state-of-the-arts
for facial age estimation. For example, RankingCNN [25], a
deep ranking model for age estimation, is the first work achiev-
ing the MAE lower than 3 on MORPH2, and posterior of age
comparisons (AP) [22] has achieved the lowest MAE result
on MORPH2, among all existing competing methods. In addi-
tional to RankingCNN and AP, the deep learning benchmarks
adopted in this study include preference prediction (Hot) [8],
deep expectation (DEX) [2], ordinal deep feature learning
(ODFL) [27], anchored regression networks (ARN) [7], MR-
CNN [26], OR-CNN [26], DenseNet [59], MobileNet [14],
BridgeNet [16], DeepAge [17], mean-variance loss (MVL)
[24], deep regression forests (DRF) [18], and SSR-Net [9].

As explained in Appendices A to C, we use two network
architectures with two different sizes, the normal one and
small one, to implement the student network for our approach.
For comparison, we also consider two CNN architectures
with different sizes, called the bulky model and compact
model, to implement deep learning benchmarks. Popular CNN
architectures usually require more than 200 MB of memory.
However, embedded devices often have limited memory stor-
ages. For example, FPGAs often have less than 10 MB of
on-chip memory and no off-chip memory or storage. Hence
for facilitating FPGA based implementation, the model size
must be sufficiently small. Thus, here we refer to the deep
learning based methods requiring less than 10 MB memory for
storing the parameters as compact-model based methods. By
contrast, the popular deep learning based methods requiring
large amount of memory are referred to as the bulky-model
based methods.

For traditional methods, the memory required for storing the
model parameters is small. Hence, we do not use bulky-model
or compact-model for characterizing traditional methods.

All the experimental results of the competing methods are
directly quoted from the related references.

C. Experimental Results

Our method with the normal network size: This set of
experiments compare our proposed approach adopting the
normal network size with the traditional methods and the
bulky-model based deep learning methods.

Table I compares the MAE performance of our method
with those of several state-of-the-art bulky-model based deep
learning methods on MORPH2, which is the most popular
benchmark dataset for age estimation. It can be seen that
our method outperforms these state-of-the-art deep learning
methods. More specifically, our method leverages smaller-
size facial images and smaller architecture than the other
deep learning approaches, while achieving better MAE per-
formance. To our best knowledge, our method is the first
work that attains the MAE smaller than 2.00 on MORPH2.
Table I also reports inference times (in millisecond) for each
model running on a GeForce GTX 1080Ti. We did not test the
speed of RankingCNN, because it is meaningless to compare
with RankingCNN since it consists of 50 basic AlexNet [61].
Other models except ours all use the architecture of VGG-
16 [60]. Not surprisingly, our method achieves much lower
computation time than the deep learning benchmarks.

TABLE II
MAE PERFORMANCE COMPARISON WITH TRADITIONAL METHODS AND

BULKY-MODEL BASED DEEP LEARNING METHODS ON MORPH2 AND
FG-NET.

Method MORPH2 FG-NET

AAM [55]+OHRank [12] 6.07 4.48
BIF [54]+OHRank [12] 3.82 -
KPLSR [10] 4.18 -
AGES [6] - 6.22
CPNN [23] 4.87 4.76

AP [22] 2.52 -
ODFL [27] 3.12 3.89
ARN [7] 3.00 -
DEX [2] 2.68 3.09
Hot [8] 3.45 -
BridgeNet [16] 2.38 2.56
DeepAge [17] 2.87 3.01
MVL [24] 2.16 2.68
DRF [18] 2.17 3.85
RankingCNN [25] 2.96 -

Ours (normal) 1.95 2.06
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In Table II, we compare our method with several traditional
methods and bulky-model based deep learning methods on
MORPH2 and FG-NET. It is well known in the literature
that deep learning approaches are capable of significantly im-
proving the performance on these two datasets over traditional
approaches, and this is also confirmed in Table II. The results
of Table II again confirm that our proposed approach signifi-
cantly outperforms these existing competing methods. As FG-
NET is a small dataset, it cannot provide sufficient amount
of data. Thus, we first pre-train our model on MegaAge, and
then fine tune it on FG-NET following the standard leave-
one-person-out strategy as adopted in the previous work [6],
[12], [23]. This pre-training procedure on MegaAge that we
adopt dramatically enhances the performance of our method
on FG-NET.

TABLE III
CA PERFORMANCE COMPARISON OF OUR METHOD WITH NORMAL SIZE,
THE TRADITIONAL METHOD CAS, THE BULKY-MODEL DEEP LEARNING

METHOD AP ON MEGAAGE AND MEGAAGE-ASIAN.

Dataset Method CA(3) CA(5) CA(7)

MegaAge AP [22] 41.17 58.37 72.31
CAS [56] 35.17 52.60 66.80
Ours (normal) 48.06 67.39 79.10

MegaAge-Asian AP [22] 64.23 82.15 90.80
CAS [56] 63.19 80.43 90.57
Ours (normal) 72.65 87.24 93.16

In Table III, we further evaluate our method, the traditional
method, CAS [56], and the bulky-model based deep learning
method, AP [22], on MegaAge and MegaAge-Asian using
the CA metric. Clearly, our method significantly outperforms
these two competing methods. As MegaAge and MegaAge-
Asian datasets are newly introduced, we can only collect
the experimental results of these two competing methods.
However, considering the well known excellent performance
of AP on MORPH2 [22], we believe the comparison provided
by Table III is sufficient and convincing.

Our method with the small network size: According to
the literature, SSR-Net [9] is the state-of-the-art compact-
model based deep learning method for facial age estimation
on MORPH2, ORCNN [26] is the first work solving the facial
age estimation task with a very small network, and MR-
CNN is a baseline introduced in [26], while DenseNet [59]
and MobileNet [14] are compact-model based deep learning
methods designed to solve the general image classification
task. As shown in Table IV, our method with small network
architecture outperforms these state-of-the-art compact-model
based deep learning methods on MORPH2, in terms of MAE.
In fact, it even outperforms several bulky-model based deep

learning methods, specifically, RankingCNN [25], ARN [7],
ODFL [27] and Hot [8], as can be seen by comparing Table IV
with Table I. Note that the bulky-model based methods often
use high resolution inputs to achieve better performance, while
compact-model based methods often can only take lower res-
olution (64×64×3) inputs to reduce memory footprint. There-
fore, it is very difficult for compact-model based methods to
achieve better performance than bulky-model based methods.
Thus, the comparison between our method using small archi-
tecture with bulky-model based deep learning methods, such
as RankingCNN [25], demonstrates that our method is very
effective. The architecture our method leveraged is the second-
smallest architecture among all the compact models listed in
Table IV. Clearly, it is feasible to deploy our architecture on
FPGAs or other hardware with limited memory. MobileNet
[14] achieves the best performance on speed test, because it
leverages several special tricks for computational efficiency.
SSR-Net [9] also performs well on speed test, because it is a
shallow and stagewise model. Although not the best, the speed
of our model is clearly satisfactory.

TABLE V
MAE PERFORMANCE COMPARISON WITH TRADITIONAL METHODS AND

COMPACT-MODEL BASED DEEP LEARNING METHODS ON AFAD AND
MORPH2.

Method AFAD MORPH2

BIF +LSVR [54] 4.13 4.31
BIF [54]+CCA [57] 4.40 4.73
CNN+LSVR [58] 5.56 5.13
BIF [54]+OHRank [12] 3.84 3.82

MR-CNN [26] 3.51 3.42
OR-CNN [26] 3.34 3.27
DenseNet [59] - 5.05
MobileNet [14] - 6.50
SSR-Net [9] - 3.16

Ours (small) 2.81 2.73

In Table V, we compare our small-architecture model with
several traditional approaches and compact-model based deep
learning methods using AFAD and MORPH2. The top half of
Table V lists several baselines of traditional methods. The third
traditional method [58], denoted as CNN+LSVR, only uses the
CNN to extract features, which is then fed to a liner support
vector regressor (LSVR) for final age prediction. The results
shown in Table V are consistent with those given in Table II,
namely, our proposed method considerably outperforms the
competing methods. Also deep learning methods typically out-
perform transitional methods, except for MobileNet. However,
the performance gap between the traditional approaches and
the deep learning approaches is small in this experiment, as
the deep learning methods employ compact models.

TABLE IV
PERFORMANCE COMPARISON WITH COMPACT-MODEL BASED DEEP LEARNING METHODS ON MORPH2.

Method SSR-Net [9] MobileNet [14] DenseNet [59] MR-CNN [26] OR-CNN [26] Ours (small)

Input size 64 × 64 × 3 60 × 60 × 3 64 × 64 × 3

Model size 0.32MB 1.0MB 1.1MB 1.7MB 0.44MB

Inference time (ms) 0.17 0.10 0.75 0.50 0.53 0.55

MAE 3.16 6.50 5.05 3.42 3.27 2.73
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D. Ablation Study

In this subsection, we discuss the design of our method to
highlight our main contribution as declared in the introduction
section. We also evaluate the effects of architecture, hyper-
parameters, sequence length, and number of chosen permuta-
tions to the achievable performance of our approach.

Single teacher: The proposed method in this paper lever-
ages two teachers, while most existing works on knowledge
distillation mainly consider single teacher. To demonstrate
the effectiveness of our two-teachers design, we evaluate the
performance of our method with a single teacher by setting
λ1 or λ2 to 0. The removal of the first teacher will make
our method degenerate to an original knowledge distillation
method [15] with a decaying hyper-parameter λ2. On the
other side, the single teacher of hint-based teaching can be
considered as a special case of our method, using the same
training procedure as given in Algorithm 1.

TABLE VI
PERFORMANCE EVALUATION OF OUR METHOD WITH TWO TEACHERS AND
WITH SINGLE TEACHER ON MEGAAGE AND MEGAAGE-ASIAN USING THE

CA METRIC.

Dataset Method CA(3) CA(5) CA(7)

MegaAge Single (first) 46.27 66.09 76.14
Single (second) 39.02 57.17 72.41
Two Teachers 48.06 67.39 79.10

MegaAge-Asian Single (first) 70.75 87.14 91.36
Single (second) 65.58 83.01 89.17
Two Teachers 72.65 87.24 93.16

The experiments are conducted on MegaAge and MegaAge-
Asian. The evaluation involves the normal-size student net-
work and leverages 112× 112× 3 inputs. The results obtained
by our method with single teacher and with two teachers are
shown in Table VI. Observe that the method of using the
first teacher only, namely, the hint-based teaching, performs
better than the method of using the second teacher only, but it
cannot achieve the performance of the proposed method with
two teachers. This suggests that firstly the permutation predic-
tion task can effectively capture age-related ordinal relations
among facial images to help improving the accuracy of age
estimation, and secondly each teacher in our proposed method
can provide special beneficial information for age estimation.
Thus this experiment demonstrates the effectiveness of our
design with two teachers.

Architecture selection: In our method, the training proce-
dure is separated into two independent stages, which make
the design of network architecture flexible. The architecture
for the first teacher in our method is specified in Appendix A,
and we denote this architecture as ‘PVP’ for convenience. The
architecture for the second teacher in our method is VGG-16
[60], as mentioned in Appendix A. We note that many deep
learning methods, such as AP [22] and DEX [2], leverage the
VGG-16 network architecture. The question naturally arises
why we adopt PVP for the first teacher and VGG-16 for the
second teacher. We point out that it is important to design the
network architecture according to the actual task considered,
and our architecture selection offers a significant advantage
over other methods, such as multi-task learning.

TABLE VII
PERFORMANCE EVALUATION OF OUR METHOD WITH DIFFERENT

ARCHITECTURE SELECTIONS ON MEGAAGE AND MEGAAGE-ASIAN
USING THE CA METRIC.

Dataset Method CA(3) CA(5) CA(7)

MegaAge PVP for both 46.90 67.15 78.54
VGG-16 for both 39.71 58.21 72.66
Original setting 48.06 67.39 79.10

MegaAge-Asian PVP for both 71.81 86.90 92.57
VGG-16 for both 66.07 82.95 89.72
Original setting 72.65 87.24 93.16

In order to demonstrate the effectiveness of our choice, we
design an experiment. In this experiment, we have three ar-
chitecture choices for our method: 1) the PVP architecture for
both teachers, 2) the VGG-16 architecture for both teachers,
and 3) our original design, namely, the PVP architecture for
first teacher and the VGG-16 architecture for second teacher.
When applying VGG-16 for both teachers, we select the fourth
and tenth convolutional layers as the hint layers. Again the nor-
mal size student network and the input size of 112×112×3 are
adopted. The experimental results on MegaAge and MegaAge-
Asian are shown in Table VII. Observe that our original design
attains the best performance, which validates our proposed
design. It can be seen that replacing VGG-16 with PVP for
second teacher degrades the achievable performance but the
performance drops dramatically when replacing PVP by VGG-
16 for first teacher. This indicates that the VGG-16 architecture
is not suitable for the permutation prediction task of learning
the ordinal relations among age labels.

TABLE VIII
EVALUATION OF TWO DIFFERENT ARCHITECTURES FOR ORDINAL

RELATION LEARNING ON MEGAAGE AND MEGAAGE-ASIAN USING THE
CA METRIC. THE OHRANK CLASSIFIER IS USED TO ESTIMATE AGES.

Dataset Method CA(3) CA(5) CA(7)

MegaAge PVP 45.24 64.97 73.18
VGG-16 34.11 50.46 65.30

MegaAge-Asian PVP 69.02 86.11 89.37
VGG-16 60.88 75.30 85.90

To further validate the above observation that PVP is
better than VGG-16 for the ordinal relation learning task, we
design another experiment. Following the training procedure
introduced in Appendix A, we train the two models of the
first teacher using the PVP and VGG-16 architectures, respec-
tively. In the second model with VGG-16, the first thirteen
conventional layers in the VGG-16 network form the Siamese
part sharing parameters among multiple branches. At testing
time, we apply the Siamese part as a generic feature extractor.
Specifically, internal features are extracted from feature maps
of each convolutional layer by the max-pooling operation,
which results in 16 values per feature map. The pooled features
are flattened into vectors, and we concatenate them to form one
unique representation for each image. For the both cases, we
leverage the OHRank as the classifier to estimate ages based
on the learned features. The experimental results on MegaAge
and MegaAge-Asian datasets are shown in Table VIII. Clearly,
the performance based on the features extracted by the PVP
model is better than that based on the features extracted by the
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VGG-16 model. This demonstrates that the PVP architecture
is more suitable than the VGG-16 architecture for learning
age-related ordinal relations.

The design of suitable architectures for different tasks is a
very broad topic, which relies heavily on empirical knowledge.
We hope that our design will stimulate further work to investi-
gate most suitable architecture for the permutation prediction
task.

Hyper-parameters: The choice of hyper parameters, specif-
ically, λ1 and λ2, impacts on the achievable performance.
We investigate the effectiveness of the decaying strategy for
these two hyper parameters adopted in our experimental study,
which is given in Appendix B. We design an experiment
by fixing these two hyper parameters to appropriate constant
values throughout the training procedure, and we compare the
results obtained with those based on the decaying λ1 and λ2
in Table IX, In this experiment, other experimental settings
are the same as defined for Table VII. It can be seen that
the adopted decaying strategy is effective, as it ensures a
better performance. In general, the teacher in the framework
of knowledge distillation acts as a form of regularization.
Annealing the corresponding hyper-parameter can achieve a
better trade-off between the teaching and the original task,
which helps to avoid the overfitting problem.

TABLE IX
PERFORMANCE COMPARISON OF OUR METHOD WITH NON DECAYING AND

DECAYING STRATEGIES FOR HYPER PARAMETERS ON MEGAAGE AND
MEGAAGE-ASIAN USING THE CA METRIC.

Dataset Method CA(3) CA(5) CA(7)

MegaAge Non decaying 46.93 66.48 77.55
Decaying 48.06 67.39 79.10

MegaAge-Asian Non decaying 71.30 86.57 91.70
Decaying 72.65 87.24 93.16

Sequence length: It is worthwhile to explore how to ap-
propriately set the sequence length and the number of chosen
permutations, which have significant influences on the training
of the first teacher. The sequence length relates to the other
settings, such as the data sampling and curriculum learning
strategy, introduced in the last paragraph of Subsection III-A.
We have conducted two groups of experiments to observe the
influence of the sequence length on the final performance of
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Fig. 3. Impact of of sequence length on achievable performance using
MegaAge. The blue line indicates the group of experiments with the original
settings, and the red line indicates the group of experiments discarding the
original data sampling strategy and curriculum learning trick.

the student. To be more specific, we only use the first teacher
in the teaching procedure. In each group of experiments,
we evaluate 7 different sequence lengths varying from 4 to
10. The first group (blue line in Fig. 3) applies the original
experimental settings, and the other one (red line in Fig. 3)
samples the sequences randomly from the whole training
dataset, which means that the second group of experiments do
not apply the original data sampling strategy and curriculum
learning trick. Note that when the sequence length is 4 or 5, the
size of selected permutation set cannot be 200 as we set before,
because the maximum of K is n!/2. The number of age groups
is 8 as shown in Appendix A. When the sequence length is
greater than 8, part of the groups randomly selected need to
provide two facial images to form the inter-group sequence.

It can be seen from Fig. 3 that as the sequence length
increases, the performance first improves and then levels out.
More specifically, when the sequence length is larger than 8,
the performance of our model becomes saturated. Apparently,
training sequences of larger size contain richer information of
structural ordinal relation but they also make the training of
the first teacher more difficult. Also our model benefits from
the original data sampling and curriculum learning strategy, as
it clearly outperforms the other one without the original data
sampling and curriculum learning strategy.
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Fig. 4. Impact of the size of chosen permutation set K on the accuracy of
permutation prediction as well as on the student’s age estimation performance
using MegaAge.

The number of chosen permutations: By varying the size
of chosen permutation set K , we evaluate the influence of
K on the accuracy of the permutation prediction as well as
on the final performance of the student in Fig. 4. As K
increases, the accuracy of permutation prediction decreases.
On the other hand, the performance of age estimation improves
with increasing K until K reaches 400. Apparently, more
permutations make the model harder to learn the correct order,
but improve the generalization as long as K ≤ 400.

V. CONCLUSIONS

We have proposed a knowledge distillation approach with
two teachers for facial age estimation. Our novel contribution
has been twofold. First, we have proposed a novel permu-
tation prediction task that exploits relative order rather than
differences between the age labels. Second, we have proposed
an effective knowledge distillation method with two teachers,
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which effectively transfers the ordinal knowledge captured
by the first teacher and the dark knowledge captured by the
second teacher to a compact student network. Our training pro-
cedures of teacher and student are separated, which allows us
to adopt flexibly different network architectures to better suit
actual tasks. Extensive experiments carried out have demon-
strated that our proposed method outperforms benchmark
traditional methods and state-of-the-art deep learning methods.
More specifically, our method considerably outperforms exist-
ing state-of-the-art deep learning methods, while leveraging
smaller size or lower resolution facial images and imposing
smaller network architecture. In particular, our method is the
first work that achieves the mean absolution error smaller than
2 on MORPH2 dataset. More significantly, our method with
a very small network size, which only requires memory of
0.44 MB, even outperforms several bulky-size deep learning
methods, which impose huge memory requirement. Hence, our
proposed method is particularly suitable for implementation on
embedded devices with limited memory.

APPENDIX

A. Training of Teachers
First teacher: We collect the training datasets of MORPH2

[51], MegaAge [22] and AFAD [26] as the training dataset
for the first teacher. The ages range from 0 to 77 in this
collected training dataset, and it is split into 8 overlapped age
groups: [0, 10], [6, 16], [13, 23], [20, 32], [32, 43], [43, 53],
[53, 63] and [63, 77]. Sequences are randomly sampled in
a 1-to-8 ratio of inter-groups to inner-groups. The sequence
length is 8. A simple curriculum learning strategy is adopted
with these two types of training sequences in the training
procedure, which is repeated 30 epochs. The permutation set of
size 200 is selected via a greedy algorithm [47]. Note that any
permutation equals to its inverse permutation. Thus the unit in
the selection algorithm is actually a pair of two permutations.
To avoid a reader getting details wrong, we highlight three
points in the implementation related to the permutation set
selection. First, the distance between two units is the minimum
Hamming distance between two pairs of permutations. Second,
the greedy algorithm begins with an empty permutation set
and at each iteration selects the pair of permutations (a unit)
that has the maximum distance to the current permutation set.
Third, the maximum of K is n!/2.

The network architecture is chosen as {C192(5)-C160(3)-
P-C160(3)-C160(3)-C160(3)-P-C160(3)-C160(3)-P-C128(3)-
C128(3)}-C256(3)-F4096-F1024-Softmax, in which Ck(s) de-
notes a convolutional (C) layer with k kernels of size s × s,
a fully-connected (F) layer with k filters is abbreviated as
Fk, and P represents a max-pooling (P) layer. Max-pooling is
performed over a 2× 2 pixel window with stride 2. The stride
of all convolutional layers is 1 pixel. We use ReLU nonlin-
earity (ReLU) [62] after every convolutional/fully-connected
layer. Batch normalization (BN) [63] is adopted after each
convolutional layer before ReLU operation. For notational
simplification, BN and ReLU operations are not indicated in
the above architecture. Layers within the pair of braces { },
called Siamese part, share the weights across multiple branches
as shown in Fig. 1.

No pre-processing is applied to training images except zero-
phase component analysis (ZCA) whitening. All weights are
initialized from the normal distribution with zero mean and
standard deviation 0.02. The optimization algorithm is the
mini-batch adaptive moment estimation (Adam) [64] with a
mini-batch size of 50 unless otherwise noted. The learning
rate is 0.0005 for the first 10 epochs, 0.0001 for the next
10 epochs, and 0.00005 for the remaining 10 epochs. The
training/testing partitions are randomly split on MORPH2 and
AFAD, to adjust the training set according to the training need
of the student. This training procedure is repeated many times.

Second teacher: We implement the second teacher with the
VGG-16 architecture [60]. As introduced in Subsection III-B,
we start with a pre-trained network on ImageNet 1k [50].
Then we fine-tune the network on IMDB-WIKI [2] and AFAD,
which provide balanced training data on ethnic groups. Finally,
we use the pre-trained CNN (on ImageNet 1k, IMDB-WIKI
and AFAD) to initialize the network when fine-tuning on each
dataset listed in Subsection IV-A. Fine-tuning the network on
each dataset is based on a stochastic gradient descent algorithm
[65]. Again no pre-processing is applied to training images
except ZCA whitening. The batch size is 128. In the first fine-
tuning procedure, we use a learning rate 0.005 for the first
5 epochs, 0.0005 for the next 10 epochs, and 0.0001 for the
remaining 5 epochs. In the second fine-tuning procedure, we
use a learning rate 0.0005 for the first 5 epochs, 0.0001 for the
next 10 epochs, and 0.00005 for the remaining 5 epochs. Note
that we do not implement this training procedure on FG-NET
[52] and, furthermore, when training on 64 × 64 × 3 images,
we remove the fifth max-pooling layer.

B. Training of Student

We experiment the two network architectures for the stu-
dent: C128(5)-C96(3)-P-C96(3)-C96(3)-C96(3)-P-C96(3)-
C96(3)-P-C64(3)-C64(3)-F4096-F4096-Softmax, and C64(3)-
C32(3)-P-C32(3)-C32(3)-C32(3)-P-C32(3)-C32(3)-P-C16(3)-
C16(3)-C64(1)-C64(1)-Softmax. referring to as the ‘normal’
size student and the ‘small’ size student, respectively. We
select the fifth and ninth convolutional layers of the student
and the fifth and ninth convolutional layers of the first teacher
as the guided layers and hint layers, respectively.

Algorithm 1 summarizes the stage-wise training procedure
for the student. It can be seen that the training procedure
for the student consists of two stages. We name the first
stage as the hint-based teaching and the second stage as the
collaborative teaching. In the hint-based teaching, we leverage
Adam algorithm to optimize the loss function (3) with a
decaying learning rate, which is 0.01 for the first 5 epochs,
0.005 for the next 10 epochs, 0.0005 for the following 10
epochs, and 0.0001 for the remaining 5 epochs. In the collab-
orative teaching, using appropriate values for the two hyper-
parameters, λ1 and λ2, is important. We gradually anneal λ1
and λ2 with a piecewise decay during the training procedure.
Specifically, the initial value of λ2 is 2, and it reduces by 0.5
every 6 epochs. The initial value of λ1 is 0.1, and it reduces
by 0.025 every 6 epochs. In the second stage, we also use
Adam with a decaying learning rate, which is 0.001 for the
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first 5 epochs, 0.0005 for the next 10 epochs, 0.0001 for the
following 10 epochs, and 0.00005 for the remaining 5 epochs.

This training strategy is inspired by the curriculum learning
[48]: first learn ordinal representations via the hint/guided
layer transferring, then train the whole student network jointly
with a small relative weight for hint-based teaching. During the
collaborative learning, annealing hyper-parameters is adopted,
which allows easier examples (on which the teacher is very
confident) to initially have a stronger effect, but progres-
sively decreasing their importance as hyper-parameters decay.
Note that, when evaluating on FG-NET, which is a small
size dataset, we fine-tune the pre-trained student network on
MegaAge with a small learning rate of 0.00005 for 5 epochs
for each split.

C. Other Implementation Details

Before feeding the samples to each network mentioned
above, we adopt a general pre-processing procedure for face
detection and alignment. We first apply Harr-based cascade
classifiers [49] to detect the face. Then, we align the face
based on the locations of eyes. Finally, the image is resized
to the size of 112 × 112 × 3 and 64 × 64 × 3 for training and
testing. Note that the 64×64 images are only used to evaluate

compact (small) models. We applied ZCA whitening to pre-
process training images. All the weights are initialized from
the normal distribution with zero mean and standard deviation
0.02 unless otherwise stated. The temperature τ is set to 2.

D. A Case Study: What the Incorrect Prediction Tell Us

As pointed out in Subsection III-C, the second teacher is
capable of providing important information regarding how it
generalizes to the student. Even incorrect answers offer valu-
able information according to [15]. To explore what knowledge
the second teacher provides, we carry out a case study. In
the first-column pictures of Fig. 5, we show several incorrect
predictions of the second teacher. Observe that these persons
apparently look younger or older than their real ages, and the
incorrect predictions by the second teacher actually indicate
the ages that they look like. More specifically, the second
teacher is able to infer a person’s ‘apparent’ age from the
person’s visual appearance cues. This can be seen from the
other persons in each row of Fig. 5 – they all have the same
facial physiological characteristics as the first person. Hence
the incorrect predictions by the second teacher for the first-
column persons provide useful information regarding how it
‘generalizes’. Thus, the outputs of the second teacher can
prevent these samples from confusing the student.

31

21

35

34

34

Fig. 5. In the leftmost column, we show several persons who look younger or older than their real ages. The blue number indicates the real age, and the red
number is the incorrect prediction result of the second teacher. The real age of the other persons in each row is same as the incorrect prediction offered by
the second teacher for the first person. All images are from MORPH2.
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