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Abstract: A benchmark of RANS-informed analytical methods, which are attractive for predicting fan1

broadband noise, was conducted within the framework of the European project TurboNoiseBB.2

This paper discusses the first part of the benchmark, which investigates the influence of the3

Reynolds-Averaged Navier-Stokes (RANS) inputs. Its companion paper focuses on the influence of4

the applied acoustic models on predicted fan broadband noise levels. While similar benchmarking5

activities were conducted in the past, this benchmark is unique due to its large and diverse data6

set involving members from more than ten institutions. In this work, the authors analyze RANS7

solutions performed at approach conditions for the ACAT1 fan. The RANS solutions were obtained8

using different CFD codes, mesh resolutions, and computational settings. The flow, turbulence, and9

resulting fan broadband noise predictions are analyzed to pinpoint critical influencing parameters10

related to the RANS inputs. Experimental data are used for comparison. It is shown that when11

turbomachinery experts perform RANS simulations using the same geometry and the same operating12

conditions, the most crucial choice in terms of predicted fan broadband noise is the turbulence model.13

Chosen mesh resolutions, CFD solvers, and other computational settings are less critical.14

Keywords: RANS-informed noise prediction; fan broadband noise; turbulence models; ACAT1 fan;15

fan noise benchmark16

1. Introduction17

RANS-informed analytical methods are commonly used to predict noise emitted by fan stages.18

Once a RANS solution is available, analytical fan noise predictions require little additional effort19
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in terms of computation resources and time. These methods are therefore highly attractive for the20

acoustic optimization of fan designs.21

The predicted rotor-stator-interaction (RSI) broadband noise levels of RANS-informed analytical22

methods are not unique but rather depend on several factors:23

• the RANS input,24

• the preparation of the RANS input (i.e the extraction of flow and geometry, the reconstruction of25

wake flow and turbulence, the determination of integral turbulent length scales, etc.),26

• and the applied acoustic model.27

The focus of this paper is a detailed investigation of the influence of the RANS simulation on the28

predicted fan broadband noise. The influence of the acoustic model is discussed by Guérin et al. [1] in29

a closely related paper. Both studies were performed for the short-gap configuration of the ACAT1 fan30

and the same technique was used for processing the RANS input data.31

Guérin et al. [2] have recently performed an extensive study for this fan using an analytical32

RANS-informed approach. While experimental trends were well reproduced, the overall sound power33

levels were underestimated by up to 3 dB. These factors listed above can contribute to uncertainty34

related to the prediction of fan broadband noise with RANS-informed analytical method and can35

therefore lead to discrepancies compared to experimental data. However, it should be noted that36

analytical models also rely on simplifying assumptions, which can also explain differences between37

predicted and measured noise levels.38

In the past, first studies were presented to examine the influence of RANS inputs on fan broadband39

noise predictions. Grace et al. [3] and Maunus et al. [4] used an analytical broadband noise prediction40

approach developed by Ventres et al. [5] and Nallasamy and Envia [6] to investigate four different41

CFD solutions. The CFD solutions used roughly the same operating points but were performed with42

different CFD solvers, different two-equation turbulence models, and different mesh resolutions. One43

simulation considered only the fan and another simulation neglected the rotor tip clearance. Significant44

differences in background and wake turbulent intensity and wake width were observed. The sound45

power levels deviated by up to 5 dB at some frequencies. While this study clearly shows that the46

RANS simulation has an impact, the relatively small data set is not ideal for determining the most47

critical parameters related to a RANS simulation.48

Another study was conducted by Jaron et al. [7,8]. The authors focused on the impact of turbulence49

models and their extensions on fan broadband noise levels. RANS simulations were performed for50

the NASA Source Diagnostic Test (SDT) fan using the same CFD solver, mesh resolution, and other51

computational settings. Investigated turbulence models ranged from standard linear eddy viscosity52

models to differential Reynolds stress models. It was found that analytically predicted fan broadband53

noise levels can deviate by up to 2 dB due to the choice of turbulence model. It was therefore concluded54

that the choice of turbulence model is a critical factor, especially at operating points featuring strongly55

detached flows.56

In this paper, the authors analyze an extensive data set comprising more than 20 RANS simulations57

of the ACAT1 fan at approach condition. The RANS simulations were performed using different CFD58

solvers, different mesh resolutions, and different computational settings. To ensure a fair assessment59

regarding the impact on noise, all RANS simulations were processed using the same technique and60

the same analytical acoustic solver, i. e. PropNoise [9]. The flow and turbulence characteristics in the61

interstage region and predicted sound power level spectra are compared to pinpoint the most important62

influencing parameters of RANS simulations. In addition, flow and turbulence characteristics are63

also compared to hot-wire measurements, while fan broadband noise levels are compared to acoustic64

measurement data. A better understanding and quantification of the impact of RANS influencing65

factors will help to better design and evaluate future analytical studies.66
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Figure 1. Sketch of the UFFA test rig at AneCom AeroTest: Positions of instrumentation for acoustic
(red) and performance (green) measurements are also shown. Only the short-gap configuration was
considered during this benchmark (TurboNoiseBB consortium, reprint with permission).

2. Methods67

2.1. Experimental Setup and Used Measurement Data68

A comprehensive measurement campaign was conducted at the UFFA test rig at AneCom69

AeroTest to study the ACAT1 fan configuration. The test setup is shown in Fig. 1. Hot-wire70

measurements were performed in the inlet section as well as in the interstage section to quantify71

mean and fluctuating flow velocities. For a more detailed description of the hot-wire measurements,72

refer to the work of Meyer et al. [10]. In this paper, hot-wire data are used to evaluate the turbulence73

and flow characteristics of the RANS simulations in the interstage region. To determine the acoustics74

downstream of the fan stage, a linear microphone array was used to perform an axial wavenumber75

decomposition. The wavenumber decomposition enables the separation of acoustic and hydrodynamic76

pressure fluctuations [11]. Furthermore, a re-sampling of the signal allows for a synchronization77

with the rotor. The rotor-locked, i. e. tonal components, can thus be effectively removed from the78

pressure fluctuations [12]. The sound power is then computed by assuming an equal energy density79

distribution between propagating modes of the same frequency bands [13]. The experimental data80

was first presented by Tapken et al. [14]. Further details regarding the acoustic measurements were81

also discussed by Behn et al. [15]. In this work, the experimentally determined sound power level data82

are used to evaluate the predicted fan broadband noise levels using different RANS inputs.83

2.2. RANS-informed Analytical Methods84

RANS-informed analytical methods work as follows: A RANS simulation is performed for a fan85

stage. The RANS simulation is then processed to extract flow, turbulence, and geometry characteristics,86

which are needed as an input for the analytical acoustic method. The acoustic prediction relies on87

the acoustic analogy to provide sound power spectra up- and downstream of the fan stage. For this88



Version June 19, 2020 submitted to Acoustics 4 of 39

RANS benchmark, an additional post-processing of the acoustic results was necessary. As most of the89

RANS data were provided at an axial position upstream of the stator leading edges, a correction was90

introduced to consider the influence of the turbulence development between the analysis plane and91

the stator leading edges on the sound power levels.92

2.2.1. RANS Simulations and Turbulence Modeling93

The RANS simulation is critical for the predicted fan broadband noise spectra. A typical RANS94

simulation for turbomachinery applications uses a mixing-plane approach. For a mixing-plane95

approach, the rotor is simulated in the relative frame of reference, while the stator is simulated96

in the absolute frame of reference. The structure of the rotor wake is present in the rotating frame of97

reference and vanishes due to a circumferential averaging technique at the mixing-plane. In general, a98

RANS intended for fan broadband noise predictions features a high mesh resolution, particularly in99

the boundary layers and in the wake regions of the rotor blades. If a higher order spatial discretization100

scheme is chosen, the mesh can be coarser but the simulation is oftentimes less robust.101

For RANS simulations, flow quantities are split into mean and fluctuating components. For102

compressible flows, the mean components include a density weighting, which is typically denoted as103

Favre averaging. Thus arises the closure problem: Due to the non-linearity of the convection term,104

terms of the so-called Reynolds stresses ρuiuj appear in the momentum and energy equations. As a105

result, more unknown variables than equations exist, i. e. the system of equations is undetermined.106

Further equations are therefore required to model the Reynolds stress tensor. The models that introduce107

further equations to determine the Reynolds stress tensor are known as turbulence models. They vary108

in complexity and range from simple algebraic models to differential Reynolds stress models. The109

choice of turbulence model was shown to have a significant impact on fan broadband noise [3,4,7,8].110

Subsequently, an overview of turbulence models and turbulence model extensions that were applied111

during this benchmarking activity is given.112

Linear Eddy Viscosity Turbulence Models113

Linear eddy viscosity turbulence are based on the the Boussinesq hypothesis [16]. The Boussinesq114

hypothesis proposes that the momentum transfer of turbulent eddies can be modeled analogously to115

the momentum transfer by molecular motion in Newtonian fluids. The local turbulent shear stresses116

of a flow depend linearly on the local mean rate of strain and the proportionality of this relation is117

denoted as an eddy viscosity. However, the hypothesis has some limitations [17,18]: Linear eddy118

viscosity models tend to fail for flows with streamline curvature, flows with system rotation, flows119

with turbulence-driven secondary flows, and flows with rapid changes in the mean strain rates. In120

stagnation points, the turbulent kinetic energy becomes unrealistically high if no additional constraints121

for non-equilibrium flows are introduced. In light of these shortcomings, some might argue that122

Boussinesq-based models are unsuitable for describing turbulence in complicated, three-dimensional123

flows. However, despite the fact that the validity of the Boussinesq hypothesis is violated for large124

portions of the flow field in a fan, Boussinesq-based turbulence models are widely used for fan125

applications. In fact, most simulations of this benchmark were performed using linear eddy viscosity126

models.127

One popular turbulence model for turbomachinery applications is the Wilcox k−ω turbulence128

model [19]. It is a two-equation linear eddy viscosity model solving transport equations for the129

turbulent kinetic energy k and the specific turbulent dissipation rate ω. The model is particularly130

suited for computing the turbulence in near-wall flow fields but it is formulated for equilibrium flows,131

i. e. the turbulence is self-preserving. Non-equilibrium flows are typically characterized by large132

pressure gradients like in stagnation points. Thus, a turbulence model extension is often used in133

combination with this turbulence model in order to overcome this issue.134

The Shear-Stress-Transport (SST) k-ω turbulence model [20,21] combines the advantages of two135

turbulence models. The Wilcox k − ω turbulence model is used for near-wall flows and the k − ε136
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turbulence model, for free stream flows. A blending function is used to transition between the two137

models. However, the blending function is empirically motivated and a known weak point of the138

model as it is prone to fail, particularly for complex flow fields and in the presence of high turbulence139

levels in free stream flows. Compared to the Wilcox k−ω model, the Menter SST model is formulated140

for non-equilibrium flows. If turbulence production is higher than dissipation, the eddy viscosity141

is limited so that the ratio of turbulent shear stress and turbulent kinetic energy remains constant.142

If turbulence production is not higher than dissipation, the standard k− ω formulation is applied.143

However, as turbulence production exceeds dissipation in flow regimes featuring adverse pressure144

gradients and separated flow, Menter’s model predicts larger flow separation bubbles than other145

commonly used models.146

Another two-equation model is the Smith k− l turbulence model [22,23]. Instead of solving a
time-scale based transport equation like the previous models, it uses a length-scale based formulation.
The length scale l can be directly related to the specific turbulent dissipation rate ω:

ω ∝
k

1
2

Cµl
, (1)

where Cµ = 0.09 is a model constant. Note that the length scale l is not the same as an integral147

turbulent length scale. Whereas the Menter SST model uses a simple limiter to treat non-equilibrium148

flows, the k− l Smith model incorporates a more sophisticated, continuous non-equilibrium function.149

The model is suited for both near-wall and free-stream flows without relying on a blending function.150

Compared to the other two featured linear eddy viscosity model, its grid resolution requirements are151

less restrictive in the buffer zone and in the viscous sublayer.152

Non-linear Eddy Viscosity Turbulence Models153

Non-linear eddy viscosity turbulence models were formulated to bridge the gap between the154

numerical robustness and simplicity of linear eddy viscosity turbulence models and the ability of155

differential Reynolds stress models (DRSM) to predict flows featuring anisotropic turbulence. These156

models are sometimes also referred to as explicit algebraic Reynolds stress models. The most common157

of this type of turbulence model is the Hellsten EARSM k−ω turbulence model [24]. It is essentially158

an extension of the Menter baseline k − ω turbulence model, which in contrast to the previously159

described Menter SST k − ω does not feature a limiter. The transport equations and the blending160

functions are identical to Menter’s baseline model but a non-linear term is added to Boussinesq’s161

turbulence stress definition to account for the Reynolds stress anisotropy in terms of the strain-rate162

and vorticity tensors. This additional, algebraic term was formulated using recalibrated data from a163

Launder, Reece, and Rodi DRSM [25].164

Extensions of Eddy Viscosity Turbulence Models165

Extensions are oftentimes applied when using eddy viscosity models. These extensions are166

typically intended to improve the physical accuracy of these models, e. g. to overcome the limitations of167

the Boussinesq hypothesis or to better capture certain flow phenomena. However, these modifications168

can also be used to "tune" a RANS simulation to better match experimental data and the implementation169

of these extensions and calibration of coefficients can vary depending on the used RANS code. Specific170

extensions used during this benchmarking activity are subsequently introduced.171

Stagnation point fixes are intended to curb the excessive production of turbulent kinetic energy
in regions of the flow featuring large normal stresses, i. e. in regions with strong acceleration as is
the case near blade leading edges. These modifications are intended for turbulence models like the
Wilcox k−ω, which is the only turbulence model used in this benchmark whose formulation is limited
to equilibrium flows. One common model is the Kato-Launder modification, which can be used in
combination with most two-equation turbulence models. It replaces one mean strain rate tensor Sij by
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the vorticity tensor Ωij. The Reynolds stress tensor τij of the production term of the turbulence model
in the transport equation for turbulent kinetic energy k is thus modified as follows:

τij = µT |S|2 ≈ µT |S||Ω|, (2)

where µT denotes the eddy viscosity. Some codes use the modified production term for the entire
flow field, while others introduce criteria - often based on vorticity and mean strain rate tensors - to
switch between the two production term formulations. If the modification is applied for the entire flow
field, the Kato-Launder modification essentially turns off turbulence production outside of boundary
and shear layers, which can lead to problems for cases with a non-negligible level of background
turbulence. In addition, Durbin[26] observed a spurious production of turbulent kinetic energy in

swirling flows. Another stagnation fix is based on the Cauchy-Schwarz inequality
(

u′iu
′
j

)2
≤ u′2i · u′2j

and is sometimes referred to as Schwarz limiter. Using this inequality, a lower bound for the specific
dissipation rate ω can be formulated:

ω = max

(
ω,

√
3

2

√
2SijSij

)
. (3)

Contrary to the Kato-Launder modification, the Schwarz limiter is always a local modification. It was172

observed that this limiter can cause an overestimation of the turbulent kinetic energy in the stagnation173

point. In a fan stage, the modification of the specific dissipation rate was found to lead to significantly174

lower turbulent length scales around the rotor blades as well as between the rotor wakes [8].175

As turbulence models assume turbulent flow conditions in the entire flow fields, transition models176

can be added to include the transition from laminar to turbulent boundary layer flows. The γ− Reϑt177

transition model [27], a common correlation-based model, was used during this benchmark. This178

transition model introduces two further transport equations: one for the transition Reynolds number179

based on the momentum thickness Reϑt and one for the intermittency γ, which triggers transition.180

Advantages of this model are that it relies on local variables and can be adjusted based on experimental181

data.182

Differential Reynolds Stress Turbulence Models183

Due to the complex flow in turbomachines, the validity of the Boussinesq hypothesis is violated184

in large portions of the flow field. Differential Reynolds stress turbulence models (or second moment185

closure models) do not rely on the Boussinesq hypothesis and instead model the Reynolds stress186

tensor directly using six transport equations, whose formulations can be directly derived from the187

Navier-Stokes equations. Nonetheless, unclosed terms still remain, which need modeling. For these188

models, the production term is therefore formulated directly and even the most basic models can at189

least qualitatively capture the effects of swirling and curved flows and system rotation. However, it190

should be noted that differential Reynolds stress turbulence models can be less robust and require191

more computational effort than eddy viscosity turbulence models.192

The Wilcox stress-ω turbulence model [18] is closely related to the Wilcox k − ω model. For193

computing the Reynolds stress tensor, Wilcox decided to use the simpler, linear pressure-strain194

correlation of Launder, Reece and Rodi (LRR) rather than the non-linear, more complex formulation of195

Speziale-Sarkar-Gatski (SSG) [28]. While this model solves the Reynolds stress tensor, the underlying196

transport equation for the specific turbulent dissipation rate remains the same and the turbulent kinetic197

energy transport equation can be recovered from the Reynolds stress equations. This also means that all198

closure coefficients are exactly the same for both models and that both models are particularly suitable199

for computing boundary layer flows. Wilcox [18] also states that both models therefore produce similar200

results.201
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The SSG/LRR-ω turbulence model [29] is formulated analogously to the Menter SST k − ω202

turbulence model. It blends two pressure-strain models: the LRR model - using the same formulation203

as the Wilcox stress-ω model - for boundary layer flows and the SSG model in free shear flows. The204

LRR model’s formulation is a simpler, linear model and therefore more robust than the SSG model,205

especially in near-wall flows. The SSG/LRR-ω model uses the same specific dissipation rate transport206

equation and the same blending function as both the Menter SST k−ω and Hellsten EARSM k−ω207

models.208

The JH stress-ωh turbulence model [30–32] follows a different approach than the other two209

DRSM’s. Data of direct numerical simulations (DNS) were used to model the pressure-strain correlation.210

While the formulation of the pressure-strain is rather simple and linear, the coefficients are defined211

as functions of the turbulence anisotropy invariants as constant coefficients are not adequate for212

describing flows in area close to walls. The formulation of the turbulent eddy viscosity was also213

optimized to match DNS data. Based on the transport equation for the two-point correlation, Jovanović214

et al. [33] showed that the dissipation tensor can be divided into a homogeneous part and contributions215

due to the inhomogeneity of the flow, which is equal to the viscous diffusion of the Reynolds stresses.216

Thus the scale-determining transport equation is formulated in terms of the specific homogeneous217

dissipation rate ωh. As the focus of formulating this model was to correctly describe the turbulence in218

boundary layer flows, the JH stress-ωh turbulence model was proven to be superior to the Menter SST219

k−ω, Hellsten EARSM k−ω, and SSG/LRR-ω models in predicting the flow features of streamline220

curvature, boundary layer, flow separation, and shock wave/boundary layer interaction [34].221

2.2.2. Preparation of the RANS input222

In this paper and its companion paper [1], the same technique for processing the RANS data was223

applied. The RANS data were provided in the interstage region at the hot-wire 1 (HW 1) position as224

shown in Fig. 1. As the evaluation is typically performed along streamlines and streamlines cannot225

be extracted from a single axial position, it was assumed that the flow velocities are comparable for226

all simulations. As a consequence, streamlines were extracted from one RANS solution, for which227

the entire solution domain was provided, and the same streamlines were used for all RANS inputs.228

Note that only streamlines passing through the bypass duct between 1% and 97% relative to the OGV229

height were considered, i. e. the contribution of the engine support stator to broadband RSI noise was230

neglected.231

Only the turbulence characteristics were varied for the fan noise predictions. To ensure a fair
comparison, it was necessary to apply the same post-processing technique for each data set on the
evaluation plane at the HW 1 position. It should be noted that the subsequent post-processing not only
serves to produce input for the acoustic solver but also to allow for a comparison of CFD and hot-wire
data. The turbulent kinetic energy (TKE) k and turbulent integral length scale Λ were circumferentially
averaged at each streamline position:

k =
1

2π

2π∫
0

k(ϑ)dϑ, (4)

and

Λ =
1

2π

1
k

2π∫
0

k(ϑ)Λ(ϑ)dϑ. (5)

The integral turbulent length scale at each circumferential position Λ(ϑ) was determined in terms of
the turbulent kinetic energy k(ϑ) and the specific dissipation rate ω(ϑ):

Λ(ϑ) =
CRe

Cµ

√
k(ϑ)

ω(ϑ)
, (6)
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where the Cµ = 0.09 represents a constant, which is dependent on the formulation of the turbulence232

model, and CRe depends on the Reynolds number as described by Donzis et al. [35]. The definition233

of the turbulent length scale of Eq. 6 is often referred to as a Pope-based [36] turbulent length scale.234

For high Reynolds numbers, CRe asymptotically approaches a value of 0.4. Therefore, CRe was set235

to 0.4 in this work1. Note that the circumferential averaging of the turbulent length scale contains236

a weighting by the local turbulent kinetic energy. This technique was introduced by Jaron et al. [7]237

and has the advantage that it makes no assumption regarding the relative importance of background238

versus wake turbulence. This is particularly relevant for the presently studied case as the ingested239

turbulence level is not negligibly small (turbulent intensity of about 0.3%, turbulent length scale of240

about 0.04 m). The potential relevance of ingested turbulence is discussed in detail by Kissner and241

Guérin [37]. In addition, the method’s implementation is unambiguous.242

Nonetheless, there are also alternative methods for computing integral turbulent length scales243

in interstage regions and the chosen technique can have a large impact on predicted fan broadband244

noise levels. To demonstrate this issue, the TKE-weighted, Pope-based method (see Eq. 5) used for this245

benchmark was compared to three alternative methods for one RANS data set:246

• a length scale determined by fitting the circumferential average of turbulence velocity frequency247

spectra Φii( f ) = 1
2π

2π∫
0

Φii( f , ϑ)dϑ with a target spectrum [38],248

• a Pope-based length scale computed from circumferentially averaged turbulence characteristics249

Λ = CRe
Cµ

√
k

ω ,250

• and a Ganz-based, empirically motivated length scale Λ = 0.2 A
d (where A represents the wake251

area and d the wake velocity deficit) [39].252

A length scale determined by fitting a spectral average with a target spectrum, e. g. with a von253

Kármán or Liepmann spectrum, is similar to introducing a TKE-weighting of length scales as long as254

homogeneous, isotropic turbulence can be assumed. In Fig. 2, the resulting circumferentially averaged255

length scales and predicted fan broadband noise levels are therefore nearly identical. Both methods256

inherently differentiate between the contributions of wake and background turbulence and as the257

turbulence energy is contained in the wake, the length scale in the wake is dominant. Simply computing258

a length scale based on circumferentially averaged turbulence characteristics weighs contributions259

of wake and background turbulence equally and thus the averaged length scales are larger. These260

larger length scales between the wakes have a larger impact and dominate the smaller length scales261

of the wake region. This causes predicted broadband noise levels to increase at lower frequencies262

and the frequency peak to shift towards a lower frequency. Lastly, the Ganz-based approach is263

empirically motivated and relates the integral length scale directly to a wake width (Lw = A
d ). This264

method is limited to two-dimensional flows. Near the tip wall, this restriction is violated and due to265

the complicated flow, the distinction between wake, boundary layer, and tip vortex is not possible.266

Therefore, the Ganz-based length scales increase rapidly close to the tip wall, whereas the values are267

close to the TKE-weighted and spectrally averaged turbulent length scales in regions, where the flow268

behaves similarly to a two-dimensional flow. Yet the impact of that increase in length scale near the tip269

region has a significant impact on the predicted noise levels, as the levels increase a low frequencies270

and the peak frequency is shifted to a lower frequency. A similar effect was observed by Lewis et al.271

[40], who compared Jurdic-based to Pope-based length scales. The length scale definition of Jurdic272

(Λ = 0.21Lw) is closely related to Ganz, except that the wake width definition differs and the coefficient273

is equal to 0.21 instead of 0.2.274

1 Values of 0.43 or 0.45 are also commonly used for CRe
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Figure 2. Impact of choice of TLS definition on predicted sound power levels.

2.2.3. Analytical Acoustic Model275

The prediction of fan broadband noise was performed using PropNoise [9]. It was assumed276

that broadband RSI noise is the dominant broadband noise source of the fan stage, e. g. Engine277

Support Stator noise or to rotor and stator self-noise. The analytical model relies on the acoustic278

analogy and an in-duct Green’s function was applied. The source term for fan broadband noise is a279

function of the von Kármán transverse velocity frequency spectrum, which is computed using the280

circumferentially averaged turbulent kinetic energy and turbulent length scale values extracted from281

the RANS simulations at each considered streamline position. Rotor shielding and cascade effects are282

neglected. Further details regarding the models of PropNoise are given by Moreau [9] and by Guérin283

et al. [1,2].284

2.2.4. Post-processing of Acoustic Results285

The turbulence characteristics of each RANS simulation were extracted at the axial position of286

the HW 1 probe in the fan interstage, while the turbulence characteristics at the stator leading edge287

positions are critical for noise generation. In order to achieve an optimal comparison to experimental288

data, a correction was introduced to account for the fact that the turbulence changes between the289

evaluation plane and the stator leading edge.290

For one of the RANS simulations, wake characteristics at different streamline positions between291

the mixing-plane and the leading edge were reconstructed using semi-analytical models introduced292

by Jaron [8]. This procedure could not be applied to most RANS simulations as this extrapolation293

method requires data at several axial positions between the rotor trailing edge and the mixing plane,294

particularly in the interstage, and data from most RANS simulations were only available at one axial295

position. The relative change in turbulence characteristics between the HW 1 position and the stator296

trailing edge was therefore computed for one RANS simulation and analogously applied to all RANS297

simulations. Of course, this assumes that the turbulence develops similarly between the HW 1 and298

stator LE positions for all RANS simulations. The difference in turbulence characteristics extracted at299

HW 1 position and reconstructed at the stator leading edge is shown in Fig. 3. The turbulent kinetic300

energy is lower at the stator LE than at the HW 1 position, while the turbulent length scale increases.301

The change in turbulence characteristics has an effect on the predicted fan broadband noise spectrum302

as it shifts the spectral peak to lower frequencies and slightly increases the amplitude. The difference in303

spectra is plotted on the right in Fig. 4 and this difference is added to all spectra, which were computed304

based on turbulence characteristics at the HW 1 position.305
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Figure 3. Comparison of extracted turbulence characteristics at HW 1 position and extrapolated
turbulence characteristics at the stator leading edge: Radial distributions of turbulent kinetic energy k
and turbulent length scale Λ at HW 1 and stator leading edge positions are shown.
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spectra downstream of the stator vanes for HW 1 and stator leading edge positions are shown.
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Table 1. Solvers and turbulence models

Turbulence Turbulence Model
RANS Solver Model Extensions

1, 2 TRACE [41] Menter SST k−ω none
3, 5, 8 elsA [42] Menter SST k−ω none
4, 7 ANSYS CFX v19.2 / v19.1 [43] Menter SST k−ω none
6 G3D::Flow [44] Menter SST k−ω none
9 Mu2s2t [45,46] Menter SST k−ω Kato-Launder mod.

10 TRACE Menter SST k−ω nonewith Vorticity Source Term

11 TRACE Menter SST k−ω
Kato-Launder mod.

modified vortex extension
(rotational fix)

12 HYDRA [47] Menter SST k−ω
modifications for

turbulent Mach number,
rotation, low Re etc.

13 Mu2s2t Wilcox k−ω Kato-Launder mod.

14 Mu2s2t Wilcox k−ω
Kato-Launder mod.,

γ− Reϑt transition model
15 TRACE Wilcox k−ω Schwarz limiter
16 TRACE Wilcox k−ω Kato-Launder mod.
17, 18 elsA Smith k− l none
19 TRACE Hellsten EARSM k−ω none
20 TRACE Wilcox stress−ω none
21 TRACE SSG/LRR−ω none
22 TRACE JH stress−ωh none

2.3. Overview of Used RANS Simulations306

Over 20 simulations were analyzed for this benchmarking activity. Different CFD solvers307

and turbulence models were used. While all RANS simulations were performed at approach308

conditions, there are some smaller differences in fan rotational speed, mass flows, ingested turbulence309

characteristics, and ambient conditions. Mesh sizes ranged from 4.5 to 70 million cells and slightly310

different tip clearance values were used. In the following section, these differing settings are shown in311

more detail. The impact of these RANS settings on the mean and turbulence characteristics and on the312

final acoustic predictions is discussed in Section 3.313

2.3.1. Solvers and Turbulence Models314

Many different commercial and research CFD codes are included in the data set. Used turbulence315

models range from linear eddy viscosity to differential Reynolds stress turbulence models (see Table 1).316

Some partners have also applied the previously mentioned turbulence model modifications to offset317

some of the shortcomings associated with the Boussinesq assumption (RANS 11 and 12), to optimize318

performance for non-equilibrium flow (RANS 9, 11, 13-16), or to include transition phenomena in319

boundary layer flows (RANS 14).320

2.3.2. Operating conditions321

Small differences in operating conditions can be seen in Table 2. During the experimental322

campaign, each operating point was measured three times: for performance, hot-wire, and acoustic323

measurements. The operating points at approach were slightly different during these measurements324

as documented by Guérin et al. [2]. Most RANS simulations (1 - 8, 10, 12, 15-21) were performed using325

the approach operating point during performance measurements. Some simulations (9, 13, 14) used the326

corrected approach operating conditions, which were normed to ISA atmospheric conditions, during327

performance measurements. One simulation (11) applied the approach operating conditions during328
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Table 2. Operating conditions used for the simulations

Bypass Core Inlet Inlet Ambient Ambient
Fan Mass Mass Turbulence Turbulent Pressure Temperature

RANS RPM Flow [kg/s] Flow [kg/s] Intensity [%] Length Scale [m] [hPa] [K]

1, 2, 4,
3828.1 48.75 6.41 0.3 0.04 995.6 292.810, 15, 16,

19-22
3 3828.2 49.02 6.37 1.0 6.4e-6 995.6 292.8
5 3828.2 48.75 6.41 0.3 - 995.6 292.8
6 3828.1 48.76 6.39 1.0 0.01 995.6 292.8
7 3828.2 48.75 6.44 0.3 0.04 995.3 292.8
8 3828.3 48.72 6.43 0.23 0.01 995.3 292.8
9 3828.2 48.75 6.41 0.36 0.043 1013.25 288.15
11 3856.1 49.85 6.70 0.88 0.00018 1013.25 288.15
12 3828.1 49.10 6.45 0.30 0.04 995.3 292.8
13, 14 3828.2 48.75 6.41 0.36 0.043 1013.25 288.15
17 3828.2 48.75 6.41 0.3 - 995.6 292.8
18 3828.3 48.72 6.43 0.23 0.01 995.3 292.8

acoustic measurements. The offset in sound power level due to these small differences is expected to329

be negligible. The choice of inlet turbulence varies more significantly. Prior to the testing campaign,330

ingested turbulence was predicted to have a turbulent intensity of 1% and turbulent length scale of331

0.01 m. A filtering method was applied to suppress tones and signal contaminations. The turbulence332

spectrum measured by the hot-wire in the inlet was then fitted to a von Kármán or Liepmann spectrum333

in order to determine turbulent intensities and turbulent length scales. It should be noted that this is334

only permissible for homogeneous, isotropic turbulence, i. e. not in the boundary layer. The fitting335

technique should also not be applied to frequencies above 8 kHz because the measured turbulence336

levels decrease rapidly at high frequencies due the wire thickness. Two groups of researcher used337

such fitting techniques and determined turbulent intensities of 0.3% and 0.23% and turbulent length338

scales of 0.04 m or 0.01 m were found. The small differences in values can be attributed to different339

factors: different fitting algorithms, different analysis positions, or different techniques for removing340

contamination from the measured signals. However, prescribing these inlet turbulence values for341

RANS simulations can be tricky for multiple reasons: 1.) Few turbulence models and solvers are342

equipped for handling such large turbulent length scales in an otherwise free-stream domain. 2.)343

If the inlet length is large, most of the prescribed turbulence decays before it interacts with the fan344

stage because in an ideal simulation, there is no turbulence production in a fan inlet. If broadband345

RSI noise resulting from the interaction of wake turbulence with the stator leading edges is indeed346

dominant (which seems to be the case for the investigated case), the differences in ingested turbulence347

characteristics are negligible.348

2.3.3. Geometry and Meshing349

For fan broadband noise predictions using a RANS-informed analytical approach, one key350

aspect of the mesh design is to ensure a good resolution of boundary layers and wake regions of351

the rotor blades. Mesh sizes range from 4.5 to 70 million cells and the azimuthal wake resolution at352

approximately 75% of the stator height ranges from 15 to 30 cells (see Table 3). Some of the simulation353

setups featuring a large number of cells were designed to initialize scale-resolving simulations or to354

accommodate the computation and propagation of fan tones. All RANS meshes feature fully resolved355

boundary layers on the rotor blade surfaces. The spatial discretization scheme is relevant for the356

meshing process as a higher order scheme allows for a coarser mesh resolution but also tends to be less357

robust. Most RANS simulations used 2nd order schemes, which are standardly applied. The CFX high358

resolution scheme switches between 1st and 2nd order accuracy depending on the local flow field to359
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Table 3. Geometry and meshing

Tip Total Azimuthal Wake Boundary Spatial
Clearance Mesh Size Resolution Layer Discretization

RANS [mm] [Mio. cells] at R=75% [cells] Resolution Scheme
1, 10, 12,

0.78 6.5 ≈ 30 resolved 2nd order15, 16,
19-22
2 0.78 4.8 ≈ 20 resolved 2nd order
3 0.63 63 ≈ 30 resolved 3rd order
4 0.78 70 > 25 resolved CFX high resolution
5 0.78 4.5 ≈ 30 resolved 2nd order
6 0.78 15.4 ≈ 20 resolved 3rd order convective,

2nd order diffusive
7 0.63 7.0 ≈ 20 resolved CFX high resolution
8, 18 0.63 38.0 ≈ 20 resolved 2nd order
9, 13, 14 0.63 35.5 ≈ 30 wall functions (OGV), 2nd orderresolved (rotor)

11 0.58 (LE) 11.3 ≈ 15 resolved 2nd order0.69 (TE)
17 0.78 4.5 ≈ 30 resolved 2nd order

ensure the simulation’s robustness. Structured, unstructured, and hybrid mesh topologies are included360

in the data set. The tip clearances are slightly different. The values measured during testing were 0.58361

mm at the rotor leading edge (LE) and 0.67 at the rotor trailing edge (TE), while the predicted value362

was 0.78 mm. For some simulations, the test values (or their average) was used. The other simulations363

were performed using the predicted value as the offset between predicted and measured values are364

within the uncertainty of the tip clearance sensors.365

3. Results and Discussion366

In this section, the influence of RANS parameters such as choice of CFD solver, mesh resolution,367

and turbulence model settings are discussed in terms of flow and turbulence characteristics at the HW368

1 position as well as predicted fan broadband noise levels. The results will be compared to measured369

flow and turbulence characteristics and to sound power levels downstream of the stator vanes.370

3.1. Influence of the Menter SST k−ω Turbulence Model371

RANS simulations 1-8 were performed using the Menter SST k−ω turbulence model without372

applying any additional stagnation point fixes, rotational effects fixes, or transition models. Nearly373

the same operating points were used. Only the ingested turbulence varied. The simulations were374

performed using different solvers and drastically different mesh resolutions.375

All RANS simulations using a Menter SST k−ω turbulence model predict a strong leading edge376

detachment causing vortical structures on the blade suction side, which is exemplarily shown in terms377

of streamlines and TKE contours in Fig. 5. This flow phenomenon is particularly strong towards378

the tip wall and results in a strong production of turbulence and a pronounced wake deficit. The379

contour plots of the RANS simulations (RANS 1 - 8) at the HW 1 position therefore show large velocity380

deficits and high turbulent kinetic energies near the tip casing (see Fig.’s A1, A2, A3, and A4). A381

similar phenomenon was observed by Prasad and Prasad [48] and Arroyo et al. [49]. In the latter382

work, the strong leading edge detachment on the SDT fan was only predicted by the RANS simulation383

but not by the large eddy simulation. For the ACAT1 fan, a zonal detached eddy simulation using a384

Spalart-Allmaras turbulence model was performed by François et al. [50]. It does not predict a large385

leading edge separation as its turbulent intensity values near the fan tip are significantly lower than386

presented data extracted from a RANS simulation (denoted as RANS 5 in this paper) using a Menter387

SST k−ω turbulence model as shown by Polacsek et al. [51]. Conversely, the large eddy simulation388
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Figure 5. Flow separation near rotor leading edge: Streamlines are shown in black.

performed by Lewis et al. [52] seems to show a significant flow detachment. A similar observation was389

made for an unsteady RANS simulations performed by Kissner et al. [53]. Fig. 6 shows the turbulent390

intensity levels measured by the hot-wire sensors and reveals a challenging property of this fan: The391

wakes are not homogeneous. The reason for this inhomogeneity is still subject for debate. However,392

most blades do not show significantly higher turbulence intensity levels near the tip casing, which393

would indicate the presence of an equally severe leading edge detachment in the experiment.394

As unsteady phenomena such as flow detachments are challenging to predict using RANS395

simulations, it comes as no surprise that the wake structure of RANS simulations 1-8 show some396

local differences, particularly near the tip wall. This can be seen in the contours of flow velocities and397

turbulence characteristics (see Fig.’s A1, A2, A3, A4, and A5). The overall wake structure is, however,398

still quite similar. An interesting feature of contours shown at HW 1 position is the turbulent length399

scale outsides of the wakes, which vary drastically (see Fig. A5). On the one hand, the blending400

function of the Menter SST k−ω turbulence model is known to fail if the turbulent length scale of the401

prescribed turbulence at the inlet is not small. This is the case for RANS simulations 1 and 2 causing402

the turbulent length scale between the wakes to differ significantly from prescribed length scales at403

the inlet. Other simulations may also encounter the same difficulty. On the other hand, the ingested404

turbulence, which reaches the rotor stage, is not comparable between the different simulations as405

different inlet turbulence intensities and intake lengths were used. If long intake lengths are used, the406

prescribed turbulence tends to decay quickly as there is no turbulence production in flows without407

mean flow gradients. However, the turbulent length scale between wakes is not critical for this case,408

as the wake turbulence is much greater than the ingested turbulence. Since the circumferentially409

averaged length scale was determined using a weighting by the turbulent kinetic energy, only the410

turbulent length scales in the wakes are important. Since the turbulent length scales within the wake411

are similar, the TKE-weighted, circumferentially averaged turbulent length scales are similar for all412

considered Menter SST k−ω simulations (see Fig. 7).413

Mean and fluctuating velocities were extracted at four radial positions (90%, 75%, 50%, and 25%414

stator height) and compared to measured velocities as can be seen in Fig. 8 and in Fig. 9. Overall,415

the extracted RANS velocities are similar. Some larger discrepancies in mean and root-mean-square416

velocities can be observed at the 90% position. While the depth of the wakes are comparable, the wake417
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Figure 6. Turbulence intensity values measured by the hot-wire probes at position HW 1 in the
interstage region (Meyer et al. [10], reprint with permission).

widths differ, which is a direct result of the sensitivity of the simulations to the flow separation at the418

rotor leading edges. In addition to the wake, some simulations have a second relative extremum at 90%419

stator height, which is likely caused by the tip vortex. To further describe the wake structures, wake420

deficits and wake widths were computed for simulated and experimental data. The wake deficits as421

shown in Fig. 10 were computed as the difference between the mean total velocity and the minimum422

velocity in the wake. The wake widths as shown in Fig. 11 were determined in terms of the turbulent423

kinetic energy by dividing the area of the wake by the maximum turbulent kinetic energy level within424

the wake. At 75% and 50% of the stator height, the wake velocity deficits of RANS simulations 1-8 do425

not show much variation, while the wake width computed for RANS 4 is a bit higher compared to the426

other simulations. This can be attributed to the flatter slope in TKE of RANS 4 compared to the other427

simulations. In general, the wake structure of RANS simulations 1-8 are similar in terms of velocities,428

wake velocity deficits, and wake widths.429

When comparing the simulated to experimental wake data, several observations can be made:430

• The wake width is a bit larger in the experiment than in the simulations, especially at lower radial431

positions. One explanation for this phenomenon is that the hot-wire probes cover a measuring432

volume of 1x2x2 mm [10], which defines the spatial resolution. Therefore, the slope of the shear433

layers are "smeared" and wakes appear to be wider as they are in reality.434

• The wake velocity deficit is smaller in the experiment than in the simulations. Part of the reason435

for this offset is likely physical in nature. Particularly near the tip region, the wake velocity436

deficit in the experiment is less pronounced due to a less severe (or absent) leading edge flow437

detachment compared to the simulations, where it causes deeper and thicker wakes. Another438

part of the explanation may be due to the hot-wire measurement. The previously mentioned439

control volume can also cause flatter peaks. In addition, the hot-wire probes were calibrated at440

one radial position upstream of the rotor blades. Since the in-duct calibration was performed441

for circumferentially uniform flow, it can be expected that the calibration may not work as well442

within the wake than outside of it as the temperature increases inside the wakes.443

• There are some offsets in mean velocities outside of the wakes. Smaller offsets are indeed expected444

as the hot-wire probes are less accurate in measuring mean velocities as opposed to fluctuating445



Version June 19, 2020 submitted to Acoustics 16 of 39

0.25 0.3 0.35 0.4
0

50

100

150

r [m]

k
[m

2 /
s2 ]

exp. RANS 1 RANS 2 RANS 3 RANS 4
RANS 5 RANS 6 RANS 7 RANS 8 avg.

0.25 0.3 0.35 0.4
0

0.2

0.4

0.6

0.8

1
·10−2

r [m]
Λ
[m
]

Figure 7. Impact of choice of solver and mesh topology on turbulence characteristics for simulations
using a Menter SST k−ω turbulence model: Radial distributions of turbulent kinetic energy kt and
turbulent length scale Λt are shown.

velocities. Offsets in the radial velocity can occur if the yaw angle of a X-wire probe intended to446

measure axial and radial velocities is not well aligned with the mean flow. The circumferential447

velocity component then creates an additional cooling effect, which will be interpreted as partly448

axial and radial velocity. Since the radial component is significantly smaller than the axial449

and circumferential components, it is most susceptible to such an effect. The trends of the450

circumferential velocities at 25% of the stator height diverge, which may be due to the fact that451

the differences are quite small and likely difficult to capture.452

• Turbulent RMS velocities are overpredicted in the RANS simulations, particularly at 75% and453

90% stator heights. It should be noted that there is some uncertainty regarding the measured454

fluctuating velocities. The lower, experimental line in Fig. 9 are values directly determined from455

the measured data, while the upper line includes a factor of 1.5. The thickness of the hot-wires456

reduces the frequency resolution of the measured data. In this case, the cut-off frequency (or457

resolution limit) was a posteriori estimated to be around 7-8 kHz. Polacsek et al. [51] have458

introduced a correction factor of 1.5, which was determined by extrapolating the measured levels459

beyond the cut-off limit relative to the results of a scale-resolving simulation. It should again460

be highlighted that the hot-wire calibration may be less suited for determining values within461

the wake than outside of the wake. Part of the observed offset in RMS velocities may, however,462

be physical as the higher turbulence levels in the RANS simulations are probably caused by a463

larger separation at the rotor leading edge than in the experiment. At 90% of the stator height, the464

measured values also capture the structure of the tip vortex resulting in two peaks.465

Despite some smaller differences in the wake structures, the circumferential averages of turbulent466

kinetic energies (TKE) and turbulent length scales (TLS) are in good agreement for all RANS Menter467

SST k−ω simulations (see Fig. 7). As observed regarding the wakes in terms of RMS velocities, the468

circumferentially averaged TKE values close to the tip casing are higher than in the experiment by up469

to a factor of 3.470

As the circumferentially averaged turbulence characteristics are similar, the predicted fan471

broadband noise levels converge to nearly the same solution (see Fig. 12). The simulations are472

therefore consistent, yet the predicted sound power levels downstream of the fan stage underestimate473

the experimentally determined sound power levels, especially at low frequencies. The underprediction474

of sound power levels has been documented for analytical methods [1,2,40], synthetic turbulence475
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Figure 8. Impact of choice of solver and mesh topology on velocities at 90%, 75%, 50%, 25% (top to
bottom) stator height for simulations using a Menter SST k−ω turbulence model
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Figure 9. Impact of choice of solver and mesh topology on fluctuating velocities at 90%, 75%, 50%, 25%
(top left to bottom right) for simulations using Menter SST k−ω turbulence model
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Figure 10. Comparison of wake velocity deficits for all RANS simulations at 75% (top) and 50%
(bottom) of the stator height. The dashed, black lines mark the experimental values.
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Figure 11. Comparison of wake widths for all RANS simulations at 75% (top) and 50% (bottom) of the
stator height. The dashed, black lines mark the experimental values.

methods [54–56], and scale-resolving methods [51]. One explanation may be that the experimental476

sound power levels are not restricted to fan broadband noise levels but also include other noise sources.477

Particularly at lower frequencies, the self-noise of the testing facilities is thought to be significant.478

No trend with respect to the mesh resolution or CFD codes can be observed in the circumferentially479

averaged turbulence characteristics and predicted fan broadband noise levels. For example, RANS 1480

and 2 were conducted using identical settings, except that a finer mesh was used for RANS 2. There481

are only small differences in the turbulence characteristics, but barely any differences in sound power482

levels. In general, finer meshes yield similar results as coarser grids. Nonetheless, it should be noted483

that all of the meshes were designed by turbomachinery experts and boundary layers and wakes were484

well resolved in all simulations. The authors postulate that there would be a mesh dependencies if485

meshes were too coarse to capture critical flow features. The solutions are also independent of the486

chosen CFD solver. It means that the Menter SST k− ω turbulence model was likely implemented487

similarly in all codes.488

3.2. Influence of Linear Eddy Viscosity Turbulence Models489

Linear eddy viscosity models are the most commonly used models by industry but also in a490

scientific context for turbomachinery applications. For the ACAT1 fan at approach operating conditions,491

the following two-equation turbulence models were used: Menter SST k−ω, Wilcox k−ω, and Smith492

k− l. In the last section, the results of simulations using the standard formulation of the Menter SST493

k−ω turbulence model without any modifications were analyzed. In this section, all other linear eddy494

viscosity models and their model modifications (RANS 9-18) are discussed.495

RANS simulations 9-11 applied a Menter SST k−ω turbulence model. RANS 10 uses a simplified496

formulation of the production term. Its production term is formulated in terms of the vorticity rather497

than the shear stress. This modification ensures that the ratio between the specific dissipation rate498

and the turbulent kinetic energy is conserved resulting in the conservation of the prescribed turbulent499

length scale between the wakes in the interstage region (see Fig. A5). Since the wake turbulence is500

dominant for the investigated case, the modified production terms and the higher turbulent length501
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Figure 12. Impact of choice of solver and mesh topology on predicted RSI broadband noise using a
Menter SST k−ω turbulence model: Sound power level spectra downstream are shown.

scales between the wakes have negligible impact on mean and RMS velocities and circumferentially502

averaged turbulence characteristics compared to the standard Menter SST formulation (see Fig.’s 15,503

13, and 14). Therefore, the alternative production term formulation has no impact on the predicted504

sound power level spectra as it is nearly identical to the average of the Menter SST k−ω simulations505

(see Fig. 16). Boussinesq-based turbulence models typically produce too much turbulent kinetic506

energy at stagnation points unless non-equilibrium flows are specifically considered in the model507

formulation. As previously described, the Menter SST k−ω turbulence model applies a simple limiter508

in non-equilibrium flow domains like stagnation points, which reduces the turbulence production. The509

limiter also causes the model to have a tendency to amplify flow separation. Despite the fact that the510

turbulence model inherently contains a stagnation point fix, sometimes additional measures are taken511

to further reduce the turbulence production. RANS 9 and 11 both applied a Kato-Launder modification512

but note that the implementation is different. For RANS 11, the production term is modified in the513

entire flow regime while for RANS 9, the altered production term formulation is only applied under514

certain conditions. Note that RANS 11 also uses a vortex-based, local fix for rotational effects. This515

further impacts the solution, particularly near the fan tip casing. Compared to Menter averages, both516

RANS 9 and 11 have reduced levels of turbulent kinetic energy - at least in some regions of the flow517

- due to the reduced turbulence production in the stagnation point of the rotor blades (see Fig.’s 14518

and 15). However, the drop in turbulent kinetic energy of RANS 11 is significantly larger towards the519

tip casing and the circumferentially averaged turbulent length scale also drops, which could also be520

an effect of the rotational fix. The rotational fix also causes significant changes in the wake velocities521

(again mostly closer to the tip wall), the wake velocity deficits as well as mean velocities within the522

wake match more closely with experimental data (see Fig.’s 10 and 13). Since velocities were set to523

be constant for the fan broadband prediction, all changes in predicted sound power levels can be524

attributed to changes in the turbulence characteristics and the sound power levels of RANS 9 and 11525

are similar as shown in Fig. 16. Due to the decrease in turbulence production in non-equilibrium flows526

caused by the Kato-Launder modification, the overall level of turbulent kinetic energy decreases and527

therefore the sound power levels decrease as well. The difference at low frequencies is about 4 dB.528

RANS 12 uses a highly modified Menter SST k−ω formulation, which was optimized to be used in an529
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Figure 13. Impact of type of linear eddy viscosity turbulence model on velocities at 90%, 75%, 50%,
25% (top to bottom) stator height for simulations using a linear eddy viscosity turbulence model
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Figure 14. Impact of type of linear eddy viscosity turbulence model on fluctuating velocities at 90%,
75%, 50%, 25% (top left to bottom right) for simulations using a linear eddy viscosity turbulence model
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Figure 15. Impact of type of linear eddy viscosity turbulence model on turbulence characteristics:
Radial distributions of turbulent kinetic energy k and turbulent length scale Λ are shown.
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Figure 16. Impact of type of linear eddy viscosity turbulence model on predicted RSI broadband noise:
Sound power level spectra downstream of the stator vanes are shown.

industrial context. Similar to RANS 11, the wake velocities are closer to the experimental data near530

the tip wall compared to the averages of standard Menter formulations. RANS 12 also predicts lower531

turbulent kinetic energies near the tip casing but it differs in predicting larger overall turbulent length532

scales (see Fig. 15). This causes a light increase in sound power levels compared to the Menter average.533

As an increased turbulent length scale causes an additional shifting of the spectrum towards lower534

frequencies, the difference of up to 1.5 dB is largest at low frequencies and therefore, the agreement535

with experimental values is slightly better.536

RANS simulations 13-16 used a Wilcox k− ω turbulence models. RANS 13 and 14 both used537

a Kato-Launder modification, while RANS 14 also used a γ− Reϑt transition model. When looking538

at the axial velocities and turbulent kinetic energies at the HW 1 position (see Fig.’s A1 and A4),539

the interaction between the tip vortex and the boundary layer seems to be stronger when transition540

model is applied. In fact, Fig. 14 shows that the peak in the RMS velocity has shifted at 90% stator541

height, which indicates that the turbulent kinetic energy of the tip vortex/boundary layer interaction542

is dominant at this position compared to the contribution of the wake. The turbulent kinetic energy543

at most radial positions (except near the tip) as well as the turbulent length scale is smaller when544

applying a transition model as can be seen in Fig. 15, which causes the sound power levels to be lower545

when a transition model is applied. Compared to the Menter averages, the sound power levels are up546

to 8 dB higher and the frequency peak is shifted towards a lower frequency. While the agreement with547

experimental values is better in terms of the power amplitude, the agreement in spectral shape is worse548

as the frequency peaks do not match. RANS simulations 15 and 16 used different stagnation point fixes549

to compensate that the Wilcox k−ω model was formulated under the assumption of equilibrium flow.550

The Kato-Launder modification of RANS 16 yields unrealistic results in terms of the wake structure.551

The failure of the simulation is less severe for the velocities but leads to unrealistically high turbulent552

kinetic energies and turbulent length scale. These turbulence characteristics lead to extremely high553

sound power levels. While the turbulence settings for RANS 13 and 16 are nominally the same, the554

implementation of the Kato-Launder modification is different. The Kato-Launder modification alters555

the production term for the entire simulation domain for RANS 15, while the alternative production556
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term is only used under certain conditions for RANS 13. RANS 15 uses a Schwarz limiter, which557

limits the specific dissipation rate in non-equilibrium flows instead of altering the transport equations558

of the turbulence model as is the case for the Kato-Launder modification. Compared to RANS 13,559

the simulated velocities of RANS 15 are much closer to the Menter averages. The circumferentially560

averaged turbulent kinetic energy is also lower, especially near the tip wall, which suggests that the561

flow separation is less severe. The circumferentially averaged turbulent length scale is comparable to562

the Menter average and therefore significantly lower than for RANS 13. The sound power levels are563

therefore slightly lower than the Menter averages (due to the reduced TKE) and much lower than the564

results of RANS 13 due to the difference in TLS. It is not clear from these results whether the differences565

between RANS simulations 13 and 15 can be explained by the different types of stagnation fixes or if566

the implementation of the Wilcox k−ω turbulence model itself is also different.567

The Smith k − l turbulence model was used for RANS simulations 17 and 18. Unfortunately568

the chosen turbulence settings of RANS 17 does not enable the computation of an integral turbulent569

length scale using Pope’s definitions. Therefore, the results cannot be included in the comparison of570

sound power levels. The difference in simulation setups could also explain some observed differences571

between the simulations. The velocities computed by RANS 17 are closer to the Menter averages, while572

the velocities of RANS 18 are closer to the experimental results (see Fig. 13). The turbulent kinetic573

energies near the tip wall are smaller than the Menter averages for both simulations (15). However, the574

turbulent length scales of RANS 18 are higher than the Menter averages, particularly at lower radial575

positions. The reduction in TKE and the increase in TLS cause the sound power levels to be nearly576

identical to Menter-averaged sound power levels (see Fig. 16).577

3.3. Influence of More Advanced Turbulence Models578

RANS simulations 19-22 used more advanced turbulence models. RANS 19 was performed using579

the Hellsten EARSM k−ω turbulence model, which is a non-linear eddy viscosity model. RANS 20-22580

were performed using three different Reynolds stress models: Wilcox stress-ω (RANS 20), SSG/LRR-ω581

(RANS 21), and JH stress-ωh (RANS 22).582

As Fig. 17, the velocities of all four simulations are quite close to the Menter averages. The583

experimental RMS velocities are only slightly anisotropic, where the axial values are slightly higher584

than the circumferential and radial values (see Fig. 18). While the turbulence models mirror this trend,585

the RMS velocities are overpredicted, particularly at 90% stator height. The magnitude of the RMS586

velocities are similar to the Menter results. Unlike most simpler RANS simulations, all turbulence587

models have a second peak at 90% stator height due to the interaction of the tip vortex with the588

boundary layer. The circumferentially averaged turbulent kinetic energies of RANS 19 and 20 are589

nearly identical to the Menter averages (see Fig. 19). They rely on two models closely related to590

the Menter SST k − ω: All three models (Menter SST k − ω, Hellsten EARSM k − ω, SSG/LRR-ω)591

use the same transport equation for the specific dissipation rate and the blending function. The592

Hellsten EARSM k−ω has an additional non-linear, anisotropic term in the Boussinesq hypothesis.593

Therefore, certain similarities in results are expected. The additional anisotropic term of the Hellsten594

EARSM k − ω is particularly high in the shear layers of the wake and causes the turbulent length595

scales to increase, while the length scales of the SSG/LRR-ω model are similar to the Menter values.596

RANS 20 (Wilcox stress-ω) produces lower levels of TKE near the tip wall, which is similar to the597

RANS simulations using the closely related Wilcox k−ω model. The circumferentially averaged TLS598

are, however, similar to the Menter values. The turbulent length scales of RANS 22 (JH stress-ωh)599

lie between the Menter and the Hellsten values. They reach their highest levels at mid span. The600

circumferentially averaged TKE levels are only quite similar to the Menter values.601

The sound power levels predicted using inputs from RANS 19 (Hellsten EARSM k−ω) are higher602

by up to 5 dB than the Menter-averaged sound power levels as shown in Fig. 20. In fact, the predicted603

levels match well with experimental data. RANS 22 (JH stress-ωh) also produced higher sound power604

levels compared to Menter values due to the higher turbulent length scales. RANS simulations 20 and605



Version June 19, 2020 submitted to Acoustics 25 of 39

60

80

100

u x
[m
/s
]

exp. RANS 19 RANS 20 RANS 21 RANS 22
Menter avg.

−10

0

10

20

30

40

u r
[m
/s
]

40

50

60

70

80

90

u ϑ
[m
/s
]

60

80

100

120

u x
[m
/s
]

−10

0

10

20

30

40

u r
[m
/s
]

50

60

70

80

u ϑ
[m
/s
]

60

80

100

120

u x
[m
/s
]

0

10

20

30

u r
[m
/s
]

70

75

80

85

u ϑ
[m
/s
]

0 0.1 0.2 0.3

70

80

90

100

110

ϑ

u x
[m
/s
]

0 0.1 0.2 0.3
0

10

20

30

ϑ

u r
[m
/s
]

0 0.1 0.2 0.3

84

86

88

90

92

ϑ

u ϑ
[m
/s
]

Figure 17. Impact of choice of a more advanced turbulence model on velocities at 90%, 75%, 50%, 25%
(top to bottom) stator height



Version June 19, 2020 submitted to Acoustics 26 of 39

0

5

10

15

20

u′ x
[m

/s
]

exp. RANS 19 RANS 20 RANS 21 RANS 22
Menter avg.

0

5

10

15

20

u′ r
[m

/s
]

0

5

10

15

20

u′ ϑ
[m

/s
]

0

5

10

15

20

u′ x
[m

/s
]

0

5

10

15

20

u′ r
[m

/s
]

0

5

10

15

20

u′ ϑ
[m

/s
]

0

5

10

15

20

u′ x
[m

/s
]

0

5

10

15

20

u′ r
[m

/s
]

0

5

10

15

20

u′ ϑ
[m

/s
]

0 0.1 0.2 0.3
0

5

10

15

ϑ

u′ x
[m

/s
]

0 0.1 0.2 0.3
0

5

10

15

ϑ

u′ r
[m

/s
]

0 0.1 0.2 0.3
0

5

10

15

ϑ

u′ ϑ
[m

/s
]

Figure 18. Impact of choice of a more advanced turbulence model on fluctuating velocities at 90%, 75%,
50%, 25% (top to bottom) for simulations
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Figure 19. Impact of choice of a more advanced turbulence model on turbulence characteristics: Radial
distributions of turbulent kinetic energy kt and turbulent length scale Λt are shown.

103 104
60

70

80

90

100

f [Hz]

P
W

L
[d

B
re

f.
10
−1

2
W
/H

z]

exp. RANS 19 RANS 20 RANS 21 RANS 22
Menter avg.

Figure 20. Impact of choice of a more advanced turbulence model on predicted RSI broadband noise:
Sound power level spectra downstream of the stator vanes are shown.
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21 produce nearly identical sound power levels, which are only marginally higher than for Menter SST606

simulations.607

4. Conclusions608

RANS-informed analytical methods are commonly used for predicting fan broadband noise. The609

accuracy of these predictions depend not only on the acoustic model itself but also on the used RANS610

input and the processing of these RANS inputs. In this paper, uncertainties related to the RANS inputs611

were analyzed using an extensive data set of 22 RANS simulations. These simulations were performed612

by turbomachinery experts from several different companies and research institutions. Different codes,613

simulation meshes, and turbulence settings were used to perform simulations for the ACAT1 fan614

at approach conditions. To avoid uncertainties related to the processing of RANS data such as the615

extrapolation of turbulence and flow characteristics from the evaluation plane to the position of the616

stator leading edges and the circumferential averaging of integral turbulent lengths scales, a standard617

procedure was applied for preparing the RANS inputs. In addition, the same acoustic model was used618

for predicting the fan broadband noise downstream of the stator vanes. The RANS data were analyzed619

by comparing the wakes structures in terms of mean and fluctuating velocities, circumferentially620

averaged turbulence characteristics, and predicted sound power levels.621

This study showed that the choice of turbulence model settings is the most critical influencing622

parameter regarding turbulence and flow characteristics as well as predicted fan broadband noise.623

Other RANS settings and even the mesh design were not important. Note that all simulations were624

performed by experts, who chose reasonable RANS settings and designed adequate meshes. The625

chosen operating point of the ACAT1 fan is a particularly challenging case for RANS simulations as it626

is quite off-design. While most RANS simulations predict a flow separation at the rotor leading edges,627

hot-wire measurements show that such a strong flow separation is likely not present or significantly628

less severe in the experiment. Nonetheless, using these RANS simulations to predict fan broadband629

noise typically leads to an underprediction of the sound power levels determined from measured data.630

It should be added that the experimental sound power levels contain other broadband noise sources631

besides rotor-stator-interaction noise, so that it can be expected that predicted levels are lower than632

measured values. In addition, it should be kept in mind that analytical models simplify a complex,633

physical problem to compute fan broadband noise in an efficient manner. Nonetheless, the discrepancy634

between hot-wire and acoustic measurements are a conundrum for CFD users: Measures reducing the635

flow separation at the rotor leading edge to achieve a better agreement with hot-wire data increase the636

offset between predicted and measured broadband noise levels. Measures to augment fan broadband637

noise in order to achieve a better agreement with experimental noise values increase the offset between638

simulated data and hot-wire measurements. Nevertheless, some recommendations based on the results639

of the benchmark can be made:640

• The Menter SST k−ω turbulence model and related turbulence models (like the Hellsten EARSM641

k−ω or the SSG/LRR-ω) tend to exaggerate flow separations leading to increased turbulence642

production. This leads to an increase of sound power levels leading to a better agreement with643

measured sound power levels but increases the offset between simulated and measured velocities.644

The Hellsten EARSM k − ω also causes an increase in turbulent length scale, which is also645

advantageous in terms of sound power levels.646

• The Smith k − l turbulence model predicts a less severe flow separation resulting in a better647

agreement with hot-wire measurements. Due to an increase in predicted TLS, the predicted sound648

power levels are similar to sound power levels predicted using a Menter SST k−ω turbulence649

model. For the investigated case, the Smith k− l turbulence model may be the best compromise650

between matching hot-wire and acoustic measurements.651

• The use of differential Reynolds stress models did not improve results in terms of flow and652

turbulence characteristics and in terms of fan broadband noise. Unless the objective is to study653
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anisotopic turbulence in more detail, simpler models should be used as they are more robust and654

require less computational resources.655

• Stagnation fixes need to be used for turbulence model featuring an equilibrium formulations. For656

other turbulence models, stagnation fixes further reduce turbulence production. The reduction of657

turbulence production leads to a further reduction of predicted fan broadband noise leading to a658

worse agreement with measurements. The use of stagnation fixes does not significantly improve659

the agreement with hot-wire data. If the use of stagnation point is necessary, a simple limiter or a660

local modification of transport equations limited to areas of non-equilibrium flows are preferable.661

• Rotational fixes can be used to achieve a better agreement between hot-wire measurements and662

simulated velocities.663

• The use of transition model does not improve fan broadband noise predictions or the agreement664

with hot-wire measurements.665

There likely is no ideal solution for simulating complicated, unsteady flow phenomena, which can666

occur at a fan’s off-design operating point, with a RANS technique. Nonetheless, the fan broadband667

noise was reasonably well predicted by many RANS simulations. While the levels were mostly668

underpredicted (as should likely be expected), the spectral shape and peak frequency were correctly669

captured using most RANS inputs. This is encouraging as it shows - as do the results of the second670

part of this benchmark [1] - that trends can satisfactorily be predicted using a simple RANS-informed671

analytical method.672
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ACAT1 AneCom AeroTest Rotor 1
CFD Computational Fluid Dynamics
DNS Direct Numerical Simulation
DRSM Differential Reynolds Stress Model
EARSM Explicit Algebraic Reynolds Stress Model
HW Hot-Wire
ISA International Standard Atmosphere
JH Jakirlic-Hanjalic
LE Leading Edge
LRR Launder-Reece-Rodi
NASA National Aeronautics and Space Administration
PWL Sound Power Level
RANS Reynolds-Averaged Navier-Stokes
RMS Root Mean Square
RSI Rotor-Stator-Interaction
TE Trailing Edge
TKE Turbulent Kinetic Energy
TLS Turbulent Length Scale
SDT Source Diagnostic Test
SSG Speziale-Sarkar-Gatski
SST Shear-Stress-Transport
UFFA Universal Fan Facility for Acoustics

696
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Appendix A. Velocities697
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Figure A1. Comparison of axial velocities at HW 1 position
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RANS 22
Figure A1. Comparison of axial velocities at HW 1 position
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Figure A2. Comparison of radial velocities at HW 1 position
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Figure A2. Comparison of radial velocities at HW 1 position
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Figure A3. Comparison of circumferential velocities at HW 1 position
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Figure A3. Comparison of circumferential velocities at HW 1 position
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Appendix B. Turbulence characteristics698
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Figure A4. Comparison of turbulent kinetic energies at HW 1 position
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RANS 19 RANS 20 RANS 21

RANS 22
Figure A4. Comparison of turbulent kinetic energies at HW 1 position
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Figure A5. Comparison of turbulent length scales at HW 1 position
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Figure A5. Comparison of turbulent length scales at HW 1 position
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