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Abstract Lithology identification is vital for reservoir exploration and petroleum en-
gineering. Recently, there has been growing interest in using an intelligent logging
approach for lithology classification. Machine learning has emerged as a powerful
tool in inferring the lithology types with the logging curves. However, the well logs
are susceptible to logging parameter manual entry, borehole conditions, tool calibra-
tions. Most studies in the field of lithology classification with machine learning ap-
proaches have only focused on improving the prediction accuracy of classifiers. Also,
the model trained in one location is not reusable in a new location due to different data
distributions. In this paper, a unified framework is provided to train the multi-class
lithology classification model for the data set with outlier data. In this paper, a coarse-
to-fine framework that combines outlier detection, multi-class classification with an
extremely randomized tree-based classifier is proposed to solve these issues. Firstly,
an unsupervised learning approach is used to detect the outliers in the data set. Then
a coarse-to-fine inference procedure is used to infer the lithology class with the ex-
tremely randomized tree classifier. Two real-world data sets of well-logging are used
to demonstrate the effectiveness of the proposed framework. The comparisons are
conducted with some baseline machine learning classifiers, namely random forest,
gradient tree boosting, and xgboosting. Results show that the proposed framework
has higher prediction accuracy in sandstones compared with other approaches.

Keywords lithology classification - ensemble methods - outlier detection

1 Introduction

The role of lithology identification in mineral exploration and petroleum exploration
has received increased attention across several disciplines in recent years. As the
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basis of reservoir characteristics research and geological modeling, lithology identi-
fication provides a reliable basis for measuring the spatial distribution of the mineral
area (Rider 1986). Besides, lithology identification is used in various fields such as
reservoir characterization, reservoir evaluation, and reservoir modeling in petroleum
development and engineering. Thus it is vital to understand the lithology of the target
layer in the geology and petroleum engineering industries.

At present, approaches such as gravity, well-logging, seismic, remote sensing,
electromagnetic, geophysics, have been used on lithology identification. Well-logging
is one of the most common practices for lithology identification in petroleum explo-
ration. The geological information carried by the well-logging data is an essential
source for determining the gas reserves and making gas exploration plans. There have
been studies focusing on building statistical models for lithology identification from
domain knowledge (Busch et al. 1987 Porter et al. 1969). However, the work involves
much human work and the proposed model is subject to change due to different well-
logging data distributions in different areas. In recent years, researchers have shown
an increased interest in using artificial intelligence to predict lithology classes auto-
matically with computer-aided tools in well-logging and drilling technologies. The
machine learning algorithms, such as support vector machine, neural network, ran-
dom forest(RF) and gradient tree boosting(GTB), not only reduce the data analysis
work for domain experts but also improve the lithology classification accuracy.

These machine learning-based lithology identification approaches attempt to train
the multi-class classifiers model based on a large amount of labeled well-logging data
with logging curves such as natural gamma (GR), compensated neutron log (CNL).
Then the model can be used to predict the lithology classes with the data that has
the same feature space. This supervised learning approach generates a function that
maps the feature space to a specific lithology class. However, the well logs are sus-
ceptible to logging parameter mistakes during manual entry, borehole conditions, tool
calibrations. In addition, the logging measurements are affected by the gas effect in
gas reservoir. Under different gas saturation, the same lithology could have different
distributions of logging curves. As different areas have different gas saturation, the
model trained in one location might not be reusable in a new location due to differ-
ent logging distributions. Thus a unified framework is needed to combine the outlier
detection and the multi-class classifier and improve the prediction accuracy. Our pre-
vious work also concludes that although ensemble methods could help to improve
the prediction accuracy compared with the other machine learning approaches, the
sandstone classes are challenging to classify (Xie et al. 2018).

In this paper, a coarse-to-fine framework that combines outlier detection, multi-
classification with an extremely randomized tree-based classifier is proposed to solve
these issues. There are three main contributions in this paper. Firstly, the unsuper-
vised learning approach, the Local Outlier Factor (LOF) algorithm is used to identify
outlier data. The parameter of the number of neighbors is tuned to get the best pre-
diction result. Then a coarse-to-fine inference procedure is used to infer the lithology
classes. The samples are classified into general lithology classes first. Then the sam-
ples classified as sandstones class are classified into specific subclasses, such as peb-
bly coarse sandstones, coarse sandstones, medium sandstones and fine sandstones.
Two extremely randomized tree classifiers are trained for the coarse and fine targets.
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Parameter tuning is used to get the optimal parameter setting for coarse and fine clas-
sification tasks. Finally, the framework is applied on two real-world well-logging data
sets from the Daniudui gas field (DGF) and the Hangjingi gas field (HGF). Results
show that LOF helps to improve prediction accuracy. Moreover, the performance of
the proposed coarse-to-fine procedure with the optimized ensemble tree framework
is compared with three other benchmarks, namely RF, GTB and xgboosting. Results
show that the proposed framework help to gain a higher prediction accuracy in clas-
sifying lithology classes, especially sandstone classes.

2 Related Work

Extensive research has shown that deep learning approaches could help classify lithol-
ogy classes with well-logging data. Zhong et al. (2019) build a four-layer neural
network to identify coals in a well at Surat Basin with logging-while-drilling data.
Although their work delivers an overall accuracy of 96%, they are conducting binary
classification. Our work mainly focuses on multi-class classification, which might re-
sult in lower prediction accuracy. Zhu et al. (2018) utilize the wavelet-decomposition
approach to convert the lithology identification task into a supervised image recogni-
tion task. The convolution neural network (CNN) is then used to train the model to
classify lithology classes. Chen et al. (2020) develop deep learning-based lithology
classification models with the drilling string vibration data. The data is preprocessed
with noise reduction and time-frequency transformation. Then the CNN combined
with Mobilenet (Howard et al. 2017) and ResNet (He et al. 2016) is used to train the
model to predict complex formation lithologies such as fine gravel sandstone, fine
sandstone and mudstone. However, the model trained with deep learning algorithms
requires high-dimension feature space, while the feature space of well-logging data is
limited. Thus ensemble methods would perform better in classifying lithology classes
when the feature space is limited (Xie et al. 2018).

Several studies have attempted to compare the performances of machine learn-
ing algorithms for lithology classification. Deng et al. (2019) compare three machine
learning approaches, namely artificial neural network, support vector machine and
RF for carbonate vuggy facies classification. Results show that RF has the best clas-
sification accuracy in vug-size classification. Xie et al. (2018) evaluate five machine
learning approaches, namely artificial intelligent network, support vector machine,
naive bayes, RF and GTB for lithology classification. Results show that the ensemble
methods perform better than the traditional ones when the feature space is limited.
Built on their work, Dev and Eden (2018) apply AdaBoost and LogitBoost with ran-
dom tree-based learners achieves a higher performance metrics. Xie et al. (2019)
apply regularization on GTB and xgboosting and stack the classifiers to improve the
classification accuracy. Tewari and Dwivedi (2020) also show that the heterogeneous
ensemble methods, namely voting and stacking, could improve the prediction accu-
racy for mudstone lithofacies in Kansas oil-field area. Ao et al. (2019b) propose a
linear random forest (LRF) algorithm for better logging regression modeling with
limited samples. Results show that the LRF is robust subject to data errors. Their
work mainly focuses on regression results on formation properties. Our work pro-
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poses to use outlier detection to exclude data errors. Ao et al. (2019a) also propose
a pruning random forest (PRF) to identify sand-body from seismic attributes in the
western Bohai Sea of China. Results show that PRF has better predictive performance
and robustness. Also, several researchers have explored the improvement of ensem-
ble methods for higher prediction accuracy. Asante-Okyere et al. (2019) proposed
a gradient boost model that is based on the gaussian mixture model for lithofacies
identification in South Yellow Sea’s southern Basin. The proposed model has better
prediction accuracy in classifying mudstone and siltstone compared with the clas-
sic gradient boosting approach. Based on the GTB algorithm, Saporetti et al. (2019)
propose to use differential evolution to select the optimal parameter set to train the
boosting model. Based on the RF algorithm, Ao et al. (2018) propose to use mean-
shift iterations to gather the samples to local maximum points of the probability den-
sity. Then the RF algorithm is applied to the generated prototype similarity space for
better classification results.

3 Methodology
3.1 Framework Overview

In this paper, a coarse-to-fine framework is proposed for Multi-class lithology classi-
fication. As shown in Fig. 1, the raw well-logging data collected from different wells
in the same area is passed into the LOF to exclude the data points that are not mea-
sured correctly due to borehole conditions, tool calibrations and human errors. Then
the processed data is randomly split to training samples and test samples. Each sam-
ple is a feature vector x; formed with the values of logging curves at the same depth.
Also, each sample is assigned with a label y; € Q that indicates the corresponding
lithology type at the same depth based on domain knowledge. Here Q is used to
present the coarse or fine lithology targets. For example, €. is defined as the gen-
eral type of lithology classes, which includes sandstone (SS), carbonate rock (CR),
coal (C), siltstone (S) and mudstone (M). So . = {SS,CR,C,S,M}. Then Qy is de-
fined as concrete lithology classes of sandstones, which includes fine sandstone (FS),
medium sandstone (MS), coarse sandstones (CS) and pebbly coarse sandstone (PS).
So Qy = {FS,MS,CS,PS}.

Then machine learning algorithms that build mathematical models based on train-
ing samples can be used to predict the labels of test samples with the same feature
vector. In this paper, supervised learning algorithm is used for multi-class lithology
classification. The training samples are used in two training tasks as shown in Fig. 1,
namely coarse target model training and fine target model training. For coarse target
model training, the labels of training samples with concrete lithology labels y; € ¢
are mapped to the coarse label SS. For the fine target model training, only the training
samples with the concrete lithology labels y; € £y are used to train the model.

In this paper, a randomized ensemble tree classifier is used to train the classi-
fied model. However, several parameters are needed to be tuned for the random-
ized ensemble tree classifier in different areas for the lithology classifier. The cross-
validation technique can be applied to evaluate the classifier with different parameter
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Fig. 1 A Coarse-to-fine Framework for Multi-class Lithology Classification

sets. Then the optimal parameter set can be obtained based on the bias and variance
scores of the models. Also, overfitting could be prevented with a cross-validation
technique. Using the N-fold cross-validation technique, the training samples are par-
titioned to N sub-samples with equal size. Then for each validation procedure, the
n-th samples are selected as the test data and the rest of the samples are selected as
training data. The model is trained with different parameter sets. This validation pro-
cedure is repeated for N times. The final accuracy score is calculated by averaging
the accuracy score for each procedure. The parameter set that has the best accuracy
score is proved to be the optimal set that suits the corresponding data distributions.

Lastly, 20% of the test samples are fed into the generated coarse target model.
The samples whose labels are predicted as SS are fed into the generated fine target
model. The logging curves and the confusion matrixes then could be used to compare
the performance between different models with the optimal parameter set.

3.2 Outlier Detection

Outlier detection aims to find the data samples that deviate from the distribution of the
majority of the data (Ben-Gal 2005). These data samples might result from mistakes
or contamination of manual entry for the logging parameters. Based on the dimen-
sion of feature space, the outliers could be univariate or multivariate. The univariate
outliers are looking for outliers in a single feature space, while multivariate outliers
are finding outliers with n-feature space. In the case study, a multivariate outlier is
built to exclude the divergent data samples that might be caused by tool calibrations
or manual entry mistakes.

Breunig et al. (2000) propose the LOF to locate the anomalous data points by
estimating the local deviation of the given data points with respect to its neighbors.
LOF is an unsupervised learning approach, which uses the logging curves as feature
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values to filter out the outlier data. Given the training samples (xg,x1, ...,x,) with the
size n, LOF first define the kD(x;) as the distance of x; to the k-th nearest neighbor.
Based on kD(x;), LOF uses Ni(X;) to denote the samples within kD(x;) distance.
Then, the reachability distance between two data samples RD(x;,x;) is defined as
Eq. (1), where D(x;,x ;) denotes the distance between x; and x;. So the reachability
distance between x; and x; defines a maximum distance between the distance between
x; and x;, and the distance of x; to the k-th nearest neighbors.

RD(xi,x;) = max{kD(x;),D(x;,x;)}, (1)

In light of reachability distance, the local reachability density of x; is defined as
Eq. (2), which denotes the inverse of average distance at which x; could be reached
from the neighbors.

LRDy(x;) = [ Neli) | 2)

LN () RD(xi, %))

Then the local reachability density of x; could be used to compare with those of the
neighbors using the LOF defined in Eq. 3. The value of LOF(x;) then can be used to
infer whether x; is similar to its neighbors. If LOFj(x;) has the value of approximately
1, then it means x; is similar to its neighbors. If the value is less than 1, then the
sample is considered to be inlier samples. Moreover, if the value is larger than 1, then
the sample is considered to be outlier samples. The LOF technique could be used to
detect outlier data samples effectively.

LRD(x;)

LORLD =Gy

3)

3.3 Extremely Randomized Trees

In supervised learning, variance and bias always exist as the trained model from train-
ing samples cannot incorporate the data patterns precisely. Ensemble methods are
used to generate a set of weak learners and combine the prediction results of these
weak learners into the final result. Ensemble methods are proved to not only decrease
the variance but also improve the prediction accuracy (Dietterich 2000).

Ensemble methods mainly have two categories, namely sequential ensemble meth-
ods and parallel ensemble methods. The sequential ensemble methods generate the
prediction model sequentially by refining the weak learners with the ability the im-
prove the prediction accuracy with lower bias and variance. The typical algorithms
of sequential ensemble methods are AdaBoost (Hastie et al. 2009), GTB (Friedman
2002) and xgboosting (Chen and Guestrin 2016). The parallel ensemble methods gen-
erate independent weak learners and average their predictions. RF (Liaw and Wiener
2002) and extremely randomized trees (Geurts et al. 2006) are typical algorithms for
the parallel ensemble methods.

Both RF and extremely randomized trees build on decision trees. The decision
tree helps to divide the complicated classification problem into a set of decisions
made by features. In each step that constructing the node of the decision tree, the
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feature that best classifies the training data would be the node. The steps are re-
peated recursively until all features are used to generate the decision tree. The Gini
impurity is usually used to select the feature for the node. Given the feature space
F ={f1,/2,--., fr} with size J, one of the node in decision tree would be n € .7 . As-
sume that the samples of size N in node n are divided into K classes of samples, and
each sample has the size M;. Then the Gini impurity of node n is shown in Eq. (4).
For each step, the decision tree would search for the feature that causes the greatest
reduction in I(n) as the node. However, when the decision tree is built following this
procedure, the final model would be overfitting to the model and loses the generality
for the test data.

K M.
I(n)=1- ;(%’)2. 4

Both RF and extremely randomized trees introduce randomness into the model
to avoid overfitting. Both algorithms generate a set of independent decision trees
based on the features. Then the bagging technique is used to summarize the results
of the set of decision trees and generate the final result. Here Algorithm 1 is used to
illustrate the procedure. When training the data with the extremely randomized tree
algorithm, An ensemble tree set is initialized as empty. Then to build each decision
tree T;, a subset of X is used to get the decision tree with randomly selected features.
The samples of X are drawn without replacement. Moreover, in step show in line 9
of Algorithm 1, the decision tree selects a random split to divide the parent node into
two random child nodes. After creating M decision trees, the extremely randomized
tree is built. During the test process, the x is fed into ET. For each tree 7; in ET, a
prediction is y; by each decision tree. Then the final decision is made by averaging the
result of all the decision trees. RF algorithm works with almost the same procedure
except for line 8 and line 9 in Algorithm 1. However, for the RF, the samples that train
the independent decision trees are drawn with replacement. So repetition of samples
is allowed in the same decision tree. Also, the decision tree would select the best split
to convert the parent node into child nodes based on Gini impurity.

3.4 The Coarse-to-fine Approach for Lithology Classification

Algorithm 2 shows our proposed coarse-to-fine approach for multi-class lithology
classification. Given the training data (X, ), LOF is applied to exclude the abnormal
data points. The processed data is obtained as (X,,y,). Then the data is split into
training samples (X _train,y_train) and test samples (X _rest,y_test) randomly, where
the training samples own 80%. The labels of training data are mapped to coarse labels
initially. Then the extremely randomized tree model is trained on the data X _train,y,
as the coarse target model clf.. Also, samples whose labels are in the set Q2 are
extracted to train the fine target model cl f. The test data is fed into the coarse target
model clf, and get the corresponding predictions y_predict. Then the test samples
whose labels are predicted as SS are applied to the fine target model ¢/ fy to get the
concrete lithology classes. The hyperparameter tuning with cross-validation is used
in the model training process. Detailed descriptions are provided in the experiment
section.
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Algorithm 1 Extremely Randomized Trees Algorithm, modified from (Geurts et al.
2006)

1: Given (x1,y1), (x2,¥2), -+, (Xn,yn) With feature space .# where x; € X and y; € Q.

2: Given the number of decision trees M and max depth of each tree max_depth

3: procedure TRAIN((x1,y1),(x2,Y2), s (X, ¥n))

4 ET «+ {}

5 for i from 1 to M do

6: TeX—Q

7 while ( dodepth(T) < max_depth)

8 Randomly select X; C X without replacement
9 Randomly select feature f € .7
10: Use f as the node to construct tree
11: end while
12: ET =ETU{T;}
13: end for

14: return ET

15: end procedure

16: procedure TEST(x)

17: for i from 1 to M do

18: Select decision tree T; from ET
19: yi + Ti(x)

20: end f([)‘}‘

21: y= #

22: return y

23: end procedure

Algorithm 2 The Coarse-to-fine Approach for Lithology Classification

1: Given (X,2) = (x1,y1),(x2,¥2), .-, (Xn,yn) Where x; € X and y; € Q.
2: Q. ={SS,CR,C,S,N}, Qs = {FS,MS,CS,PS}, 4 € 2 — Q.

3: (Xo,¥0) «+ LOF(X,Q)

4: (X_train,y_train), (X test,y_test) < train_test_split(X,,y,,0.8)

5t ye ¢ 9 (y-train)

6: clfe < Train(X train,y.)

7: Select (Xy,yy) from (X _train,y_train) such that Vy € yr =y € Qf
8: clfy < Train(Xys,yy)

9: y_predc < clf,.Test(X _test)
10: Select (X;,yr) from (X_test,y_test) where clf..Test(X;) =SS
11: y_predf < clfy.Test(X;)
12: Calculate accuracy of the model

4 Experiments

To examine the proposed framework, extensive experiments are performed to com-
pare the performance of the framework with some benchmarks by using the well-
logging data collected from multiple wells in DGF and HGF. Firstly, the feature space
and the corresponding labels for the data set are used to train the model. Then the per-
formance of outlier detection is presented by comparing the classification accuracy
of using and not using LOF. Next, the model training and hyperparameter tuning
process is presented. Finally a brief analysis of our framework compared with other
benchmarks with confusion matrixes and logging curves is used to demonstrate the
advantages of our framework.
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Table 1 Logging Curves with Abbreviation and Descriptions

Logging Parameter (Unit)  Abbreviation  Descriptions

gamma-ray (API) GR natural gamma

acoustic ((Ls/m) AC sonic delta T

density (g/cm?) DEN formation’s bulk density

compensated neutron (%) CNL thermal and epithermal neutron

deep lateral (£2m) LLD deep formation resistivity

shallow lateral (Q2m) LLS shallow formation resistivity

caliper (cm) CAL the diameter and shape of the formation

4.1 Experiment Settings

Seven exploratory wells from DGF and seven exploratory wells from HGF are se-
lected for model training and result validation. In the experiments, seven lithology
classes, namely coarse sandstone (CS), medium sandstone (MS), fine sandstone (FS),
pebbly coarse sandstone (PS), mudstone (M), siltstone (S) and coal (C), are the lithol-
ogy classes to be classified. Seven logging curves shown in Table 1 are using as the
feature space to classify lithology. Each sample in the well has a 7-dimension fea-
ture vector and a corresponding lithology class as the label. The data sets from DGF
and HGF is used to validate our approach. In DGF, six wells that contain 896 well-
logging samples are used to train and validation the model. Also, the well D17’ in
DGF with 19 continuous well-logging data to present the predicted lithology classes
with logging curves. In HGF, six wells that contain 1225 well-logging samples are
used to train the model in HGF. Moreover, the well *J66° with 13 geologically con-
tinuous samples is used to present the predicted lithology classes. DGF and HGF are
from separate areas geospatially. Thus the proposed framework could be used to train
the model twice to fit the data patterns in these two areas.

Take the procedure in DGF as an example. The data is preprocessed with the
LOF algorithm. The number of neighbors and the value of contamination is chosen
based on the validation score. The performance of LOF is also compared with two
other baselines, namely the classifier without outlier detection and the classifier with
isolation forest outlier detection. Then the data is split into a training set and a test
set. 80% of the whole data set is taken as the training data and 20% is taken as the
test data. For the training set, 5-fold cross-validation is used to tune the parameters
of the extremely randomized tree classifier. The optimal parameter set was chosen
for both areas. At last, the performance of the proposed framework is compared to
three other baselines, namely RF classifier, GTB classifier and xgboosting classifier.
The confusion matrixes of test data are provided to compare the prediction accuracy
of different classifiers. Also, the predicted lithology classes with logging curves are
presented in well "D17’. The same procedure is repeated in HGF to validate that our
proposed approach could be applied to different areas with independent geological
patterns.
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Fig. 2 Validation Curves to Compare Performance of LOF with Different Parameter Set

4.2 Outlier Detection

For the LOF outlier detection technique, two parameters needed to be tuned to get
the optimal parameter set to fit the regions where the training data is the most con-
centrated. The first one is the number of k-nearest neighbors. LOF measures the den-
sity deviation of the samples regarding its neighbors. So the number of neighbors
highly affects the performance of outlier detection. Another parameter is the amount
of contamination of the data set that determines the proportion of outliers in the data
set. Fig. 2 shows the validation curves of different parameter set with 5-fold cross-
validation. Here the accuracy shown in Eq. (5) is used as the evaluation matrixes. The
notation y is used to denote the true labels and y as the predicted labels. The data is
firstly preprocessed with the LOF with a different parameter set and trained with the
extremely randomized tree classifier for the coarse lithology targets. As can be shown
from the figure, the average accuracy of testing sets achieves the highest score when
the number of neighbors is set to 3 and the contamination of the data set is set to 0.05.
This parameter set is then used as the parameter for the LOF outlier detection.

N-11(4
o Lico 100 = i)

accuracy(y,y) = =—=————=. (5)

N
Table 2 shows the comparison of accuracy score for the data preprocessed with
LOF and other two baselines, namely the classifier without outlier detection and the
classifier with isolation forest outlier detection. The data is preprocessed with differ-
ent outlier detection techniques. Then the same classifier is applied to train the model
with the coarse target. The test set is used to compare the performance of different
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Table 2 Comparison Between Different Outlier Detection Approaches

Algorithm  No Outlier Detection =~ LOF Isolation Forest
Accuracy 0.964 0.974 0.964

outlier detection techniques. Results show that the model with the data preprocessed
with LOF achieves the highest prediction accuracy as 97.4%. The model without out-
lier detection or using the isolation forest outlier detection achieves lower prediction
accuracy as 96.4%. The results show that LOF is sufficient to improve the prediction
accuracy for lithology classification.

4.3 Model Training and Parameter Tuning

Suitable parameters of supervised models are vital for the classifiers to achieve high
prediction accuracy. Hyperparameter could be used to select the parameters of the
supervised model from a search range with some evaluation matrixes. This section
mainly focuses on improving the robustness of the extremely randomized tree by
tuning the parameters of the model with 5-fold cross-validation. Accuracy is used as
the evaluation index.

Table 3 shows the parameters needed to be tuned for the extremely randomized
tree model with the coarse target data set and fine target data set. However, the trained
model should not be too fit for the training set as it will lose the prediction ability for
the test data. Overfitting usually occurs when the model is too fitted to the training
data. The validation scores generated from the cross-validation results could help to
select the optimal parameter set that does not cause model overfitting or underfitting.
Fig. 3 shows the validation scores of the different parameter sets of extremely ran-
domized trees with the fine target data set in DGF and HGF. The validation scores
of the model with coarse target data set have similar patterns. As can be observed,
the performance of the randomized tree model is not affected a lot by the number of
trees and the maximum number of features to consider when splitting the data with
random features. However, the maximum depth of each tree and the minimal number
of samples required to split the node did affect the prediction accuracy a lot. Both the
training score and the cross-validation score are low when the maximum depth of the
tree is lower than 15. When the maximum depth reaches 15, the training score keeps
as 1 and the cross-validation score vibrates. Also, the cross-validation score decreases
with the increase of the minimal number of samples required to split the node. Based
on the cross-validation scores, The hyperparameter tuning with grid-search is applied
to find the optimal parameter set within the search range. The optimal parameter set
for the fine target and coarse target is provided in Table 3. The optimal parameter set
is then be used to train cl f. and cl f; in Algorithm 2.

4.4 Result Analysis

In this section, the effectiveness of the proposed coarse-to-fine framework is exam-
ined against the baseline classifiers, namely RF, GTB and xgboosting. All the classi-



12 Yunxin Xie et al.

Table 3 Hyperparameter Tuning for Extremely Randomized Trees Model

Training Data  Tuned Parameter = Search Range  Optimal Parameter Setting

number of trees [50,300] 200
Fine number of features [1,7] 4
maximum depth of
Target P (5,40] 20
each tree
minimal samples
14" samp [2.8] 3
to split on feature
number of trees [50,300] 200
Coarse number of features [1,7] 4
maximum depth of
Target P [5,40] 25
each tree
minimal samples
. p [2.8] 3
to split on feature
Validation Curve with Extremely Randomized Trees
1.05 105
1.00 4 1.004
0.95 4 0.95 4
v ¢
© 0.901 o 0.90 1
b 4
0.85 0.85 4 /_—‘/\-———/
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0.75 T T T T T T 0.75 T T T T T T T
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1.05 n_estimators 1.05 max_features
1.00 1.00
0.95 0.95
v @
o 0.90 o 0.90
b 4
0.851 0.85 1
0.801 080 M
— Cross-validation score
0.75 T T T T T T T T 0.75 T T T T T T T
5 10 15 20 25 30 35 40 2 3 4 5 6 7 8
max_depth min_samples_split

Fig. 3 Cross-validation Scores of Different Parameter Set of Extremely Randomized Trees Model

fiers are trained with the data preprocessed with the LOF outlier detection technique.
As mentioned earlier, 20% of the data in DGF and HGF are used as the test data.
After training the model with the 80% of the data, the model is fed with 180 sam-
ples from DGF area and 245 samples from HGF area to get the predicted lithology
classes. The results are exhibited in Table 4, Fig. 4 and Fig. 5.

As can be observed from Table 4, the training samples in HGF area are more
than those in DGF area. Thus the model performance in HGF is better than which of
the DGF area in total. Also, the prediction accuracy of the proposed coarse-to-fine
framework is 89.4% in DGF area and 91.1% in HGF area, which is the highest value
compared with all the other baseline classifiers. Figure 4 and Fig. 5 show the con-
fusion matrixes on the DGF test set and HGF test set with four classifiers. From the
observations, all the classifiers have great ability to distinguish classes of siltstone
(S), mudstone (M) and coal (C). Take the coarse-to-fine framework as an example,
100% of coal, 96.9% of mudstone and 88.9% of siltstone are classified into the cor-
rect class. Moreover, it is the same for other classifiers in both areas. However, in the
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Table 4 Prediction Accuracy for Different Classifiers in DGF and HGF Area

Area  Coarse-to-fine Framework Random Forest  Gradient Tree Boosting = XGBoosting

DGF 0.894 0.814 0.789 0.832
HGF 0.911 0.844 0.831 0.809

comprehensive comparison of the confusion matrixes of sandstones, our proposed
coarse-to-fine framework improves the prediction accuracy for sandstones signifi-
cantly. Take the test data in DGF area as an example, 15.8% and 10.5% of PS class
would be misclassified to CS and MS classes with the RF classifier. The prediction
accuracy for CS class is even less than 50% with the RF classifier. The same issues
occur in the GTB classifier and xgboosting classifier. The prediction accuracy of CS
s 35.3% with the GTB classifier, and 41.2% of CS would be misclassified to MS in
the xgboosting classifier. For the three baseline classifiers, CS class is easy to mis-
classified to MS class. Likewise, the PS class is prone to be misclassified to CS and
MS classes. However, the prediction accuracy of sandstones improves when the pro-
posed coarse-to-fine framework is applied. In DGF area, the prediction accuracy of
CS class is 64.7%, which is the highest among all the classifiers. And only 29.4% of
CS class is misclassified to MS class compared with the over 40% misclassification
rate of the other classifiers. In HGF test set, the same results is obtained. 7.4% and
11.1% of ES class would be misclassified to PS and CS classes with RF classifier
and GTB classifier. Furthermore, the prediction accuracy of FS class with xgboost-
ing classifier is 63.0% only. However, with our proposed framework, the prediction
accuracy of FS class achieves 92.6%. Also, the prediction accuracy of all the sand-
stone classes is higher than those classified with other baseline classifiers. Based on
the observations, it could be concluded that the coarse-to-fine framework not only
helps to improve the prediction accuracy for the multi-class lithology identification
problem when the feature space is limited but also improve the classification ability
for sandstone classes. Also, more well-logging training data could help to improve
model performance.

The visualizations of the predicted lithology classes with well-logging curves are
provided in Fig. 6 and Fig. 7. It can be observed from the figures that the proposed
coarse-to-fine framework could identify the lithology classes with high accuracy. In
well D17 in DGF area, the prediction accuracy achieves 100%. In well J66 in HGF
area, all the lithology classes are sandstone classes. Moreover, one CS class is mis-
classified to the PS class. Also, a PS class is misclassified to MS class. The results
indicate that our proposed framework works well for the intelligent logging lithology
identification problem. Our framework achieves better performance than the base-
line classifiers. Also, our framework outperforms other classifiers on the sandstone
lithology classification.

5 Conclusion

In this paper, a coarse-to-fine framework that integrates outlier detection and ex-
tremely randomized trees technique was proposed for intelligent logging lithology
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Fig. 4 Confusion matrix on the DGF test set with: (a)Extremely Randomized Trees with Coarse-to-fine
Approach; (b)Random Forest; (c)Gradient Tree Boosting; (d)XGBoosting

identification. The framework mainly addressed three issues in intelligent lithology
classification. Firstly the number of logging curves is limited. Also, during the drilling
process, the well logs are susceptible to logging parameter manual entry, borehole
conditions, tool calibrations. Moreover, sandstones classes are difficult to classify
with traditional classifiers. In the proposed framework, LOF was first used to ex-
clude the data samples that deviate far from other training samples. Then the model
was trained with the coarse task and fine task with the extremely randomized trees.
Hyperparameter tuning with cross-validation was used to obtain the optimal param-
eter set for the model. Experiments were conducted in two real-world case studies
by comparing the prediction accuracy of our proposed framework with three other
baseline classifier. Results show that LOF outlier detection helps to improve the pre-
diction accuracy of the model. Also, the proposed framework outperforms the other
three classifiers with prediction accuracy 89.4% and 91.1% in DGF and HGF ar-
eas, respectively. Our proposed framework has the capability to distinguish sandstone
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Fig. 5 Confusion matrix on the HGF test set with: (a)Extremely Randomized Trees with Coarse-to-fine
Approach; (b)Random Forest; (c)Gradient Tree Boosting; (d)XGBoosting

classes with high accuracy. Observations also show that more data could help to im-
prove the performance of the model.
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Fig. 6 Logging Curves and Prediction Results of Coarse-to-fine Approach on Dataset in Well D17 in DGF
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Fig. 7 Logging Curves and Prediction Results of Coarse-to-fine Approach on Dataset in Well J66 in HGF
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