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Abstract—Unmanned Aerial Vehicles (UAV) are more suitable for surveillance systems than their traditional stationary counterparts. To meet the associated demanding video compression requirements, the H.265/High Efficiency Video Coding (HEVC) codec is invoked. Its scalable video coding extension is capable of supporting diverse video resolutions by encoding the video clips captured into multiple layers, namely the Base Layer (BL) and several Enhancement Layers (EL). In this treatise, we propose a multi-functional Multiple-Input Multiple-Output (MIMO) transceiver relying on Multi-Set Space-Time Shift Keying (MS-STSK) for UAV-aided near-instantaneously adaptive layered video streaming, which is capable of promptly varying the throughput as a function of both the estimated channel quality as well as of the UAV mobility, while maintaining near-flawless video quality. Additionally, we invoke EXtrinsic Information Transfer (EXIT) charts for characterizing our Unequal Error Protection (UEP) based video transceiver with the aid of near-capacity channel coding. Some of the perceptually less important ELs may have to be dropped during instances of low channel quality to retain the robustness of the transmitted video stream when a low-throughput MIMO configuration is activated. The simulation results show that our proposed UEP assisted adaptive system is capable of attaining the best Y-Peak SNR (PSNR) performance in comparison to both its non-adaptive and Equal Error Protection (EEP) counterparts.

Index Terms: Multilayer video transmission, index modulation, unequal error protection, MIMO, adaptive protection, iterative decoding, UAV surveillance.

I. INTRODUCTION

The beneficial attributes of Unmanned Aerial Vehicles (UAV) have fuelled their proliferation in a wide range of wireless applications [1]. UAVs can be deployed as aerial base stations to provide additional capacity and reliability for the existing cellular systems in emergency and public safety situations [2]. On the other hand, the UAVs are also capable of playing the role of aerial mobile terminals, while supporting real-time video surveillance and acting as communication relays [3]. UAV-aided surveillance is also capable of gathering tactical information about specific targets. However, in UAVs, the video data transmission characteristics substantially differ from those of manned vehicles. Since UAVs may fly hundreds or even thousands of kilometers away [4], the robustness of the video link becomes crucial for the safety and success of the mission.
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Hench et al. [5] tackled numerous challenges related to channel estimation, rate adaptation, latency and scalable video streaming for demonstrating the feasibility of UAV-aided real-time channel-adaptive video communications. An adaptive multiscale optimization scheme was advocated by Reyes et al. [6] for UAV surveillance, relying on a resource allocation management scheme for dynamically activating the most appropriate mode of operation for the sake of improving the overall system performance. Zhao et al. proposed a secure transmission scheme for scalable video streaming [7], where the UAVs are deployed as small-cell base stations in order to improve the coverage and to enhance the bit rate supported.

However, the employment UAVs imposes problems on the existing communication networks, which have not been devised for high-Doppler airborne situations. The 3rd Generation Partnership Project (3GPP) is investigating the benefits of UAV, both in the Long-Term Evolution (LTE) and in the 5th Generation (5G) networks, since the operational LTE systems are only capable of serving users travelling at a velocity of 500 km/h, but aircraft may reach a velocity of 1000 km/h [8]. More specifically, the conventional training-based Channel State Information (CSI) estimation used for classic coherent detection that assumes slowly fluctuating CSI may suffer from excessive estimation errors in the face of a high Doppler frequency [9]. To circumvent the problem imposed by high mobility, a number of coherent and non-coherent detection techniques have been investigated [10]. For coherent detection, Pilot Symbol Assisted Modulation (PSAM) becomes a favourable choice, where the pilot symbols known to both the transmitter and the receiver are periodically transmitted in order to sample the channel’s complex-valued envelope [11] with the aid of numerous interpolation techniques, such as Least Square (LS), or Minimum Mean Square Error (MSE) (MMSE) based interpolation [12]. The PSAM-assisted channel estimation is then extended for estimating multi-antenna scenarios, including Single-Input Multiple-Output (SIMO) [13] and Multiple-Input Multiple-Output (MIMO) [14] schemes. On the other hand, for differentially encoded non-coherent schemes, high-complexity Multiple-Symbol Differential Detection (MSDD) [15] may have to be employed in order to attain an adequate performance.

Furthermore, given the relatively high complexity of video compression and the stringent power supply constraint of UAVs, the processing of collected data is a challenging task [16]. Additionally, as depicted in Figure 1, instead of having a single destination, there may be numerous destinations having different requirements concerning
the video resolution captured. Satisfying a broad range of technical specifications and user requirements imposes significant challenges on video acquisition, compression and transmission [17].

Over the past few decades, the family of video compression techniques has gradually evolved from H.261 [18] to H.265/High Efficiency Video Coding (HEVC) [19] and ratification of H.266/Versatile Video Coding (VVC) [20] is imminent. Scalable Video Coding (SVC) has attracted particular attention as a potential solution for enhancing the perceptual video quality ever since the H.262 standard was conceived [21]. However, this scalable construction has remained an open challenge due to its limited coding efficiency as well as owing to its considerable complexity, until the H.264 standard was conceived. Explicitly, H.264 finally succeeded in significantly improving the video compression capability attained without dramatically increasing the coding complexity [21]. This scalable technique has been extended to the HEVC standard, also referred to as the Scalability extension of HEVC (SHVC) [22].

Since the decoding of the Enhancement Layers (EL) in SVC hinges on the flawless decoding of its reference layers, this layered coding structure benefits from the concept of Unequal Error Protection (UEP), which allocates different resources to various data sources according to their specific importances [21]. The UEP technique was first proposed by Masnick and Wolf [23], who assigned stronger Forward Error Correction (FEC) to the more important information, while weaker FEC is allocated to the less important data. Since then, numerous UEP schemes have been constructed [24]–[35], as listed in Table I.

Observe in Table I that the majority of UEP schemes for layered video streaming is designed according to layer importance, which assign stronger protection to the more important layer. Furthermore, potent UEP schemes have been conceived with the aid of FEC techniques [24], [26], [30], [32], [34] by allocating more robust protection to the more important video bits, such as those of the picture-start code. For example, Marx and Farah [24] minimized the mean video distortion using different-rate punctured Turbo Codes (TCs), where the redundancy imposed on the compressed stream is non-uniformly distributed across the consecutive video frames. Fang et al. conceived a Genetic Algorithm (GA) assisted optimal FEC code-rate allocation scheme for SVC streaming. Moreover, Huo et al. [32] proposed a Recursive Systematic Convolutional (RSC) coded interlayer (IL) operation-aided FEC (IL-FEC) technique that implants the bits of the Base Layer (BL) into the ELs with the aid of taking their modulo-2 addition, where iterative decoding is invoked for exchanging extrinsic information between the two layers, when the BL is not successfully decoded. This IL-FEC was then enhanced by the authors of [35] with the aid of providing UEP for the EL. Additionally, UEP schemes were also designed by using bit mapping scheme [25], [28], [35]. Specifically, Chang et al. [25] mapped the important source bits to the specific Hierarchical Quadrature Amplitude Modulation (QAM) (HQAM) bits exhibiting the highest Euclidean distance for UEP.

Let us now briefly focus our attention on the evolution of advanced wireless solutions, with an emphasis on the development of MIMO techniques conceived for establishing reliable high-rate links [36]. More explicitly, MIMO techniques are capable of enhancing the multiplexing gain by invoking for example the Bell Laboratories Layered Space-Time (BLAST) architecture [37], or improving the diversity gain by employing Space-Time Block Codes (STBC) [38]. A combination of both gains can be attained by employing multi-functional MIMOs, such as Layered Steered Space-Time Coding (LSSTC) [39] that combines the benefits of Vertical BLAST (V-BLAST) and STBC techniques. The Spatial Modulation (SM) concept advocated in [40] is capable of providing a high normalized throughput at the expense of low complexity. Since only a single antenna is activated, which is selected from multiple antennas, only a single Radio Frequency (RF) chain is required. A multi-functional MIMO arrangement referred to as Space-Time Shift Keying (STSK) was proposed in [41], where instead of activating the indexed antennas, one out of Q space-time dispersion matrices is activated during each STSK symbol for attaining both diversity and multiplexing gains. Recently, as a scalable extension of STSK, the novel concept of Mult-Set Space-Time Shift-Keying (MS-STS) was proposed [42], which achieves both higher data rates and a lower Bit Error Ratio (BER) than its conventional STSK counterpart. However, this is achieved at the expense of needing more Transmit Antennas (TA)s and by imposing additional complexity during the antenna-switching operation.

Against this background, in this paper we conceive a radically new MS-STS-assisted UEP adaptive system for transmitting the SVC bit streams of the family of fixed-wing UAV-aided surveillance systems. The MS-STS transceiver is configured to be near-instantaneously adaptive in order to transmit different number of layered video streams according to the prevalent channel Signal-to-Noise Ratio (SNR) as well as to the mobility, while taking into account both the effect of shadowing and of the Doppler spread. The video bits of different sub-layers are mapped to the different-integrity MS-STS
subchannels for achieving carefully matched UEP. The novel contributions of this paper are:

1) A powerful EXtrinsic Information Transfer (EXIT)-chart-aided multimedia design procedure is conceived and its benefits are demonstrated in the context of a sophisticated SVC-MS-STSK-assisted adaptive video streaming system. Our design procedure is however applicable to a broad class next-generation of multimedia systems.

2) More explicitly, the proposed system is specifically designed taking into account various UAV mobility scenarios, including different Doppler spreads and shadowing effects, which determine the prerecorded thresholds used for the mode-switching operation.

3) We design the source-bit mapping scheme for our MS-STSK transceiver, where the video bits exhibiting different importance are mapped to different-integrity MS-STSK subchannels in order to better protect the more important BL and ELs.

4) As an evolution from [35], the proposed video system exploits the near-capacity UEP capability of the sophisticated MS-STSK scheme with the aid of EXIT charts. Additionally, a flexible layer extraction scheme is conceived, where the EL may have to be dropped during instances of low channel quality, whilst maintaining error-free but reduced-PSNR video quality, when a low-throughput MIMO configuration is activated.

5) Explicitly, we conceive an SVC streaming scheme by jointly designing the video bit mapping, adaptive layer extraction and iterative decoding schemes, as shown in Table I, intrinsically amalgamated with adaptive FEC.

The proposed system is also applicable for terrestrial mobile scenario, where the system parameters may be near-instantaneously updated. The rest of the paper is organized as follows. The system structure is introduced in Section II, where we briefly discuss the SVC-based MS-STSK video transceiver relying on near-instantaneous adaptivity. Our PSAM-assisted MS-STSK technique is portrayed in Section III. In Section IV, we quantify the iterative decoding gain of the MS-STSK transceiver with the aid of EXIT charts and conceive a sophisticated UEP-aided MS-STSK-assisted layered video streaming arrangement. Our simulation results are provided in Section V, while Section VI offers our conclusions.

II. SYSTEM MODEL

We propose an MS-STSK-assisted near-instantaneously adaptive video streaming system for UAV-aided surveillance over an Air-to-Ground (AG) channel. The video captured is transmitted to the destination taking into account the video resolution required, the estimated CSI and the UAV’s mobility. More explicitly, the transmission of the ELs may have to be abandoned even if they are requested by the destination, if near-instantaneous channel conditions are momentarily unsuitable for supporting the required bit rates. In the following, we will commence by introducing the MS-STSK transceiver, followed by the transmitter and receiver models.

A. MS-STSK

The structure of MS-STSK is depicted in Figure 2, where it can be seen that the MS-STSK transceiver consists of three components, namely the Antenna Selection Unit (ASU), the classic L-QAM/PSK modulator and the dispersion matrix generator. We will show later in Figure 4 of this section that the different MS-STSK subchannels of Figure 2 are capable of yielding different BER performances, hence they have the inherent potential to provide UEP. The MS-STSK system [42] is denoted as MS-STSK(Nt, Nr, M, T, Q, L)PSK/QAM, which indicates that there are Nt TAs, Nr Receive Antennas (RA), M RF chains, T time slots, Q dispersion matrices and finally, an L-QAM/PSK modulator. Let us first consider the STSK block of Figure 2, which consists of a dispersion matrix generator that generates Q dispersion matrices and the

<table>
<thead>
<tr>
<th>Contributions</th>
<th>[24]</th>
<th>[25]</th>
<th>[26]</th>
<th>[27]</th>
<th>[28]</th>
<th>[29]</th>
<th>[30]</th>
<th>[31]</th>
<th>[32]</th>
<th>[33]</th>
<th>[34]</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable FEC rate</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IL-FEC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bit mapping</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Iterative decoding</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Layer based</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frame based</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CSI estimation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Antenna selection</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Layer extraction</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Power control</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Mobility effect</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

Figure 2: Structure of MS-STSK [42].
classic \textit{L}-QAM/PSK modulator, outputting $A_q \in \mathbb{C}^{M \times T}$ selected from the set \{ $A_q$ \}$_{q=1}^{Q}$ satisfying the power constraint of \{ $|r(A_q^H A_q) = T \}|_{q=1}^{Q}$ and $s_M \in S_I$, respectively. Hence, the output of the STSK block can be expressed as:

\[
\{ X \in \mathbb{C}^{M \times T} \} = A_q x_M = [x_1 \ldots x_m \ldots x_M]^T,
\]

where $x_m \in \mathbb{C}^{1 \times T}$ is the \( m \)-th row of $X$. The ASU of Figure 2 then selects $M$ out of a total of $N_I$ TAs for conveying the associated STSK-encoded data matrix $X$ according to the input bits fed into the ASU block of Figure 2, finally forming the MS-STSK symbol block of $X \in \mathbb{C}^{N_I \times T}$.

Figure 3 illustrates the specific mapping of the bits to the MS-STSK codeword. In the example of Figure 3, the input bit stream is partitioned into $b_{\text{MS-STSK}} = 6$-Bit Per Channel Use (BPCU) that contain $b_Q = 2$ bits, $b_M = 2$ bits and $b_{\text{ASU}} = 2$ bits, in which $b_Q$ and $b_M$ form $b_{\text{STSK}}$. In Figure 4, we plot the BER of different blocks of the MS-STSK transceiver for transmission over uncorrelated non-dispersive Rayleigh fading channels using the configurations of $\text{MS-STSK}(16,2,2,8,8)$QPSK, $\text{MS-STSK}(4,2,2,2,8,4)$QAM and $\text{MS-STSK}(8,2,2,4,4)$QAM. Obverse in Figure 4 that the BER performance of the different bits conveyed by the three MS-STSK subchannels is different [35]. Generally, the overall performance of $b_{\text{ASU}}$ is better than that of $b_M$s, while that of $b_Q$s exhibits the worst BER performance. Hence, Figure 4 demonstrates that the MS-STSK transceiver is capable of providing UEQ by mapping the different-sensitivity video bits into different MS-STSK blocks representing the subchannels, as it will be further discussed in Section IV.

Figure 5 depicts the transmitter architecture of our proposed MS-STSK-assisted adaptive system conceived for layered video streaming. It can be seen from Figure 5 that the captured video $U$ is compressed by a SHVC Encoder, generating a compressed video stream that consists of three layers, namely $l_1$, $l_2$ and $l_3$ corresponding to the BL, first EL and second EL, respectively, which are then fed into a demultiplexer.

We assume that in the proposed system the maximum number of SVC layers is identical to that of the adaptation modes supported. Explicitly, we have three candidate adaptation modes for layered video streaming, where Mode 1 is utilized for the BL’s streaming, Mode 2 for that of the BL and first EL, and Mode 3 for the bits belonging to all layers. The mode-switching operation is jointly controlled by both the estimated instantaneous SNR $\gamma$ and the normalized maximum Doppler frequency $f_d$. The thresholds that determine the mode-switching operation are denoted by $t_{f_d}$, hence the mode selection operation is given by:

\[
\text{Mode} = \left\{ \begin{array}{l}
\text{Mode 1} \quad \gamma_{f_d} \leq t_{1,d} \\
\text{Mode 2} \quad t_{1,d} < \gamma_{f_d} \leq t_{2,d} \\
\text{Mode 3} \quad t_{2,d} < \gamma_{f_d}
\end{array} \right.
\]

where the notation $\gamma_{f_d}$ denotes the estimated channel SNR $\gamma$ under the normalized maximum Doppler frequency $f_d$, which means that for different Doppler spreads the threshold values may be different.

The thresholds $t_{f_d}$ are determined by the maximum tolerable Packet Loss Ratio (PLR) of the video packets. More explicitly, due to the dependency between the EL and its associated reference layers, where the EL cannot be successfully decoded without the flawless recovery of its reference layers, we now introduce the concept of Equivalent PLR (e-PLR) $F(l_i)$, as the metric of quantifying the associated protection capability, which is defined
as follows:

\[
P(l_1) \quad \begin{cases} \sum_{m=2}^{\infty} P(l_m) \prod_{n=1}^{m-1} [1 - P(l_n)] + P(l_1) & i = 1 \\ 0 & i > 1. \end{cases}
\]

(3)

Since no reference layer is used by the BL, the e-PLR value of the BL \( P(l_1) \) is simply equivalent to its PLR value \( P(l_1) \). The PLR thresholds to be satisfied at a given normalized maximum Doppler frequency \( f_d \) are recorded when the e-PLR \( P(l_1) \) value dips below the maximum tolerable e-PLR of 5% [43], where the video artifacts introduced by the lost packets become perceptually tolerable.

Furthermore, the operating procedure of each mode is detailed as follows:

1) **Mode 1**: Mode 1 is designed to provide the most robust streaming, where the configuration of \( \text{MS-STSK}(2,2,2,2,2)_{\text{PSK}} \) that achieves the most conservative throughput, namely \( b_{\text{MS-STSK}} = 2 \) bits, is activated for the BL streaming only. In this mode, both the ELs of the layered bit streams output by the SHVC Encoder are truncated and discarded. Hence, only FEC Encoder 1 of Figure 5 is activated for the protection of the BL bit stream, hence resulting in the FEC encoded bit stream of \( x_1 \). Since no ELs are transmitted in this mode, the Bit Mapper of Figure 5 is deactivated for equally protecting the bits of the BL.

2) **Mode 2**: Mode 2 provides a higher throughput-assisted by the transceiver configuration of \( \text{MS-STSK}(4,2,2,2,4,4)_{\text{QAM}} \) having \( b_{\text{MS-STSK}} = 5 \) bits for transmitting the additional bit stream of the first EL \( l_2 \). In this mode, the FEC Encoders 1 and 2 of Figure 5 are activated for generating the encoded bit streams of \( x_1 \) and \( x_2 \) for \( l_1 \) and \( l_2 \), respectively. Owing to the dependency between \( l_1 \) and \( l_2 \), the Bit Mapper of Figure 5 utilizes the bits that are capable of exhibiting the best BER performance in the MS-STSK codeword of Figure 3 to convey the bits of the BL \( x_1 \), while their weaker counterparts are allocated for the less important bit stream \( x_2 \).

3) **Mode 3**: With the aid of the \( \text{MS-STSK}(4,2,2,3,2,16)_{\text{QAM}} \) configuration that transmits \( b_{\text{MS-STSK}} = 10 \) bits, Mode 3 becomes capable of conveying the bit streams of all the three video layers. In this mode, all the three FEC Encoders of Figure 5 are activated for encoding \( l_1, l_2 \) and \( l_3 \) into \( x_1, x_2 \) and \( x_3 \), respectively. The Bit Mapper of Figure 5 then allocates the bits in the MS-STSK codeword to convey the source bits having different importance according to the video layer index, which is quite similar to the operating procedure of Mode 2.

The detailed procedure of mapping the unequally protected source bits to the MS-STSK subchannels is discussed in Section IV. The modulated bits are then transmitted by the MS-STSK transceiver over the AG channel to be detailed in Section III-A. For the sake of limiting the power consumption in our UAV scenario, the maximum number of TAs \( N_t \) is set to 4, but for the configuration of \( \text{MS-STSK}(2,2,2,2,2)_{\text{PSK}} \) in Mode 1, only two TAs are activated.
for the BS. Thereby, the high-mobility aeronautical Ricean fading channels considered in this treatise are explicitly characterized by the following distinctive features [46]:

1) High frequency offset $\Delta_{LOS}$ on the strong Line of Sight (LOS) path.
2) High normalized maximum Doppler frequency $f_d$ for the diffuse scattering component.
3) The AoD $\phi_l$ and the AoA $\phi_r$ in the context of employing multiple TAs and RAs.

These challenges call for the ‘clean-state’ consideration of a variety of high-mobility communication techniques. In AG communications, the channel can be expressed as [47]:

$$H_n = H_D^{n} + H_S^{n}, \tag{4}$$

which requires $E\{tr[H_n(H_n^H)]\} = N_tN_r$ for power normalization. Furthermore, the $(N_t \times N_r)$-element matrices of $H_D^{n}$ and $H_S^{n}$ represent the LOS and the scattered components, with power of $\sigma_D^2$ and $\sigma_S^2$, respectively. The LOS matrix is given by $H_D^{n} = \sigma_D e^{j2\pi\Delta_{LOS}a_1a_2^T}$, where $\Delta_{LOS} = f_d \cos(\Delta_{offset}) \leq f_d$ [46]. We denote the normalized maximum Doppler frequency by $f_d$ and the LOS frequency offset by $\Delta_{offset}$. The angle between the LOS and the direction of movement $\phi_l$ is assumed to be uniformly distributed in the interval $[-\pi, \pi]$. The two directional signal vectors, namely $a_1$ and $a_2^T$, are defined as:

$$a_1 = [1, e^{j2\pi\cos(\phi_l)},..., e^{j2\pi\cos(\phi_l-1)}]^T, \tag{5}$$

and

$$a_2 = [1, e^{j2\pi\cos(\phi_r)},..., e^{j2\pi\cos(\phi_r-1)}]^T, \tag{6}$$

respectively, where $\phi_l$, $\phi_r$ and $d$ refer to the associated AoD, AoA and the antenna spacing, respectively. The Ricean K-factor is defined as $K = \frac{\sigma_L^2}{\sigma_D^2}$, which results in $\sigma_D = \sqrt{\frac{K}{K+1}}$, $\sigma_S = \sqrt{\frac{1}{K+1}}$ and $\sigma_D^2 + \sigma_S^2 = 1$. Furthermore, the LOS autocorrelation is given by $E[H_n+k(H_n^H+k)] = \frac{K}{K+1} e^{j2\pi f_d k} H_{RA}$, where the $(N_t \times N_r)$-element matrix $R_{RA}$ is formulated as $R_{RA} = a_1[n+k]a_1[n+k]^T + a_2[n+k]a_2[n+k]^T$, while the autocorrelation matrix of the scattered component can be expressed as $E[H_S^{n+k}(H_S^{n+k})^H] = \frac{1}{K+1} J_0(2\pi f_d k)I_{MM}$. [46]. This autocorrelation matrix is eminently suitable for PSAM-assisted channel estimation, as described in the next section.

B. PSAM for MS-STSK

Due to the high mobility of UAVs, we have a high Doppler frequency. Hence, the conventional training based CSI estimation assuming that the complex-valued channel envelope is slowly varying becomes inaccurate and hence the system would suffer from an inevitable error floor. Therefore, we insert the pilot symbols periodically into the system would suffer from an inevitable error floor.

Therefore, we insert the pilot symbols periodically into the system to estimate the channel state $\{h_{ij}\}_{j=2}^{N_{ps}}$ of the $i$-th PSAM frame by $\{s_{ij}\}_{j=1}^{N_{ps}}$, which is identical to the symbol of $\{x_{ij}\}_{j=2}^{N_{ps}}$, and denote the pre-defined pilot symbol also known to the receiver for the $i$-th PSAM frame by $x_{i,1}$. Figure 7(a) illustrates that the pilot symbols, namely $x_{i,1}$, are inserted into the symbol streams with the period of $N_{ps}$. Then, the received signals of this SISO example can be modelled as:

$$y_{i,j} = x_{i,j}h_{i,j} + v_{i,j}, \tag{7}$$

with $v$ representing the Additive White Gaussian Noise (AWGN). Then, in order to estimate the channel state of $\{h_{ij}\}_{j=2}^{N_{ps}}$ for the data symbols of $\{x_{ij}\}_{j=2}^{N_{ps}}$, we may be optimized for the sake of minimizing the MSE between the Wiener filter output $\hat{h}_{ij}$ and $h_{ij}$ [46]. The corresponding MSE cost function may be formulated as:

$$\sigma_{MSE}^2 = E\{||h_{ij} - \hat{h}_{ij}||^2\} = 1 - 2w_{1i}^T e + w_{1i}^T Cw_{1i}, \tag{9}$$

with $e$ representing the additive white Gaussian noise.
The channel characteristic matrix \( \mathbf{C} \) can be expressed as:

\[
\mathbf{C} = \begin{bmatrix}
\psi[0]+N_0 & \psi[-1] & \ldots & \psi[-(N_{\text{OF}}-1)] \\
\psi[1] & \psi[0]+N_0 & \ldots & \psi[-(N_{\text{OF}}-2)] \\
\vdots & \vdots & \ddots & \vdots \\
\psi[-(N_{\text{OF}}-1)] & \psi[-(N_{\text{OF}}-2)] & \ldots & \psi[0]+N_0
\end{bmatrix},
\]

where we have \( \{\psi[k]\} = \frac{K}{\pi} J_0([2\pi f_d k N_{PS}] \mu) e^{-\frac{K^2}{\pi} J_0([2\pi f_d k N_{PS}] \mu)} \) and \( \mu = \frac{1}{N_{\text{OF}}} \). The channel’s cross-correlation vector is expressed as:

\[
\mathbf{e} = \begin{bmatrix}
\psi[-N_{\text{OF}}^o N_{PS} - j + 1], \psi[-(N_{\text{OF}} - 1) N_{PS} - j + 1], \\
\psi[-j + 1], \ldots, \psi[N_{\text{OF}} N_{PS} - j + 1]
\end{bmatrix}^T.
\]

Therefore, by invoking the MMSE solution derived by setting the derivative of the channel estimation error with respect to the estimator coefficients to zero according to Eq. (8), the associated Wiener-Hopf equation can be formulated as:

\[
W_j = \mathbf{C}^{-1} \mathbf{e}^T.
\]

Hence, the channel estimates \( \{\hat{h}_{ij}\}_{j=2}^{N_{PS}} \) can be acquired by invoking Eq. (8).

2) PSAM for MS-STSK: Let us now consider an MS-STSK system employing \( N_t \) TAs and \( N_r \) RAs, where we denote the channel by \( \mathbf{H}_{ij} \in \mathbb{C}^{N_t \times N_r} \). In multi-antenna transmissions, since the signals sent from each TA are superimposed at the receiver, the pilot symbols inserted are spread over \( N_t \) symbol periods [46] [48] [49]. This requires the transmitted block to be a square matrix. More explicitly, to satisfy the above constraint in the MS-STSK transceiver, we assume that the pilot block of each frame becomes a square diagonal matrix represented by \( \mathbf{X}_{i,1} = x_{i,1} I_{N_t} \) and that the channel’s complex-valued envelope remains unchanged for \( n = N_t/T \) MS-STSK symbol durations. We denote the PSAM-assisted MS-STSK symbol block by \( \{\mathbf{X}_{ij}, j \geq 2\} \). Hence, the block-based received signal vector can be expressed as:

\[
\mathbf{Y}_{ij} = \mathbf{H}_{ij} \mathbf{X}_{ij} + \mathbf{V}_{ij},
\]

where \( \mathbf{Y}_{ij} \in \mathbb{C}^{N_t \times (nT)} \) represents the received block-based signal, while \( \mathbf{V}_{ij} \in \mathbb{C}^{N_t \times (nT)} \) denotes the zero-mean AWGN of power \( N_0 \). Therefore, the PSAM channel estimation can be formulated for the MS-STSK system as:

\[
\{\hat{\mathbf{H}}_{ij}\}_{j=2}^{N_{PS}} = \sum_{i=N_{\text{OF}}}^{N_{t}} \mathbf{W}_{ij} \mathbf{X}_{i+1}^H \mathbf{Y}_{i+1,1} = \mathbf{W}_{ij}^T \mathbf{X}_{ij}^H \mathbf{Y}_{ij}^T.
\]

The filter taps \( \{\mathbf{W}_{ij}\}_{j=2}^{N_{PS}} = [\mathbf{W}_{ij}^T, \mathbf{W}_{ij+1}^T, \ldots, \mathbf{W}_{ij+N_{\text{OF}}-1}^T] \) then become \( (N_t \times N_t) \)-element matrices. The pilots of the MS-STSK transceiver become \( \mathbf{X}_{i}^T = \text{diag}(\mathbf{X}_{i-N_{\text{OF}},1}, \ldots, \mathbf{X}_{i,1}, \ldots, \mathbf{X}_{i+N_{\text{OF}},1}) \), while the received pilot samples are \( \mathbf{Y}_{ij} = \mathbf{X}_{i}^T \mathbf{Y}_{i,1}^T \). The MSE cost function can then be modelled as:

\[
\sigma_{\text{MSE}}^2 = E[(\|\mathbf{H}_{ij} - \hat{\mathbf{H}}_{ij}\|)^2]/(N_r N_s)\]

\[
= 1 - 2tr(\mathbf{W}_j^H \mathbf{e}) + tr(\mathbf{W}_j^H \mathbf{C} \mathbf{W}_j^*).
\]

Substituting \( \psi[k] \) of Eq. (10) by the \( (N_t \times N_t) \)-element matrix \( \{\Psi[k] = \frac{K}{N_t N_r (K+1)} e^{j(2\pi f_d k N_{PS})}\} \) and

\[
\frac{1}{\pi^2} J_0([2\pi f_d k N_{PS}] \mu) e^{-\frac{K^2}{\pi} J_0([2\pi f_d k N_{PS}] \mu)} \), where \( J_0(\cdot) \) is the zero-order Bessel function of the first kind, the resultant MMSE solution is given by [46]:

\[
W_j^* = \mathbf{C}^{-1} \mathbf{e}^*.
\]

Therefore, the channel matrices \( \{\hat{\mathbf{H}}_{ij}\}_{j=2}^{N_{PS}} \) of the MS-STSK symbol blocks can be obtained by substituting Eq. (16) into Eq. (14).

IV. EXIT-CHART ASSISTED UEP FOR CODED MS-STSK

The BER performance of the uncoded MS-STSK system was shown in Figure 4 for three different MS-STSK configurations, which were distinguished by continuous, dashed and dotted lines, respectively. Within each of these three categories, we have the ASU bits, the dispersion-matrix index bits and the classic QAM bits. All the ASU index bits exhibit the best error-sensitivity. By contrast, the b2-bits and b3-bits of the Q dispersion matrix indices and of the QAM-bits defined in Figure 5 tend to have different error-sensitivity. Hence, we have to deal with the bit-sensitivities on a bit-level basis by providing stronger protection for the more important video bits.

This UEP regime could be designed by simply running BER versus SNR simulations for each individual bit using channel coding. Naturally, the BER versus SNR curves would be different for each FEC code. Furthermore, we have to match the number of bits in each EL to the throughput of each MS-STSK bit stream. We solve this problem by assuming the employment of near-capacity channel-coding, so that our design becomes valid regardless of the specific choice of the channel coding and determine the mapping of video bits to the MS-STSK bits using EXIT chart analysis.

Figure 8 portrays a two-stage iteratively decoded system using MS-STSK and FEC.
namely to $L_{o,a}(c)$, which is then deinterleaved by the soft-bit deinterleaver block $I^{-1}$ of Figure 8 to generate the soft bit stream $L_{o,a}(c)$. This stream is then passed to the FEC decoder as *a priori* information in order to generate extrinsic LLR values $L_{o,a}(c)$. As seen in Figure 8, the *a posteriori* information $L_{o,a}(c)$ generated by the FEC decoder is then fed back to the MS-STSK transceiver as *a priori* information after reorganizing it using the interleaver. Additionally, to quantify the information content of the LLR values, the classic MI $I$ is used for quantifying the relationship between two simultaneously-sampled random variables [50].

Briefly, EXIT charts constitute powerful tools of visualising the exchange of extrinsic information between the concatenated decoders of Figure 8, which are capable of accurately predicting the convergence behaviour of the iterative receiver based on the MI exchanged between its components [51] [52]. Let us now embark on designing EXIT-chart-aided the source-bit to MS-STSK-bit allocation of the Bit Mapper unit of Figure 5 according to the estimated MI of MS-STSK bits, as shown in Figure 10.

Explicitly, the more important bits of the BL are mapped to that specific MS-STSK subchannel, which has the largest area $A$ under its MI curve, as discussed in [53] [54]. The other video bits are mapped to the remaining MS-STSK subchannels that may exhibit lower MI. As a result, the bit mapping methods of the Bit Mapper shown in Figure 5 for Mode 2 and Mode 3 are given in Figure 10(a) and 10(b), respectively.

V. SIMULATION RESULTS

In this section, we present our results for characterizing the near-instantaneously adaptive MS-STSK system proposed for UAV surveillance, where three MS-STSK configurations having distinct throughputs support triple-layer video streaming.

The parameters of the video clip are listed in Table II. A video clip represented in $(352 \times 288)$-pixel Common Intermediate Format (CIF)\(^1\) and 4:2:0 YUV format was encoded using the SHVC reference software’s SHM codec model. The scanning rate for the clip was set to 30 Frame Per Second (FPS) and the Group Of Pictures (GOP) interval was set to 8 for all video simulations, which means that the Instantaneous Decoding Refresh (IDR)/Clean Random Access (CRA) \([19]\) frames are inserted every 8 frames. No Bi-directionally predicted (B) frames were activated in our experiments, as they potentially lead to the inter-frame video distortions owing to inter-frame error propagation. Additionally, due to the fact that the B frames may introduce additional decoding latency, hence eroding flawless lip-synchronization, our encoded test video sequence only contains Intra-coded (I) frames and Predicted (P) frames.

Our research-objective is to investigate the video-quality scalability by our simulations. For detecting the presence of residual errors, Cyclic Redundancy Check (CRC) codes are concatenated to the tail of each packet to ascertain the flawless decodability of the received packets. If the CRC detection fails, the corrupted packets are discarded and the corresponding abandoned video frames are replaced by “frame-copy” based error concealment relying on the most recent flawless video-frame.

Furthermore, Table II also tabulates the systematic configurations. The classic TCs consisting of a pair of identical RSCs having the generator polynomials of [111 101] is employed in the simulations, as given in Table II, which is punctured to half rate. The number of inner iterations of the TCs between the inner

\[ b_{Q_1}, b_{Q_2}, b_{M_1}, b_{M_2}, b_{ASU} \]

\[ b_{EL_1}, b_{EL_1}, b_{BL}, b_{BL}, b_{EL_2} \]

(a) MS-STSK(4,2,2,2,4,4)\(_{QAM}\).

\[ b_{Q_1}, b_{Q_2}, b_{Q_3}, b_{Q_4}, b_{M_1}, b_{M_2}, b_{M_4}, b_{ASU} \]

\[ b_{EL_2}, b_{EL_2}, b_{EL_2}, b_{EL_2}, b_{EL_1}, b_{EL_1}, b_{BL} \]

(b) MS-STSK(4,2,2,3,2,16)\(_{QAM}\).

Figure 10: Bit mapping allocation.

\(^1\)In this treatise, we focus our attention on designing the MS-STSK assisted UEP system aiming for find the most appropriate MS-STSK bit mapping scheme for robust video streaming, regardless of the video-resolution. Naturally, our specific mapping scheme only relies on the MS-STSK configurations, which is applicable to a variety of video-resolutions.
RSCs is fixed to 8. Recall that the channel model was given in Section III-A, where the Ricean K-factor is set to $K = 0$ dB. Additionally, the MS-STSK configurations supporting the three different video modes of our adaptive system are listed in Table III. Explicitly, $\text{MS-STSK(2,2,2,2,2,2)}$ and $\text{MS-STSK(4,2,2,2,4,4)}$ are used for $\text{Mode 1}$, $\text{Mode 2}$ and $\text{Mode 3}$, respectively.

A. Complexity Analysis

Let us now briefly focus our attention on the additional complexity imposed on the UAV by our proposed UEP design, which is mainly imposed by the Bit Mapper block of Figure 5. We partition the bit-mapping procedure into offline preparation and online operation. As part of offline design, we illustrate the preparation required for designing the mapping scheme, while the online operation carries out the bit-mapping for achieving UEP.

![Figure 11: MI performance of our $\text{MS-STSK(4,2,2,2,4,4)}_{\text{QAM}}$ under two different normalized Doppler frequencies, when $K = 0$ dB at a channel SNR of 7 dB.](image)

To evaluate the BER of the individual MS-STSK bits of Figure 3, an empirical Monte Carlo simulation is employed using the parameters of Table III, used in our simulations before carrying on the simulations. Then, the MI of all the MS-STSK bits of Figure 3 is plotted in Figure 9, which is then exploited for designing the bit-mapping scheme of Figure 10. Specifically, Section IV provided our offline design guidelines for our MS-STSK assisted UEP scheme for a particular channel model and MS-STSK configuration. Hence, the offline generated mapping is specific for a particular channel, and MS-STSK configuration, but our method is readily applicable for different near-capacity FEC techniques, such as TCs and Low Density Parity Check (LDPC) codes.

The online complexity imposed by our proposed mapping design is dominated by the Bit Mapper block of Figure 5. The FEC encoded bits are fed into the Bit Mapper block, which rearranges the bits according to our mapping guideline of Figure 10, imposing negligible online complexity. Explicitly, the complexity of this block is similar to that of the classic bit mapping scheme of HQAM shown in [25].

B. Performance Analysis

Based on the AG model of Section III-A, where the parameter of $\Delta f_{\text{LOS}} = f_d \cos(\phi_0)$ is determined by both $f_d$ and AoA/AoD, for the sake of simplicity, we consider the scenario of $\phi = \phi_0 = \phi_r = \phi_t \in [-\pi, \pi]$ [46]. These values remain unchanged for $N_{\text{PSAM}}$ number of MS-STSK symbol durations. Figure 11 illustrates our MI comparison between the normalized maximum Doppler frequencies $f_d$ of 0.001 and 0.03 based on our PSAM assisted channel estimator for transmission over Ricean channels, where the AoA/AoD angle $\phi$ is updated per GOP period in order to have accurate CSI. By comparing the scenarios of $f_d = 0.001$ and 0.03, we observe that the MI degradation becomes more severe, as $f_d$ is
increased, which is in line with our expectation. In the following simulations we consider the worst-case scenario of $\Delta f_{\text{LOS}} = f_d$ for the sake of simplicity.

Figure 12 portrays the 3D EXIT chart [55] based iterative decoding trajectory of the $l_1$ between the MS-STSK transceiver and the half rate TCs when Mode 2 is selected, where only two video sub-layers, namely $l_1$ and $l_2$, are transmitted, as shown in Figure 10(a). Explicitly, $I_{i,a(u_1)}$ and $I_{i,a(u_2)}$ represents the a priori information of $l_1$ containing $b_{M_1}$ and $b_{M_2}$ and of $l_2$ containing $b_{Q_1}$, $b_{Q_2}$ and $b_{LST}$, as shown in Figure 10(a), respectively. The MS-STSK plane of $I_{i,e(u_1)}$ in Figure 12 only represents the MI of the bit stream of $l_1$, which is determined by the a priori information of both $l_1$ and $l_2$. Observe in Figure 12 that the increase of $I_{i,e(u_1)}$ is determined by both $I_{i,a(u_1)}$ and $I_{i,a(u_2)}$. The trajectory shown in Figure 12 exhibits the MI transfer between the TCs decoder and the MS-STSK transceiver for $l_1$. In Figure 12, the received signals are demapped by the MS-STSK first, where no a priori information $I_{i,a(u_1)}$ and $I_{i,a(u_2)}$ is provided, yielding the a posteriori MI $I_{i,e(u_1)}$ of about 0.74, which is then fed into the TCs decoder as its a priori information of $I_{o,a(c_1)}$. With the aid of the a priori information of $I_{o,a(c_1)}$, the TCs carries out the first outer iteration and returns the a posteriori MI of $I_{o,e(c_1)}$, entering it into the MS-STSK demapper as the a priori information of $I_{i,e(u_1)}$. Then the second outer iteration starts. Observe in Figure 12 that the improvement after the second outer iteration becomes fairly minor. Therefore, the number of outer iterations between the TCs and the MS-STSK transceiver is set to 2, based on our observation of Figure 12, namely that the improvements gleaned by more outer iterative decoding operations become negligible.

Table IV lists the parameters for different mobility scenarios, where $f_d$ and $\sigma_s$ represent the normalized maximum Doppler frequencies and the standard deviation of shadow fading that increases with the mobility of the UAV, as observed in [3] [56]. Furthermore, $t_1$ and $t_2$ are the pre-recorded thresholds used for controlling the mode-switching operation by comparing the estimated instantaneous channel SNRs to the minimum threshold in the different mobility scenarios. Since the increased Doppler frequency degrades the ac-
Table III is set as the default mode, while the configurations of $MS$-$STSK(4,2,2,2,4,4)$ and $MS$-$STSK(4,2,2,2,32,16)$ are activated, when the channel SNR exceeds $t_1, t_2$, and $t_3$, respectively. To benchmark our proposed UEP-aided near-instantaneously adaptive system, the Equal Error Protection (EEP) based adaptive MS-STSK counterpart is considered as the benchmark, where the bit-to-MS-STSK subchannel mapping of Figure 10 employed for the UEP scheme is disabled. The near-instantaneously adaptive mode-switching thresholds designed for this adaptive EEP system are also recorded in Table IV, requiring an additional 1.1 dB of channel SNR for switching to the high-throughput video modes.

Figure 13(a) depicts the Probability Density Function (PDF) of the three fixed modes versus the channel SNR for the thresholds listed in Table IV. Observe in Figure 13(a) that for the mobility Scenario 1 described in Table IV, Mode 1 is the most frequently used one at an average channel SNR below 4 dB, followed by Mode 2, while Mode 3 is the least used mode. By contrast, at a channel SNR of 10 dB, the probability of activating Mode 3 is higher than that of Mode 1, but Mode 2 becomes the most frequent mode. To elaborate a little further, Figure 13(b) shows that upon increasing the mobility, the robust Mode 1 becomes more dominant, when aiming for guaranteeing the best possible performance of the system.

In the time interval shown in Figure 14, the sudden perceptual video degradation is circumvented by the activation of the inherently lower-PSNR, but more robust Mode 1 of our adaptive design. As a benefit, the adaptive scheme exhibits the highest PSNR, as seen in Figure 15 in more detail.

To elaborate, Figures 15(a), (b), (d) and (e) show the simulation results in terms of the PLR, while Figure 15(c) and (f) in terms of the PSNR versus channel SNR for the mobility Scenarios 1 and 3. More explicitly, the three columns from left to right represent the PLR value of $l_1$, the e-PLR value of $l_2$ and the image quality (PSNR), respectively, for mobility Scenario 1 (first row) and 3 (second row).

<table>
<thead>
<tr>
<th>PLR</th>
<th>SNR [dB]</th>
<th>UEP Mode 1</th>
<th>UEP Mode 2</th>
<th>UEP Mode 3</th>
<th>EEP Mode 1</th>
<th>EEP Mode 2</th>
<th>EEP Mode 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>-3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>-2</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>-1</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

Figure 15: The comparison between the three fixed modes and the adaptive system, where the first, second and third column represent the PLR value of the $l_1$, the e-PLR value of $l_2$ and the image quality (PSNR), respectively, for mobility Scenario 1 (first row) and 3 (second row).
Since no UEP is employed for row ((a)(b)(c)) and the second row ((d)(e)(f)), respectively. while mobility Scenarios of 1 and 3 are set for the first modes and the adaptive schemes, where the reconstructed video quality (Y-PSNR) comparison between UEP and EEP for both the fixed modes and the adaptive designs, where the reconstructed video quality of the UEP scheme is better than that of its associated fixed Mode 2, since the bit streams of $l_2$ may be occasionally dropped when Mode 1 is selected.

The $P(l_2)$ value is portrayed in Figures 15(b) and (e), which represents the equivalent PLR of $l_2$ by taking into account its reference layer, namely $l_1$, as well. Observe in Figures 15(b) and (e) that the $P(l_2)_{UEP}$ improvement of the UEP Mode 2 is visible in both mobility scenarios, while the UEP-assisted adaptive system yields a lower PLR than its EEP-assisted counterpart. A slight PLR degradation can be found in Figures 15(b) and (e) for the adaptive designs compared to that of their associated fixed Mode 2, since the bit streams of $l_2$ may be occasionally dropped when Mode 1 is selected.

Figures 15(c) and (f) illustrate the Y-PSNR performance comparison between UEP and EEP for both the fixed modes and the adaptive schemes, where the reconstructed video quality of the UEP scheme is better than that of its EEP counterparts. It can be seen in Figures 15(c) and (f) that the UEP-assisted scheme is capable of improving the average Y-PSNR by requiring about 1 dB lower channel SNR in comparison to its corresponding EEP-assisted counterparts in both mobility scenarios.

Additionally, Figure 15 also depicts the improvements attained by our adaptive designs that judiciously activate the most appropriate mode compared to their corresponding fixed counterparts, which is outlined in Figure 15(c) and (f). The gain of the image quality (Y-PSNR) improved by the adaptive system becomes more distinct in the mo-
ability Scenario 3, where the instantaneous channel quality fluctuates more dramatically due to the higher shadow fading.

Figure 16 illustrates the reconstructed video quality of the associated mobility scenarios at the average channel SNRs of 5 dB, 10 dB and 15 dB, respectively. It can be seen in Figure 16 that the adaptive systems relying either on UEP or EEP are capable of efficiently mitigating the variations of the channel quality imposed by the motion of the UAVs by judiciously selecting the appropriate operating modes, especially in high-mobility scenarios. This results in a more graceful video quality erosion than that of the other fixed modes. In a nutshell, the proposed UEP-assisted system further improves the video quality by using the mapping designs of Figure 10 at the expense of a modest complexity increase.

Finally, the subjective image quality recorded at the instantaneous channel SNR of 4 dB is shown in Figure 17. Explicitly, observe in Figure 17 that the adaptive system is capable of switching to the higher-throughput, higher-PSNR modes, hence exhibiting a more detailed video texture in Figure 17(c) than that of its Mode 1 counterpart in Figure 17(a). To make the visual comparison more explicit, in Figure 17(b) and (d) we portrayed the error between the original and received video frames, where the latter exhibits a lower error.

VI. CONCLUSIONS

In this treatise, we designed an adaptive MS-STSK system for surveillance UAVs operating under various mobility scenarios, where the PSAM technique is employed by the MS-STSK transceiver for estimating the instantaneous channel SNR. We devised the video-to-MS-STSK mapping of Figure 10 with the aid of EXIT charts for improving both the attainable PLR and image quality (Y-PSNR) performances. The simulation results showed that the proposed UEP-assisted adaptive scheme is always capable of providing better reconstructed video quality than any of its counterparts, where the improvements introduced by the adaptive system become distinct in high-mobility scenarios compared to the corresponding fixed counterparts.
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