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ABSTRACT

Objective:

Road traffic crashes (RTCs) are a major global public health problem and cause substantial burden on national economy and healthcare. There is little systematic understanding of the geography of RTCs and the spatial correlations of RTCs in the Middle-East region, particularly in Oman where RTCs are the leading cause of disability-adjusted life years lost. The overarching goal of this paper is to evaluate the spatial and temporal dimensions, identifying the high risk areas or hot-zones where RTCs are more frequent using the geocoded data from the Muscat governorate.

Data:

This study is based on data drawn from the Royal Oman Police (ROP) sample iMAAP database and the National Road Traffic Crash (NRTC) database which is managed by the ROP and made available for research use by The Research Council of the Sultanate of Oman. The data covered the period from 1st January 2010 to 2nd November 2014. Only RTCs occurred in Muscat Governorate were included in the study. The study is based on 12,438 registered incidents, however, due to disconnections found on road network, RTCs occurred on disconnected parts were removed and the final analysis considered only 9,357 incidents.

Methods:

The analysis considered an adjacency network analysis integrating GIS and RTC data using robust estimation techniques including: Kernel Density Estimation (KDE) of both 1-D and 2-D space dimensions, Network-based Nearest Neighbour Distance (Net-NND), Network-based K-Function, Random Forest Algorithm (RF) and spatiotemporal Hot-zone analysis.
Findings:

The analysis highlight evidence of spatial clustering and recurrence of RTC hot-zones on long roads demarcated by intersections and roundabouts in Muscat. The findings confirm that road intersections elevate the risk of RTCs than other effects attributed to road geometry features. The results from GIS application of NRTC data are validated using the sample data generated by iMAAP database.

Conclusion:

The findings of this study provide statistical evidence and confirm the research hypothesis that that road intersections (roundabouts, crosses and bridges) represent higher risk of causing RTCs than other road geometric features. The results also demonstrate systematic quantitative evidence of spatio-temporal patterns associated with the crash risk over different locations on road network in Muscat. More importantly, the findings clearly pinpoint the importance and influence of the road and traffic related feature in road crash spatial analysis.
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1. Introduction

Identifying the location and time of Road Traffic Crashes (RTC) is crucial for the enforcement authorities to take effective measures to reduce the risk of RTCs (Yu et al., 2014; Benedek et al., 2016; Khanh, Pei and Liang-Tay 2019). The heterogeneity in RTC frequencies and rates is attributed to complex roadside features, traffic and weather conditions and driving behaviors (Cheng and Washington, 2005; Harirforoush, Bellalite, and Bénié, 2019). Different terminologies have been used to describe high-risk RTC locations; hazardous road locations, high-risk locations, accident-prone locations, black spots, hot spots, hot zones, black zones, sites with promise and priority investigation locations (Montella, 2010; Choudhary et al., 2015; Yao et al.,2018). Past studies have no universally standard definition for hazardous road locations, which suggests that there is no clear definition or consensus of identifying crash locations (Elvik, 2008; Anderson, 2009; Choudhary et al., 2015). The major challenge, therefore, is to make judgements on the definitions and criteria for determining RTC hotspots (Miranda-Moreno et al., 2007; Elvik, 2008; Anderson, 2009).

There is little systematic understanding of the spatial patterns and correlations of RTCs in the Middle-East region, particularly in Oman, where RTCs are the leading cause of disability-adjusted life years lost. The goal of this study is to identify the locations of hot-zones (groups of neighbouring hotspots)
and spatial clustering of RTCs in the Muscat governorate. Muscat is the capital of Oman and the most densely populated (345 people per km²) governorate in the country, covering more than 32% of the total population (NCSI, 2016; NCSI, 2018). Muscat is located in the north-eastern part of Oman, it represents a mix of ancient cultural heritage and modern style and it is considered as the heart of the Sultanate. Spurred by rapid economic growth and urbanisation, the use of private vehicles to commute to both short and long distance to workplace, shopping and leisure centres are becoming increasingly common in Oman, especially commuting from adjoining governorates to Muscat. This has led to an increase in the concentration of daily commuting within limited major roads, which in turn has resulted in a high level of traffic congestion coupled with a high rate of traffic crashes (annually, more than 33% of RTCs in Oman occurred in Muscat) (Al-Rawas, 1993; Royal Oman Police, 2017).

Network Kernel Density (Net-KDE) estimation technique can be applied to develop an adjacency network analysis by focusing on the spatial and temporal dimensions, which is useful in identifying the high risk or hot-zone areas where RTCs are more frequent. It also identifies the significant factors affecting these spatial patterns. The identification of the so-called hot-zones or high risk areas would help transportation safety professionals and authorities to identify high-crash corridors more efficiently so that they can develop safety strategies on these hazardous locations (Harirforoush, Bellalite, and Bénié, 2019). Consequently, these hot-zones would have a priority to benefit from a systemic safety improvement program including suitable road design, proper traffic control, and effective enforcement of traffic rules (Young and Park, 2014; Achu et al., 2019).

The present research addresses the following questions:

1. Where are the high risk or hot-zone areas for road crashes in Muscat Governorate where crashes are more frequent?

2. How can we use a GIS-based spatial analysis to understand and model the patterns of road crashes integrating relevant predictors such as road geometry and traffic related features?

Additionally, it addresses two sub-questions:

a. What factors characterise the hot-zones from normal- and cold-zones?

b. Over time, which road zones represent high risk areas for road traffic crashes in Muscat?

We hypothesise that road intersections (roundabouts, crosses and bridges) elevate the risks to RTCs than other road geometric features.
2. Data and Methods

2.1 Data

From a statistical perspective, data of a minimum of three years are needed for any spatial analysis to obtain credible results (Benedeka et al., 2016; Yao et al., 2018). This study is based on data drawn from the National Road Traffic Crash (NRTC) database and sample iMAAP database managed by the Royal Omani Police (ROP), and made available for research use by The Research Council of the Sultanate of Oman. iMAAP is implemented by ROP and supported by The Research Council under the National Road Safety Research programme. The data covered the period from 1st January 2010 to 2nd November 2014. Only RTCs occurred in Muscat Governorate were included in the study. The study is based on 12,438 registered incidents, however, due to disconnections found on road network, RTCs occurred on disconnected parts were removed and only 9,357 were considered in the final analysis.

The database includes information about crash date, time, sex, age and nationality of drivers, type of injuries, fatalities, type and number of vehicles involved, cause of crash, type of collision, location, type of road, weather conditions, and crash description. So the coordinates of the crashes are not available, and hence these geographical coordinates were generated by the research team. In order to generate these data, the researchers used the information given in the crash description field and Google-Maps to specify the location of the crash. The geographical coordinates were identified for each case and the researcher spent four months to generate these for the Muscat governorate. However, it is important to mention that in most cases the crash description field did not specify the direction of the road on which the crash occurred, so RTCs were geocoded to the nearest point on the road network where the road mark was located. Further refinement of the road marks was based on researchers’ familiarity with the region.

Data on Muscat road network (ArcGIS shapefile format) was downloaded from the Open Street Map using ArcGIS 10.2, which included details about type of the road, road name, speed limit and the length of the road. In addition, the researchers used Google-Maps to specify the level of traffic for different segments along Muscat road network. The results from GIS application of data generated from NRTC database were validated using the pilot data generated by iMAAP network based crash analysis system developed by the UK Transport Research Laboratory. ROP in collaboration with The Research Council undertook a pilot project to establish the feasibility of iMAAP in the Sultanate.
2.2 Methods

Different methodologies have been used for the delineation of RTC hotspots (Benedek et al., 2016). The traditional statistical methods and spatial analysis using Geospatial Information Systems (GIS)-based technique are examples of the methods used for such analysis (Deshpande et al., 2011). Estimations using crash frequency, crash rate, crash density, and crash severity index are examples of simple methods that can be applied to identify RTC hotspots (Yu et al., 2014; Choudharya et al., 2015). Comparison of crash counts at different locations and ranking of these locations based on the severity of crashes has been used in the traditional methods of crash hotspots detection (Anderson, 2006). Empirical Bayes (EB) statistical method has been proven as one of the most accepted statistical methods for crash hotspot identification (Deshpande et al., 2011). EB method was found to be more superior when compared to other hotspot identification methods (Choudharya et al., 2015). However, since EB requires special statistical skills, many transportation departments still use simple methods (Choudharya et al., 2015). Although different statistical methods have been widely used for delineation of hotspots, however, combining them with spatial analysis tools will produce more efficient results RTC hotspots analysis (Deshpande et al., 2011).

Using GIS-based technique is key to estimating the crash risk at different locations and times and it helps to provide information about various risk factors and explaining variations in crash involvement rate and injury severity (Anderson, 2009; Deshpande et al., 2011; Pleerux, 2020). Such systems provide a platform to display a number of visualized geographical outputs to deeply understand the dynamics of RTCs (Mahmud et al., 1998; Deshpande et al., 2011). GIS has enabled road professionals to use sophisticated spatial-statistical methods to detect hotspots (Anderson, 2006). It enables the efficient manipulation, analysis and visualization of spatial data so that a more robust understanding can be gained by providing indications of the casual effects of RTCs (Anderson, 2009; Pleerux, 2020). Past studies used GIS for different purposes: producing maps combining different parameters of RTCs such as number of crashes, number of injuries and death, road traffic related data and demographic factors and presenting the results in a user friendly way (e.g. Gundogdu, 2010; Truong and Somenahalli, 2011; Qin et al., 2013); conducting spatial analysis to identify high risk sites (e.g. Aguero-Valverde and Jovanis, 2006; Erdogan, 2009; Vandenbulcke et al., 2014; Deshpande et al., 2011; Ivan et al., 2015; Rahman et al., 2017; Vandenbulcke et al., 2017; Harirforoush, Bellalite, and Bénié, 2019; Yao et al., 2018; Khanh, Pei, and Liang-Tay 2019); and using it to apply spatio-temporal analysis (Plug et al., 2011; Prasannakumara et al., 2011; Ivan and Haidu, 2012; Achu et al., 2019; Kaygisiz and Sümer 2019; Pleerux, 2020).

Kernel density estimation (KDE) has been widely used to analyse crime data and only recently it has been adopted to detect the spatial pattern of crash data (e.g. Anderson, 2006; Anderson, 2009;
Mohaymany et al., 2013; Kaygisiz et al., 2015; Hashimoto et al., 2016; Rahman et al., 2017; Achu et al., 2019; Harirforoush, Bellalite, and Bénié, 2019; Khanh, Pei, and Liang-Tay 2019). However, since crimes can occur anywhere (e.g. street, house, park, shopping places) while RTCs are constrained to the road network (Anderson, 2006), crime hotspots detection methods should be modified to account for this difference. There are two forms of kernel density estimation: Planar Kernel Density Estimation (PKDE) and Network Kernel Density Estimation (Net-KDE) (Loo and Anderson, 2015; Yao et al., 2018). PKDE is used to identify hotspots of point-events and it calculates the density within 2D-space using the Euclidean distance (Loo and Anderson, 2015; Yao et al., 2018). PKDE is rarely used in the study of RTCs because two points which are close in terms of Euclidian can be far away when considering the distance between them on road network, so PKDE can be misleading in this case (Mohaymany et al., 2013; Kaygisiz et al., 2015; Loo and Anderson, 2015; Benedek et al., 2016). In 2003, Flauhaut et al. proposed a method estimate density along single road segment. However, because this method was not appropriate for calculating density along road network as a whole, Xie and Yan (2008) developed Net-KDE method and when they compared the results of Net-KDE with PKDE, they found that PKDE overestimates the crash density. Therefore, because of the difference of where crimes and RTCs occur, PKDE is more appropriate for crime hotspots detection, while Net-KDE is recommended to be used to calculate density of events such as RTCs occurring along network (Xie and Yan, 2008; Yao et al., 2018). Okabe et al. (2006) developed a toolkit called SANET (Spatial Analysis along Network) which integrates with ArcGIS software, and used specifically for network spatial analysis. For the technical details of SANET, the reader is referred Okabe and Sugihara (2012).

The following section summarises the statistical methods used for the delineation of RTC hot-zones in this study.

2.2.1 Spatial analysis along network (SANET)

In this study, SANET toolkit installed within ArcGIS 10.2/ArcMap was used to implement network spatial analysis of RTCs. The formula of calculating network kernel density (Net-KDE) using SANET is the same as the formula given by Xie and Yan (2008), but instead of using Gaussian or Quartic equations to calculate the kernel function \(k\), SANET used following equation (Okabe et al., 2009):

\[
K_y(x) = \begin{cases} 
    k(x), & \text{for } -h \leq x \leq 2d - h \\
    k(x) - \frac{n-2}{n} k(2d - x), & \text{for } 2d - h \leq x \leq d \\
    \frac{2}{n} k(x), & \text{for } d \leq x \leq h 
\end{cases}
\]

(3)

where \(k(x)\): the basic kernel function,

\(y\): the centre of the kernel,
$x$: a point on the network (in this study it is a road traffic crash),

$h$: the bandwidth (in meters),

$n$: the degree of a given node ($v$) (see Figure 5.1),

$d$: the shortest network distance from $y$ to $x$.

The density of RTCs on a given road segment is calculated as follows (Okabe et al., 2009):

$$D(o) = \int_{-h}^{2d-h} k(-y) \, dy + \int_{2d-h}^{d} \left[ k(-y) - \frac{n-2}{n} k(2d + y) \right] \, dy + \int_{d}^{h} \frac{2}{n} k(-y) \, dy$$

(4)

where $D(o)$: the density at the origin.

The graphical expression of the three ranks of kernel function is shown in Figure 2, while the simplified graphical expression of network kernel function is given in Figure 1.

![Figure 1](image1.png)

**Figure 1** *The simplified example of network kernel function*  
(Source: Okabe et al., 2009, P.19).

![Figure 2](image2.png)

**Figure 2** *The three ranges of the network kernel function*
Previous research indicates that the choice of kernel bandwidth and cell size have higher impact on the results than the choice of kernel function (Loo and Anderson, 2015; Moridpour and Toran, 2015; Khanh, Pei, and Liang-Tay 2019). In Net-KDE method, the cell size and bandwidth are specified based on the characteristics of the case study area (Loo and Anderson, 2015). Previous literature suggested using bandwidth ranging from 20 meters for urban areas to 1000 meters for rural areas so no optimal kernel bandwidth was recommended in past studies as these studies used different bandwidths (Moridpour and Toran, 2015; Khanh, Pei, and Liang-Tay 2019).

### 2.2.2 Network-based Nearest Neighbour Distance (Net-NND)

After applying Net-KDE, the significance of the results is validated using Network-based Nearest Neighbour Distance (Net-NND) and the K-function methods. These two methods are used to analyse the spatial patterns of incident point data (in our case is road traffic crash data). They summarise the spatial dependence (clustering or dispersion) over a range of distances.

The Net-NND test is used to examine the complete spatial randomness (CSR) hypothesis which means that RTCs crashes are independently and identically distributed over the road network (Okabe and Sugihara, 2012). Using this test, the measured distances of RTCs to their nearest neighbour are tested against the CSR hypothesis and the detected hotspots are significant if the CSR hypothesis is rejected which implies that the average nearest neighbour distance for the observed data is significantly smaller than the expected distance if they are randomly distributed (Kaygisiz et al., 2015). In this study, the Net-NND test was applied using the Monte Carlo simulation, using a cell size of 200 meters and a confidence interval of 95% to determine the statistical significance.

The Clark-Evans index, which is expressed as the ratio of the average observed Net-NND to the average expected NND, indicates whether the RTCs exhibits clustering (if the index <1.0) or dispersion (index>1.0) (Okabe and Sugihara, 2012).

### 2.2.3 Network-based K-Function (Net-K-Function)

Ripley’s K-Function is another method to analyse the spatial patterns of RTCs data and it has an advantage of not depending only on nearest neighbour distances but on using all point-to-point distances to analyse the spatial clustering at different scales of patterns and to determine the distances where clustering or over-dispersal is significant (Bailey and Gatrell 1995 cited in Spooner et al., 2004). However, since the K-Function calculates the Euclidean distance between incident points,
it cannot be used to analyse the spatial patterns of incident points along road network such as road traffic crashes as it can lead to over-detection of spatial clustering (Spooner et al., 2004). Okabe and Yamada (2001) have developed a method to conduct K-Function analysis of point patterns along network.

The univariate network K-function (Net-K-function) was used in this study to test the CSR hypothesis in terms of number of points (RTCs) in a given point set so that the shortest distance from each point is less than a parametric shortest distance. The Net-K-function calculates the shortest path distance \( t \) from each point to the other points \( P = \{p_1, ..., p_n\} \) on the road network, where \( n \) is the total number of points in network.

Let \( P = \{p_1, ..., p_n\} \) be a set of \( n \) RTCs on road network, \( L_T \) be a set of road network links (road segments) and \( |L_T| \) be the total length of road network. Okabe and Yamada (2001) defined the Net-K-function \( K(t) \) as follows:

\[
K(t) = \frac{1}{\rho} E\left( \frac{\text{the number of points } P \text{ within network distance } t \text{ to a point } p_i \text{ of } P}{\sum_{i=1}^{n} \text{number of points } P \text{ on } L_p(t)} \right),
\]

(5)

Where \( E(.) \) is the expected value with respect to \( p_1, ..., p_n \) (\( p_i \in P \)), \( \rho \) is the density of points \( P \), so that

\[
\rho = \frac{n}{|L_T|}
\]

(6)

with an assumption that the points \( P \) (i.e. RTCs in this study) are uniformly and independently distributed over a finite road network and follow homogeneous Binomial distribution (Spooner et al., 2004; Okabe and Sugihara, 2012). The rejection of this assumption means that RTCs are spatially interacting and not forming uniform patterns (Spooner et al., 2004; Okabe and Sugihara, 2012). Thus, the observed network K-function \( \overline{K}(t) \) is given as (Okabe and Yamada, 2001):

\[
\overline{K}(t) = \frac{|L_T|}{n(n-1)} \sum_{i=1}^{n} \left( \frac{\text{number of points } P \text{ on } L_p(t)}{\text{number of points } P \text{ on } L_p(t)} \right)
\]

(7)

Monte Carlo simulation is used to find the upper and lower critical values of a significance level \( \alpha \) (in this study \( \alpha=5\% \)). From the graphical presentation of the observed Net-K-function and the expected Net-K-function together with the upper and lower confidence envelops, we can conclude at a confidence level of \( 1-\alpha \) (i.e. 95\%) either if the RTCs tend to cluster (the graph of the observed Net-K-functions is above the upper confidence envelop) or be dispersed (the graph of the observed Net-K-functions is under the lower confidence envelop (Okabe and Yamada, 2001; Okabe and Sugihara, 2012).
Both Net-NND and Net-K-Function are employed in this study using SANET toolkit in ArcGIS10.2/ArcMap.

### 2.2.4 Random Forest Algorithm (RF)

The next step is to explore the differences between the cold-, normal- and hot-zones. There are several machine learning techniques which can help us in classifying road network into cold-, normal- or hot-zones. Unlike regression models, machine learning techniques do not have pre-defined relationship between the response and independent variables, so they can identify the associations between the response variable and the predictors without any assumptions about the distribution of the data or pre-defined association (Jiang et al., 2016). The main advantage of the machine learning techniques compared to traditional regression models is that they can detect the complex interactions among the predictors and they are robust to outliers (Jiang et al., 2016).

**Random Forest (RF)** is one of the machine learning techniques and it is a non-parametric and ensemble statistical learning algorithm, developed by Breiman (2001) to improve the Classification and Regressing Trees (CART) method by combining the results of many decision tree models (Mutanga et al., 2012; Jiang et al., 2016). It has the advantage of its capability of dealing with complex relationships and synthesizing regression and classification functions for both discrete and continuous data (Mutanga et al., 2012). RF “is a classifier consisting of a collection of tree-structured classifiers \( h(x, \Theta_k), k = 1, \ldots \) where the \( \Theta_k \) are independent identically distributed random vectors and each tree casts a unit vote for the most popular class at input \( x \)” (Breiman, 2001, P.6).

Due to its simplicity and superior performance, RF algorithm has been widely used for classification and prediction purposes in many research areas including road safety (Harb et al., 2009; Jiang et al., 2016; Yao et al., 2018).

RF algorithm works by using bootstrapping iteration and randomly selecting a number of features say \( m \) from all features say \( T \) in the dataset so that \( m < T \). Then for each node it calculates the best split point among the \( m \) features and splitting the node into two daughter nodes and it repeats this step until the proposed number of nodes has been reached. Finally, all these steps are repeated for a number of times say \( D \) to build \( D \) number of trees and then by applying the majority voting technique it produces the model of highest voting rate from all the constructed trees. **Figure 3** presents the architecture of RF algorithm (Jiang et al. 2016) to classify road traffic accident zone TAZ\(_i\).
In the process of constructing RF model, the dataset is divided into two sets: the training dataset (drawn from two-third of the full dataset) and the test dataset (one-third of the observations) (Jiang et al., 2016). For each bootstrap iteration and related tree, the observations not included in that sample are denoted as out-of-bag (OOB) data to estimate prediction error (called OOB error). The OOB error “is the error rate of the out-of-bag classifier on the training set” (Breiman, 2001, P.11).

To improve the performance of a RF model, the bias of each tree and the correlation among trees should be minimized (Jiang et al., 2016). Minimizing the bias is achieved by allowing each tree to grow to its maximum depth (Jiang et al., 2016). Decreasing the correlations among trees is achieved by the following two sources of randomization (Jiang et al., 2016):

---

**Figure 3** The Architecture of Random Forest model to predict crash risk
(Source: Jiang et al., 2016, P.56)
a. A bootstrap sample of the training dataset should be drawn randomly, with replacement, to build each tree in the RF model.

b. A certain number of features (mtry) should be randomly selected from all the features at each node of a tree to compete for the best split and the minimum error rate is obtained.

One of the important features of the RF algorithm is its ability to provide variable importance measure and this makes the RF one of the most popular analysis techniques used in different scientific areas (Louppe, 2014). This would help not only in making the most accurate prediction but also in identifying the most important predictors in building the model (Louppe, 2014). The importance of each predictor is obtained by calculating the percentage of the increase in the mean squared error when OOB data for each predictor permuted, while keeping other predictors unchanged (Mutanga et al., 2012). Having the values of variable importance will help in ranking the strength of the relationship between the predictors and the response variable (Mutanga et al., 2012).

To calculate the variable importance measure $\overline{D_i}$ for a variable $x_i$, the following procedures as presented in (Jiang et al., 2016) are shown. Let $L_b$ be the bootstrap sample for the tree $T_b$, and $L_b^{oob}$ be the corresponding OOB dataset, where $b = 1, 2, \ldots, B$:

i. Set $b = 1$, build the tree $T_1$ with bootstrap sample $L_1$

ii. Identify the corresponding OOB sample $L_1^{oob}$

iii. Use $L_1^{oob}$ to test the tree $T_1$ and record the number of correct classifications $R_1^{oob}$ in the test sample $L_1^{oob}$

iv. For $i = 1, 2, 3, \ldots, N$
   a. Permute the values of the variable $x_i$ in $L_1^{oob}$ and save the result into $L_1^{oob}$
   b. Use $L_1^{oob}$ to test the tree $T_1$ and record the number of correct classifications, $R_1^{oob}$

v. Redo the steps i-iv for $b = 2, 3, 4, \ldots, B$

vi. The variable importance measure $\overline{D_i}$ for the variable $x_i$ is calculated as:

$$\overline{D_i} = \frac{1}{B} \sum_{b=1}^{B} (R_b^{oob} - R_b^{oob})$$

(8)

vii. $\overline{D_i}$ is normally distributed according to the central limit theory. By computing the standard error (SE) of the decrease in the correct classification, the $\overline{D_i}$ is standardised as:
\[ \hat{D}_i = \frac{D_i}{SE} \]  

the higher the value of \( \hat{D}_i \), the greater the importance of the variable \( x_i \) (Jiang et al., 2016).

The optimum performance of RF algorithm is achieved by tuning the number of trees and the number of features (mtry) which are randomly selected at each node (Breiman, 2001; Jiang et al., 2016). Then the final decision will be based on the value of the OOB error rate, so that the lower the OOB error rate the better the performance of the model (Breiman, 2001; Jiang et al., 2016).

Before building RF algorithm in the current study, the road network in AS'Seeb\(^1\) and Bowshar\(^2\) (where most of road commuting occur in Muscat Governorate) were split into 82 zones. These zones represent sections of the road network where there are bridges, roundabouts, crosses, or set of T-junctions. The reason behind splitting the road network based on the location of main junctions is because results of Net-KDE indicated that the higher values of Net-KDE found on these junctions. The process of splitting the road network are as follows:

I. The centre of main junction where the zone is selected used as a centre for that given zone, and this centre is then used to determine the areas of road network covered on each zone.

II. The distance from the centre of the zone is calculated from all directions so that all road segments locating within distance not exceeding 1,000 metres are included in area covered by that given zone. However, if there are two main junctions located next to each other and the distance between the centres of the junctions is less than 2,000 metres then this shared area is divided equally between the two zones.

III. The Net-KDE for each zone is calculated by using the results of Net-KDE and adding the Net-KDE of all road segments on that given zone.

RF algorithm was applied in this study using R software version 3.3.3. The algorithm was constructed using features of 82 road zones generated by combining four different datasets: the road traffic crash data of Muscat obtained from NRTC database of Royal Oman Police, results of Net-KDE, Muscat road

---

\(^1\) AS'Seeb is a Wilayat (administrative unit) in the northern part of Muscat where Muscat Airport, Sultan Qaboos University, many public organisations and commercial activities are located.

\(^2\) Bowshar is a Wilayat in northeastern part of Oman, where Sultan Qaboos Grand Mosque, main buildings of most Ministries, Embassies shopping malls and big companies are located. The biggest hospital (the Royal Hospital) and Sultan Qaboos Sports complex are also located in this Wilayat.
network and the road traffic volume data generated by the researcher using Google-Maps application for each intersection in AS’ Seeb and Bowshar regions in Muscat.

The features used in this algorithm include the following (most of these features are road geometry related features):

1. Net-KDE of RTCs for each zone which then classified as cold-, normal- or hot-zone (target variable), where cold, normal, and hot zones are defined based on the value of Net-KDE as follow:
   Cold zones (low risk): zones where Net-KDE < 326,
   Normal zones (medium risk): zones where Net-KDE < 800,
   Hot zones (high risk): zones where Net-KDE>800.

2. Level of road traffic volume (4 different level (1-4), with 1 representing the lowest level and 4 the highest level of traffic volume).

3. Type of road (one-way direction or two-way direction).

4. Number of entrances and exits on each intersection.

5. Distance (in meters) from each zone to its next nearest junction.

6. Complexity of the zone (2 levels, 0= not complex, 1=complex) and the meaning of complexity here is representing the shape of the zone, especially the shape of the bridges and roundabouts.

7. Maximum level of speed of the road on which the zone is located (five different levels 1-5, with 1 representing the lowest speed level 50km/h, and 5 the highest level 120km/h).

8. Junction Type (roundabout, bridge, cross, or set of T-junctions).

In addition, summary of the number of crashes on each zone is classified by:

a. cause of the crash: (speed, carelessness, fatigue, alcohol consumption, and non-human factor),

b. Type of the crash (Hit other vehicle, run over human, run over animal, hit fixed object on the road or overturn), and

c. Severity level of the crash (no injury, mild injury, moderate injury, severe injury and fatal crash). But these factors were not included in the construction of the RF model.
2.2.5 Wilcoxon Test (Mann-Whitney U Test)

Wilcoxon tests were employed to understand the different effect of each variable on hot-zones and normal-zones using SPSS software version 24.0.0.0. Wilcoxon Test (Mann-Whitney U Test) is a non-parametric method appropriate for testing the equality of means of of ranking of two populations (Jiang et al., 2016). The following annotation were drawn from (Jiang et al., 2016) explaining how Wilcoxon Sum Rank Test is applied.

Assume there are the two populations of size $n_1$ and $n_2$, the Wilcoxon test is conducted as follows:

I. List the observations of both samples from smallest to largest

II. Give a rank from 1 to $N$ (where $N = n_1 + n_2$) to all observations in ascending order. If any observation is repeated more than one times, then take the average of their rank position.

III. For each sample, sum the ranks of all observations in that sample. Let $R_1$ and $R_2$ be the sum of the ranks in the first and second sample respectively. The null hypothesis of Wilcoxon test is $H_0$: There is no difference in the mean of ranks of the two samples, while $H_1$: there is a difference in the mean of ranks of the two samples.

IV. For each sample calculate $U_{stat}$, so that for the first sample the $U_{stat}$ is computed as:

$$U_{stat1} = R_1 - \frac{n_1(n_1+1)}{2}$$  \hspace{1cm} (10)

$$U_{stat2} = R_2 - \frac{n_2(n_2+1)}{2}$$  \hspace{1cm} (11)

V. Compare the values of $U_{stat}$ of both samples and specify the one with the lowest value.

VI. Specify the significance level $\alpha$ (for example, let $\alpha = 0.01$) and assume $U_{stat1}$ has the lowest value. Identify the critical value of $U_{stat}$ from the critical value of the Mann-Whitney U Test by taking the value where column number $n_1$ and row number $n_2$ cross each other, and call the value $U_{critical}$ at $\alpha = 0.01$.

VII. Compare the values of $U_{stat1}$ and $U_{critical}$, if $U_{stat1} < U_{critical}$ at $\alpha = 0.01$, then we reject the null hypothesis and conclude that there is a difference in the mean of ranks of the two samples.

2.2.6 Spatio-Temporal Hot-zone Analysis

The spatio-temporal analysis is an investigation of correlation of a given factor over space and time (Mohaymany et al., 2013). The spatio-temporal analysis used to explore whether RTCs are more likely
to cluster in same locations over a particular period of time or not (Mohaymany et al., 2013). In this study, the spatio-temporal analysis was conducted by applying Net-KDE for each year in the study period (2010-2014) using SANET toolkit in ArcGIS 10.2. Then, the road network in both AS’Seeb and Bowshar was split into same zones as those used in the in RF algorithm and the same procedures are used to find the Net-KDE of each zone in each year. After that, the following measure is conducted:

I. For each zone, the value of Net-KDE from year to year is calculated.

II. For each year of the study period, the values of the Net-KDE of the zones listed in descending order and each zone assigned a rank based on its position in the list.

III. For each zone, the sum of the annual ranking and variance in annual ranking are calculated.

This measure will help to identify the road zones which represent persistent problem areas for road traffic crashes in the selected cities.

3. Results

3.1 Net-KDE

The results of the Net-KDE are presented in Figure 4 to Figure 7. They are coded into different colours, so the maps provide a clear visualisations of high risk areas where there is increase in the degree of redness of road section. Findings from the Net-KDE analysis demonstrate evidence of spatial clustering of RTC hot-zones on long roads, especially on Sultan Qaboos Highway, demarcated by intersections, and complex bridges and roundabouts. The crash-risk increases with higher density of intersections on the road network. This result is intuitive as this part of road network in Muscat has the highest level of traffic interactions which generate more safety problems among road users. It is also clear that since Muscat Expressway is extending outward from the core market and workplace areas, the crash risk tends to decrease in this area.
Figure 4 Results of Net-KDE on road network in Al-Khuwair (Area in Bowshar) where the main buildings of most Ministries, Embassies, shopping malls and big companies located

Legends
- Highest crash risk
- Lowest crash risk
Figure 5  Results of Net-KDE on road network from Othaibah to Al-Khuwair and Al-Ghubrah where the main buildings of most Ministries, embassies and big companies located
**Figure 6** Results of Net-KDE on road network from AS’ Seeb City to Muscat International Airport through Burj AS’ Sahwah roundabout (the biggest roundabout in Muscat from which drivers are commuting to other adjacent Governorates)
Figure 7 Results of Net-KDE on road network in AS’ Seeb Wilayat.
3.2 Net-NND

As mentioned earlier, in order to evaluate the significance of Net-KDE of detecting the RTC hot-zones, both Net-NND and Net-K-function should be conducted to summarise the spatial dependence (clustering or dispersion) over a range of distances.

In this study, the Net-NND test was applied using the Monte Carlo simulation using a cell size of 200 meters and a confidence interval of 95% to determine the statistical level of significance. Table 1 and Figure 8 summarise the results of the Net-NND test (in meters).

<table>
<thead>
<tr>
<th></th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average observed Net-NND</td>
<td>54.371</td>
</tr>
<tr>
<td>Lower critical value</td>
<td>115.615</td>
</tr>
<tr>
<td>Upper critical value</td>
<td>119.074</td>
</tr>
<tr>
<td>Average expected Net-NND</td>
<td>117.327</td>
</tr>
<tr>
<td>P-value</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

Clark-Evans index = Average observed Net-NND / Average expected Net-NND = 0.463

Figure 8: Observed and Expected Nearest Neighbour curves of RTCs in Muscat based on Net-NND test
The results show that the clustering patterns of RTCs are significant (p<0.001). Figure 8 displays four different curves: the observed curve (in blue), the expected curve under CSR hypothesis (in red) and the upper and lower envelop curves (in green and pink respectively) for one-sided 5% significance level. If the observed curve lays between the upper and lower envelop curve, the CSR hypothesis cannot be rejected, and if it lays above the upper envelop curve then the data exhibits clustering (Okabe and Sugihara, 2012). As it is clear from the Table, the Clark-Evans index=0.463 and the observed curve is above the upper envelop curve for distances less than 450 meters, the CSR hypothesis is rejected with 0.95 confidence level. This confirmed the significance of clustering patterns of RTCs along road network.

3.3 Net-K-Function

The K-Function method was applied in this study using Monte Carlo simulation to find the upper and lower critical values of a significance level α=5%. As mentioned previously, the graphical presentation of the observed Net-K-function and the expected Net-K-function together with the upper and lower confidence envelops helps to conclude at a confidence level of 1-α (i.e. 95%) whether the RTCs tend to cluster (the graph of the observed Net-K-functions is above the upper confidence envelop) or be dispersed (the graph of the observed Net-K-functions is under the lower confidence envelop (Okabe and Sugihara, 2012). Figure 9 summarises the results of the Net-K-Function method. The univariate spatial patterns of the Net-K-Function show significant deviations from the CSR hypothesis and indicate the clustering patterns (the graph of the observed K-functions is above the upper confidence envelop) of RTCs along the road network confirming the results obtained from the Net-KDE analysis. Therefore, we can conclude that the detected hotspots are significant as both the Net-NND and Net-K-Function methods reject the null hypothesis of random distribution.
3.4 RF Algorithm

Road geometry related attributes and road traffic related attributes are used in the construction of the RF Algorithm. The kernel density of every selected zone was found by summing the value of Net-KDE of all road segments located on that given zone. The average Net-KDE of all selected zones was 1128. A series of random forest models were fitted to explore the characteristics of cold-zones, normal-zones and hot-zones. Results of two models which produced the lowest percentages of classification error are presented here.

The first RF model was built using all the 82 intersections and they were classified into 2 classes (Hot-Zones= Net-KDE>800, Normal-Zones=Net-KDE <=800). A total of 500 trees with two split at each node were used to construct this model. The results of this model are summarised in Table 2 and Figure 10:
Table 2  Out of Bag error for Random Forest Algorithm to classify Hot- and Normal-Zones

<table>
<thead>
<tr>
<th>Actual Class</th>
<th>Internal Test/Out of Bag estimate</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N-Cases</td>
<td>N-accurately classified</td>
<td>N-misclassified</td>
<td>Prediction error</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal-Zone</td>
<td>39</td>
<td>26</td>
<td>13</td>
<td>0.3333</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hot-Zone</td>
<td>43</td>
<td>32</td>
<td>11</td>
<td>0.2558</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Average Out Of Bag estimate error</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.2927</td>
</tr>
</tbody>
</table>

Figure 10  Mean decrease in accuracy of Random Forest Algorithm to classify Hot- and Normal-zones

Figure 10 displays the mean decrease in accuracy which described the decrease in model accuracy from permuting the values of each variable/feature, in other words it gives indication about the variable importance in the model. The Figure indicates that level of road traffic, number of entrances and exits (num_exits_entrances) in the intersection/zone, complexity, and distance to nearest
junction (Dist_Njunc) are the most important factors affecting the accuracy of classifying normal and hot-zones. Conversely, maximum level of speed (Speed_level), junction type (Jun_Type), and type of road (one-way or two-way directions) do not affect the accuracy of classification of normal and hot-zones. As it is clear from Table 2, the model was able to accurately classify 26 out of 39 normal-zones and failed to classify 13 zones in their right class. Likewise, 32 out of 43 hot-zones (74.42%) were accurately classified into their right class. Overall more than 70% of all zones were accurately classified.

Only zones which have Net-KDE above (1128) or under (326) included as hot-zones and cold-zones respectively in building the second RF model. A total of 44 zones were eligible to include in building this model and the results of this model are summarised in Table 3 and Figure 11. Similar to the results in Figure 10, Figure 11 indicates that level of traffic, the number of entrances and exits in the zone and type of junction are the most important factors in classifying cold and hot-zones. Unlike the first model, in this model the distance to the nearest junction and complexity level of the zone appear not affecting the accuracy of classifying cold- and hot-zones. Table 3 shows that the model was able to accurately recognise about 90% and 80% of hot- and cold-zones respectively. Interestingly, the model has an overall internal error rate of 13.64 % in classifying zones as cold or hot-zones and accordingly, more than 86.36% of these zones were correctly identified.

**Table 3**  
*Out of Bag error for Random Forest Algorithm to classify Hot- and Cold-Zones*

<table>
<thead>
<tr>
<th>Actual Class</th>
<th>N-Cases</th>
<th>N-accurately classified</th>
<th>N-misclassified</th>
<th>Prediction error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cold-Zone</td>
<td>15</td>
<td>12</td>
<td>3</td>
<td>0.2000</td>
</tr>
<tr>
<td>Hot-Zone</td>
<td>29</td>
<td>26</td>
<td>3</td>
<td>0.1034</td>
</tr>
</tbody>
</table>

Average Out Of Bag estimate of error 0.1364
3.5 Wilcoxon Test (Mann-Whitney U Test)

Wilcoxon tests applied in this study to quantitatively understand the different effect of each variable on hot-zones and normal-zones. Results from Wilcoxon tests are shown in Table 4. Overall, it is clear that most of the features are significantly different between normal- and hot-zones. More precisely, there is a difference in the mean of ranks of normal- and hot-zones in the number of exits and entrances, distance to nearest junction, complexity of the intersection and level of traffic at a significance level of $\alpha = 0.01$. However, it is clear that there is no significant difference between the two types of zones when considering type of junction (i.e. roundabout, cross, bridge or set of junctions), maximum level of speed, and type of road (i.e. one-way direction road, or two-ways). The highest difference can be seen in the number of exits and entrances; hot-zones appear to have higher number of exits and entrances compared with normal-zones. Likewise, hot-zones are characterised by having shorter distances to their nearest junction as compared to normal-zones. Similarly, higher level of traffic seems to increase the crash risk on road network and thus increasing the likelihood of
having hot-zones. It is also clear that hot-zones are more likely to appear on areas where complex structure of road network exist when compared with normal-zones.

**Table 4**  The effects of road and traffic related feature on classifying Hot- and Normal-Zones based on Wilcoxon Test

<table>
<thead>
<tr>
<th>Factor</th>
<th>Hot-Zones (N=43)</th>
<th>Normal-Zones (N=39)</th>
<th>Sig. Level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean Rank</td>
<td>Sum of Ranks</td>
<td>Mean Rank</td>
</tr>
<tr>
<td>number of exits and entrances</td>
<td>50.90</td>
<td>2188.50</td>
<td>31.14</td>
</tr>
<tr>
<td>distance to nearest junction</td>
<td>34.37</td>
<td>1478.00</td>
<td>49.36</td>
</tr>
<tr>
<td>type of junction</td>
<td>44.50</td>
<td>1913.50</td>
<td>38.19</td>
</tr>
<tr>
<td>complexity</td>
<td>48.57</td>
<td>2088.50</td>
<td>33.71</td>
</tr>
<tr>
<td>level of traffic</td>
<td>49.73</td>
<td>2138.50</td>
<td>32.42</td>
</tr>
<tr>
<td>maximum level of Speed</td>
<td>40.98</td>
<td>1762.00</td>
<td>42.08</td>
</tr>
<tr>
<td>type of road</td>
<td>44.59</td>
<td>1917.50</td>
<td>38.09</td>
</tr>
</tbody>
</table>

The effects of road and traffic related feature on classifying Hot- and Cold-Zones summarised in **Table 5** and it shows that there is a difference in the mean of ranks of cold- and hot-zones in the number of exits and entrances, level of traffic and complexity of the intersection at a significance level of $\alpha = 0.01$. However, there is no significant difference with the type of road, type of junction, distance to nearest junction, and maximum level of speed.

**Table 5**  The effects of road and traffic related feature on classifying Hot- and Cold-Zones based on Wilcoxon Test

<table>
<thead>
<tr>
<th>Factor</th>
<th>Hot-Zones (N=29)</th>
<th>Cold-Zones (N=15)</th>
<th>Sig. Level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean Rank</td>
<td>Sum of Ranks</td>
<td>Mean Rank</td>
</tr>
<tr>
<td>number of exits and entrances</td>
<td>27.81</td>
<td>806.50</td>
<td>12.23</td>
</tr>
<tr>
<td>distance to nearest junction</td>
<td>20.00</td>
<td>580.00</td>
<td>27.33</td>
</tr>
<tr>
<td>type of junction</td>
<td>21.91</td>
<td>635.50</td>
<td>23.63</td>
</tr>
<tr>
<td>complexity</td>
<td>25.90</td>
<td>751.00</td>
<td>15.93</td>
</tr>
<tr>
<td>level of traffic</td>
<td>28.88</td>
<td>837.50</td>
<td>10.17</td>
</tr>
<tr>
<td>maximum level of Speed</td>
<td>21.05</td>
<td>610.50</td>
<td>25.30</td>
</tr>
<tr>
<td>type of road</td>
<td>22.74</td>
<td>659.50</td>
<td>22.03</td>
</tr>
</tbody>
</table>
Spatio-Temporal Patterns

After estimating the annual crash density for each zone on road network, the densities should be analysed temporally to identify road zones which represent persistent problem areas for road traffic crashes in the study area. The visual comparison of maps by year reveals the dependency of high-crash-density locations, however, due to limited space, these results are presented in Appendix A and B. However, the temporal analysis was conducted by applying Pearson correlation for each pair of years to assess whether there is a consistency in the locations of hot-zones or not. Table 6 displays the results of the spatio-temporal Pearson correlation for each pair of years during the study period. Similarly, Figure 12 shows an example of this spatio-temporal dependency, and it indicates that RTCs are inclined to cluster in the same locations within the study period. It is also clear that the crash risk had increased gradually from 2010 to 2014 in the area shown in Figure 12.

Table 6  The spatio-temporal correlation for each pair of years during the study period (2010-2014) of RTCs in Muscat Governorate

<table>
<thead>
<tr>
<th>Year of crash</th>
<th>correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2010</td>
</tr>
<tr>
<td>2010</td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td>0.828**</td>
</tr>
<tr>
<td>2012</td>
<td>0.627**</td>
</tr>
<tr>
<td>2013</td>
<td>0.524**</td>
</tr>
<tr>
<td>2014</td>
<td>0.409**</td>
</tr>
</tbody>
</table>

* Correlation is significant at the 0.01 level (2-tailed).

Results from the Pearson correlation Table indicates that there is a strong positive correlation (Pearson correlations are above 0.5) between most pairs of the study period except the pair representing the years 2010 and 2014. However, it is important to mention that for the year 2014 we have data for 10 months only (1st January-2nd November). It is also clear that the correlation becomes stronger when the pair represents two subsequent years (i.e. 2010 and 2011, 2011 and 2012 and so on). These results indicate that RTCs are more likely to cluster over the same road zones during the five years of the study period.
To identify the road zones which represent persistent problem areas for road traffic crashes, the values of the annual Net-KDE of the zones are listed in descending order and each zone is assigned a rank based on its position in the list. Then, the sum of the annual rankings, mean of annual ranking, variance and standard error (SE) of annual ranking for each zone are calculated. This step is repeated using the Olympic average approach in assigning mean annual rank for each zone. Following the Olympic average approach, the lowest and highest ranks of each zone are removed, and the remaining three ranks are used to calculate the sum, mean, variance and SE. Figure 13 shows the scatter plot of mean of annual ranking of each zone resulting from both methods. The scatter plot and the variances resulting from the Olympic average approach show that this is a more robust approach and has smaller variance compared with results of using all 5-years ranks. Table 7 presents the results drawn from the Olympic average, the variance and SE indicate the homogeneity of hot- and cold-zones locations. In other words, it is clear that most hot-zones have small variance and SE.
indicating that these locations are always having the highest densities of RTCs, and consequently, this confirms the consistency of hazardous locations over time. Although cold-zones appear to have low SE in their ranking, however, these zones are more likely to experience higher fluctuation in their annual ranking (which could also mean there is a heterogeneity in crash risk over these zones) compared with hot-zones.

Figure 13 Scatter plot of mean of annual ranking using the 5-year and the Olympic average approach
### Table 7 Variance of ranking of road hot-zones and cold-zones based on the sum of annual ranking using Olympic average approach

<table>
<thead>
<tr>
<th>Hot-Zones (10 with lowest sum of annual ranking)</th>
<th>Cold-Zones (10 with highest sum of annual ranking)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zone_ID</td>
<td>Sum of annual Ranking</td>
</tr>
<tr>
<td>12</td>
<td>7</td>
</tr>
<tr>
<td>22</td>
<td>9</td>
</tr>
<tr>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>10</td>
<td>30</td>
</tr>
<tr>
<td>17</td>
<td>30</td>
</tr>
<tr>
<td>14</td>
<td>34</td>
</tr>
<tr>
<td>24</td>
<td>35</td>
</tr>
<tr>
<td>76</td>
<td>45</td>
</tr>
</tbody>
</table>

#### 3.6 Validation of Net-KDE results using iMAAP pilot data

This section compares the results of Net-KDE using RTC data of year 2014 with pilot data drawn from iMAAP, network based crash analysis system developed by the UK Transport Research Laboratory. In 2015, ROP used iMAAP in documenting a sample of RTCs in two areas in Muscat namely: Al-Khoudh and Othaiba and both of these areas are located in AS’ Seeb Wilayat. The iMAAP pilot data includes information about the sex, age and nationality of drivers, number of casualty killed, number of casualty injured, type and number of vehicles involved, crash date, time, day of week, severity of the crash, primary and secondary cause of crash, latitude of longitude of the crash location, landmark, type of collision, type of road, road name, number of lanes, carriageway width, shoulder width, light condition, street light, weather conditions, and crash description. The pilot data has details of 255 incidents collected between January 2015 and August 2015.

**Figures 14** shows the scatter plot of the Net-KDE of randomly selected locations in Al-Khoudh and Othaiba using iMAAP data and a sample of 269 observations from 2014 dataset. The scatter plot clearly indicates that there is a strong positive correlation between the density of RTCs in both datasets. However, it is important to highlight that these two dataset are not covering the same time...
period (i.e. iMAAP data is a sample of crashes occurring between January 2015 and August 2015). **Figure 15** confirms the result of the scatter plot and it provides a visual comparison of the Net-KDE values produced from both datasets using maps. The maps clearly indicate that the Net-KDE cached similar spatial patterns identifying almost the same hot-zones in both dataset, and both Figures provide evidence about the accuracy of the geo-coded data generated by the authors of this paper.

**Figure 14** **Scatter Plot of Net-KDE using iMAAP Pilot Data and a sample from the NRTC Data of the year 2014**
Figure 15: Comparison of Net-KDE results using the NRTC Data of the year 2014 and pilot data drawn from iMAAP System.
4. Discussion and conclusions

The identification of road crash hot-zones is pertinent to design the most effective strategies to reduce the crash density on high-risk areas. Our research aimed to: (1) identify high density crash zones in the Muscat Governorate (2) explore the characteristics of crash hot-zone, and (3) examine the spatio-temporal patterns of RTCs in the study area. It has exemplified the use of GIS in detecting hot-zones by employing a wide range of statistical techniques using data of five years (2010-2014) of RTCs in Muscat Governorate. The analysis highlights evidence of spatial clustering and recurrence of RTC hot-zones on long roads demarcated by intersections and roundabouts in Muscat. The study confirms that road intersections elevate the risk of RTCs than other effects attributed to road geometry features. To the best of our knowledge, the present research is the first of its kind in the Gulf Cooperation Council countries including Oman, where RTCs incur substantial impact on economic and health sectors. Our paper demonstrates the feasibility of applying robust spatio-temporal GIS modelling to limited aggregate data to identify the hot-zones and clustering of RTCs in the Muscat Governorate. The study contributes to a firmer quantitative evidence-base of RTCs hot zone maps over different locations on road networks, which can help policy decision makers to design appropriate, targeted interventions to reducing the burden of RTCs in Oman.

The hot-zones were identified with the help of Net-KDE and the significance of the results were established based on kernel density evaluated using the Net-NND and Net-K-function methods. Findings from the Net-KDE demonstrate evidence of spatial clustering of RTC hot-zones on roads demarcated by high number of intersections, complex bridges and roundabouts. Hot-zones appear to be more dominant on road segments where highest level of traffic interactions exists, especially along Sultan Qaboos highway. Conversely, low crash densities observed along roads locating outward from the core market and workplace areas, and Muscat Expressway is one example of such roads. Likewise, findings from the Net-NND and Net-K-function methods confirm the significance of clustering patterns of RTCs along road network in Muscat. These findings provide statistical evidence and confirm the research hypothesis that road intersections (roundabouts, crosses and bridges) represent the highest risk of causing RTCs than other road geometric features. These results were statistically validated using the pilot data from iMAAP network based crash analysis system.

Findings from RF algorithm and Wilcoxon tests indicate that road and traffic related features play a key role in determining locations of high crash risk. Based on the results from Wilcoxon tests, hot-zones are associated with higher level of road traffic. This result is in line with findings from past studies, which have proven that traffic level is a key factor associated with higher crash risk (Abdel-
Aty and Radwan, 2000; Caliendo et al., 2007; Jiang et al., 2016). Hot-zones also appear to be associated with the higher number of exits and entrances and shorter distance between junctions. This is consistent with results from previous literature, which concluded that higher density of intersections positively influences the number of crashes on such road sections (Siddiqui et al., 2012; Jiang et al., 2016; Khanh, Pei, and Liang-Tay 2019). Conversely, although past studies indicated that lower levels of posted speed limits associated with low crash-risk (Abdel-Aty et al., 2011; Jiang et al., 2016), results of the current study indicate that posted speed limits had no significant effect in determining the crash risk on road zones. This could be due to the low percentage of road sections with small posted speed limits (i.e. most of the road sections included in the study have posted speed limit>100 km/m) or it could be associated with existence of higher proportions of cyclists and pedestrians on road with low speed limits which in turn increase the likelihood of crash occurrence. However, the current study could not explore the interaction between speed limit and data related to number of cyclists and pedestrians due to lack of data. Overall, these findings offer new insights for road safety specialists to understanding the difference between hot-zones and other zones in Muscat Governorate, and thus helping them in adopting effective planning strategies and allocating proper resources to reduce the crash risk on these high density crash.

The spatio-temporal analysis provides evidences of the consistency in the positions of crash hot-zones in the study area. Comparing the mean of ranking of the same locations over five years of the study period, the results indicate that RTCs are inclined to cluster in the same locations within the study period. The inference of such result could be attributed to the same road and traffic related features existing on these zones. Therefore, further safety inspections and engineering studies should be carried out to investigate the possible contributing factors, and identify the potential countermeasures such as engineering improvements to reduce the crash risk at these sites.

It is important to highlight the data limitations of the present study. Unfortunately, the study could not disentangle other factors such as factors related to socio-economic, population, and land use factors due to lack of data. Socio-economic factors such as socioeconomic status, school enrolment density, number of automobile per households, number of non-retired workers per household, number of hotels are found to be significantly affecting the level of crash risk (Ng et al., 2002; Loukaitou-Sideris et al., 2007; Huang et al., 2010; Siddiqui et al., 2012; Wang et al., 2012). Having these data could help validate and improve our understanding of the spatial characteristics and the crash risk over different zones in the road network. However, the present study could not explore these factors because of lack of data.
Despite these limitations, our study demonstrates systematic quantitative evidence of spatio-temporal patterns associated with the crash risk over different locations on road network in Muscat. More importantly, the findings clearly pinpoint the importance and influence of the road and traffic related feature in road crash spatial analysis. It is recommended that future research should systematically address potential effects of the socio-economic, population, and land use factors in identifying road crash hot-zones in Oman.
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