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Abstract
In this paper we develop the mathematics required in order to provide a descrip-
tion of the observables for quantum fields on low-regularity spacetimes. In par-
ticular we consider the case of a massless scalar field φ on a globally hyperbolic
spacetime M with C1,1 metric g. This first entails showing that the (classical)
Cauchy problem for the wave equation is well-posed for initial data and sources
in Sobolev spaces and then constructing low-regularity advanced and retarded
Green operators as maps between suitable function spaces. In specifying the rel-
evant function spaces we need to control the norms of both φ and �gφ in order
to ensure that �g ◦ G± and G± ◦�g are the identity maps on those spaces. The
causal propagator G = G+ − G− is then used to define a symplectic form ω on
a normed space V(M) which is shown to be isomorphic to ker(�g). This enables
one to provide a locally covariant description of the quantum fields in terms of
the elements of quasi-local C∗-algebras.

Keywords: low regularity, weak solutions, Green operators, quantum field
theory

1. Introduction

This paper is concerned with developing the theory of quantum fields on low regularity space-
times. We will follow the algebraic approach to quantisation as described in [1, 2]. In particular
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we will draw heavily on the detailed scheme given in the book [3]. The starting point is a smooth
Lorentzian manifold (M, g) and a field equation Pφ = f where P is a normally hyperbolic differ-
ential operator P acting on a vector bundle F. In this paper we will consider the scalar operator
P = �g as there are no significant additional mathematical issues in dealing with the general
case. Adding lower order terms to �g would require their coefficients to be globally bounded
and Lipschitz continuous (as in theorem 3.7), while going from the case of a scalar operator to
one acting on a vector bundle would require a change to vector valued Sobolev spaces. In terms
of the proofs, the main change would be in the proof of uniqueness. For fields which satisfy
the dominant energy condition, the proof of lemma 4.1 would be essentially unchanged, cf [4,
lemma 7.4.4], while in the general case one would need to follow the lines of the proof of [5,
lemma 12.8]. Thus the results obtained here would also apply to the case of a massive scalar
field or an Abelian gauge field.

Almost all the literature dealing with quantum field theory on a curved spacetime assumes
that the background metric is smooth. However from the physical point of view it is desir-
able to be able to deal with a much wider class of spacetimes. For example a spacetime
with some kind of interface (such as at the surface of a star) or matching (e.g. at a domain
wall) will only have finite differentiability. Other examples with finite differentiability include
the Oppenheimer–Snyder model of a collapsing star and spacetimes with branes or cosmic
strings. In braneworld scenarios cosmological perturbations should be described by QFT on
corresponding backgrounds describing the collision of the branes [6] while recent discussions
on entanglement entropy, compute this via the replica method which involves putting QFTs
on backgrounds with conical singularities [7]. There is thus a strong physical motivation to
establish a mathematical framework to deal with quantum field theories on low regularity
spacetimes. In generalising the smooth results to the low regularity setting we need to choose
an appropriate class of metrics. In the present paper we have chosen to work with metrics
that are C1,1. In many ways this choice is natural since it allows one to deal with spacetimes
where the curvature remains finite while allowing for discontinuities in the energy–momentum
tensor at, for example, an interface or the surface of a star. From the mathematical point of
view C1,1 is the minimal condition which ensures existence and uniqueness of geodesics and
for which the standard results from smooth causality theory go through more or less unchanged
[8]. It also guarantees that the solutions to the wave equation are in H2

loc(M) (see appendix B
for details of the function spaces we use) as shown in theorem 4.7 below, which ensures we
have enough regularity to define the quantisation functors we need. Although one can define
solutions to the wave equation for metrics of lower regularity [9, 10] (including the case of cos-
mic strings) there are additional technical difficulties that need addressing, so we will return to
these cases in a later paper.

The essence of the algebraic approach as outlined in [3] is to first construct the advanced and
retarded Green operators for P and use these to construct the causal propagator G = G+ − G−.
Note that in order for the Green operators to be unique we require the spacetime to be glob-
ally hyperbolic. The causal propagator is then used to construct a skew symmetric bilinear
map on the space of smooth functions of compact support by ω̃(φ,ψ) := 〈G(φ),ψ〉L2(M,g).
This form is degenerate but gives rise to a symplectic form ω on the quotient space
D(M)/ ker(G) of the test function space. The next step in the process is to use ω to construct
representations of the canonical commutation relations (CCRs) as quasi-local C∗-algebras
[3, theorem 4.4.11] which satisfy the Haag–Kastler axioms [11]. Each of these steps may
be described in terms of a functor so that we have a functorial description of how to go to
from the category of globally hyperbolic manifolds equipped with (formally self-adjoint) nor-
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mally hyperbolic operators to the space of quasi-local C∗-algebras whose elements describe
the observables of the field (see details below). Indeed this scheme gives rise to a locally
covariant quantum field in the sense of [12]. Going from the rather abstract quantisation pro-
cedure described here to the more familiar Fock space representation requires one to pick
out the physically relevant states. For the smooth case a mathematically appealing criterion
(which corresponds to the standard answer in Minkowski space) is the micro-local spectrum
condition of Radzikowski [13]. However this is not directly applicable in the low-regularity
case. We return to this point and suggest a suitable modification in the discussion section at
the end.

In section 3 we establish the results we need to prove existence and uniqueness of solu-
tions to the forward (and backward) initial value problem for the wave equation on Rn+1

for C1,1 metrics. Rather than rework the entire theory of the wave equation for metrics of
low-regularity we use a method of regularising the coefficients [14], using the smooth theory
to obtain the corresponding solutions of the Cauchy problem and then using a compactness
argument to show that this converges to a weak H2

loc(R
n+1) solution of the original equation.

This proceeds via the theory of Colombeau generalised functions [15] and is related to the
work of [16] on very weak solutions. Furthermore by controlling the causal structure of the
regularisation gε in such a way that J+ε (U) ⊂ J+(U) holds for any relatively compact subset
U (cf appendix A) we obtain in lemma 3.5 that the forward solution u+ with zero initial data
satisfies the causal support condition supp(u+) ⊂ J+(supp( f )) (cf [5, theorem 2.6.4]).

In section 4 we introduce the notion of global hyperbolicity [17] and temporal functions for
non-smooth metrics [18] as well as the other results from C1,1 causality theory that we require
[8]. We use the fact that even for C1,1 spacetimes the temporal function can be chosen to be
smooth so we can write M as R× Σ, where Σ is a Cauchy surface, and define function spaces
where we make a split between space and time. However, as far as possible we formulate
our final results in a way that is independent of the choice of temporal function, so that the
particular choice of space-time split is not important. The remainder of the section shows how
to go from existence and uniqueness results on Rn+1 to global results on a globally hyperbolic
C1,1 spacetime. Our approach to this closely follows Ringström [5] and the causality results
for C1,1 metrics [8] ensure that the existence proof remains similar to the smooth case.

The next step is to define appropriate Green operators. In the smooth case the Green oper-
ator takes (compactly supported) smooth functions to smooth functions. However in the C1,1

case it is crucial that the map is between suitable Sobolev type spaces. In fact, we find precise
conditions on the regularity of the solutions and the causal support in order to define unique
Green operators in globally hyperbolic spacetimes of limited differentiability. We need to
control the (local) Sobolev norms of both φ and �gφ in order to ensure that �g ◦ G± and
G± ◦�g are the identity maps on the corresponding spaces. The choice of function space is
also relevant in the definition of ker(G) which is used to construct the factor space for the
symplectic map ω. We end the section by considering the dependence of the construction on
the choice of temporal function.

The passage from the symplectic space defined by ω to the canonical commutation relations
proceeds almost identically to that of the smooth case [3] so we only sketch out the details
although the analogue of [3, theorem 4.5.1] requires some work.

We end the paper with a summary of the results we have obtained and a discussion of the
outstanding issues, including the choice of a Sobolev micro-local spectrum condition to single
out the physical states in the low-regularity setting.
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Appendix A briefly describes the basic properties of regularisation methods we use while
appendix B gives a brief description of various Sobolev spaces we use in the paper.
Notation. The space of smooth functions of compact support on a manifold M will be denoted
by D(M). A function f on an open subset U of Rn is said to be Lipschitz if there is some
constant K such that for each pair of points p, q ∈ U , |f(p) − f(q)| � K|p − q|. We denote by
Ck,1 those Ck functions where the kth derivative is a Lipschitz continuous function. A function
on a smooth manifold is said to be Lipschitz or Ck,1 if it has this property upon composition
with any smooth coordinate chart. We gather basic notions and results concerning Sobolev
and related function spaces in appendix B.

2. The smooth setting

In this section we briefly review the results in the smooth setting. The starting point is an
existence and uniqueness result for solutions to a smooth second order hyperbolic equation
on Rn+1 (see e.g. [5, theorem 8.6]). This is used to obtain a corresponding result showing the
existence of a unique smooth solution u ∈ C∞(M) to the Cauchy initial value problem for a
smooth normally hyperbolic operator P on a smooth globally hyperbolic manifold with smooth
spacelike Cauchy surface Σ and normal vector field n given by

Pu = f on M where f ∈ D(M)

u|Σ = u0 on Σ where u0 ∈ D(Σ)

∇nu|Σ = u1 on Σ where u1 ∈ D(Σ)

which satisfies the causal support condition

supp(u) ⊂ J(supp(u0) ∪ supp(u1) ∪ supp( f )).

Note that the globally hyperbolic condition is essential in order to ensure that the solution is
unique.

The next step is to show the existence of advanced and retarded Green operators.

Definition 2.1. Let M be a time-oriented connected Lorentzian manifold and let P be a
normally hyperbolic operator. An advanced Green operator G+ is a linear map G+ : D(M) →
C∞(M) such that

(a) P ◦ G+ = idD(M)

(b) G+ ◦ P|D(M) = idD(M)

(c) supp(G+φ) ⊂ J+(supp(φ)) for all φ ∈ D(M).

A retarded Green operator G− satisfies (a) and (b) but (c) is replaced by supp(G−φ) ⊂
J−(supp(φ)) for all φ ∈ D(M).

Corollary 3.4.3 of [3] shows that these exist and are unique on a globally hyperbolic
manifold.

The advanced and retarded Green operators are then used to define the causal propaga-
tor G :=G+ − G− which maps D(M) to the space of spatially compact maps C∞

sc (M) i.e. the
smooth maps φ such that there exists a compact subset K ⊂ M with supp(φ) ⊂ J(K). If M is
globally hyperbolic then one has the following exact sequence [3, theorem 3.4.7]
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in particular, ker(G) = P(D(M)).
We want to use G to construct a symplectic vector space to which one can apply the CCR

functor. We first define a skew symmetric bilinear form onD(M) by ω̃(φ,ψ) := 〈G(φ),ψ〉L2(M,g).
Unfortunately the bilinear form is degenerate so it fails to provide the required symplec-
tic form. However we can rectify this by passing to the quotient space V :=D(M)/ker(G),
which by the above is just D(M)/P(D(M)). Hence ω̃ induces a symplectic form ω on V.
One can go on to use this to construct representations of the canonical commutation rela-
tions (CCRs) on the space of quasi-local C∗-algebras [3, theorem 4.4.11] which satisfy the
Haag–Kastler axioms [3, theorem 4.5.1].

3. The Cauchy problem on Rn+1 for C1,1 metrics

In this section we establish theorem 3.7 which gives the existence, uniqueness and causal sup-
port results we need concerning solutions to the Cauchy problem for the wave equation on
Rn+1 for a C1,1 metric.

The proof follows from lemmas 3.1, 3.2, 3.3 below, which cover a slightly more general
version of the Cauchy problem. The basic technique is to employ a Chruściel–Grant regu-
larisation of the metric [19] (see details in appendix A) to obtain a family of smooth metrics
(gε)ε∈(0,1] which converge to g in the C1 topology, have uniformly bounded second deriva-
tives on compact sets and satisfy J+ε (K) ⊂ J+(K) for every compact subset K ⊂ M and ε > 0.
This enables us to obtain the required solution of the wave equation by taking a suitable limit
of solutions to the smooth equation as ε→ 0 while preserving the causal support properties.
Lemma 3.1 provides a detailed form of the energy estimates which proves crucial in the tran-
sition to the non-smooth setting. The causal support properties follow from lemma 3.5. Note
that although lemma 3.2 shows the existence of a generalised Colombeau solution [15] to a cor-
responding generalised Cauchy problem the main result of this section, theorem 3.7, concerns
a classical weak solution and does not require explicitly referring to the Colombeau solution
used in the proof.

As a basic setup, we consider a Lorentzian metric g of signature (+,−, . . . ,−) on R
n+1

with spatial components (−hi j)1�i, j�n and the corresponding wave operator

Pu := g00∂
2
t u + 2

n∑
j=1

g0 j∂x j∂tu −
n∑

i, j=1

hi j∂xi∂x ju +
n∑

j=1

a j∂x ju + a0∂tu + bu

(3.1)

where all coefficients are supposed to be real-valued, smooth, and bounded in all orders of
derivatives. Moreover we assume that there exist positive constants τmin, τmax, λmin, λmax such
that

τmin � g00(t, x) � τmax (3.2)

λmin|ξ|2 �
∑

i, j

hi j(t, x)ξiξ j � λmax|ξ|2 (3.3)

for all (t, x) ∈ Rn+1 and for all ξ ∈ Cn. It follows from theorem 23.2.2 in [20] or
theorem 2.6 in [21] that for initial data u0, u1 ∈ H∞(Rn) (see appendix A) and right-hand side

5
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f ∈ H∞((0, T) × R
n) ⊂ C∞([0, T] × R

n) the Cauchy problem

Pu = f onΩT := (0, T) × R
n, u|t=0 = u0, ∂tu|t=0 = u1 (3.4)

has a unique solution u which belongs to C([0, T], Hs+1(Rn)) ∩ C1([0, T], Hs(Rn)) ∩
Hs+1((0, T) × Rn) for every s ∈ R. In the following lemma we provide an explicit energy
estimate with s = 1.

Lemma 3.1. Let u ∈ C([0, T], H2(Rn)) ∩ C1([0, T], H1(Rn)) ∩ H2((0, T) × Rn) such that
Pu ∈ L2([0, T], H1(Rn)) and denote ũ0 := u(0, ·) and ũ1 := ∂ tu(0, ·). Then we have

‖u‖C([0,T],H2(Rn)) + ‖u‖C1([0,T],H1(Rn)) � eβT
(
‖ũ0‖H2(Rn) + ‖ũ1‖H1(Rn) + ‖Pu‖L2([0,T],H1(Rn))

)
.

where β = C/min(τmin,λmin) with the constant C � 0 depending only on the L∞(ΩT)-norms
of the coefficients g, a, b and their first-order derivatives.

Proof. We show how to derive the energy estimate in terms of application of P to any function
u ∈ H∞(Rn+1): we may write

2 Re(Pu∂t ū) = ∂tT +

n∑
j=1

∂x jX j + Y (3.5)

where

T (u(t, x); t, x) =g00(t, x)|∂tu(t, x)|2 +
n∑

i, j=1

hi j(t, x)∂xiu(t, x) ∂x ju(t, x)

X j(u(t, x); t, x) =2g0 j(t, x)|∂tu(t, x)|2 − 2 Re
n∑

i=1

h ji(t, x) ∂xi u(t, x) ∂tu(t, x)

and

Y(u(t, x); t, x) =

⎛⎝−g00,0(t, x) − 2
n∑

j=1

g0 j, j(t, x) + a0(t, x)

⎞⎠ |∂tu(t, x)|2

+

n∑
j=1

2 Re

(
n∑

i=1

hi j,i(t, x) + a j(t, x)

)
∂x ju(t, x) ∂tu(t, x)

− Re
n∑

i, j=1

hi j,0(t, x) ∂xi u(t, x) ∂x ju(t, x) + b(t, x)u(t, x)∂tu(t, x).

Here we have used the notation fi,μ for ∂xμ fi, where Greek indices range from 0 to n and x0 := t.
Considering time t as a parameter and integrating equation (3.5) over the spatial domain Rn,
we obtain

d
dt

∫
Rn
T (u(t, x); t, x)d(x1, . . . , xn)

= 2 Re
∫
Rn

(Pu∂tu)(t, x)d(x1, . . . , xn) −
∫
Rn

Y(u(t, x); t, x)d(x1, . . . , xn) (3.6)

where we have used that
∫
Rn∂x jX j(u(t, x); t, x)d(x1, . . . , xn) = 0 for all j = 1, . . . , n and

for all t ∈ [0, T], since x �→ u(t, x) belongs to H1(Rn) and the latter possesses C∞
c (Rn)

6
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as a dense subspace. Using the notation gμ· for the vector (gμ j)n
j=1 and divgμ·

for its divergence, we may estimate Y(u(t, x); t, x) as follows:

|Y(u(t, x); t, x)| � ‖g00,0 + 2 div g0· − a0‖L∞(ΩT )|∂tu(t, x)|2

+ max
1�i�n

(
n ‖ div hi·‖L∞(ΩT ) + ‖ai‖L∞(ΩT )

)⎛⎝ n∑
j=1

|∂x ju(t, x)|2 + |∂tu(t, x)|2
⎞⎠

+ n max
1�i, j�n

‖hi j,0‖L∞(ΩT )

n∑
j=1

|∂x ju(t, x)|2

+
1
2
‖b‖L∞(ΩT )

(
|u(t, x)|2 + |∂tu(t, x)|2

)
� C1|∂tu(t, x)|2 + C2

n∑
j=1

|∂x ju(t, x)|2 + C3|u(t, x)|2.

We note that ∫
Rn
|Y(u(t, x); t, x)|d(x1, . . . , xn) � Cg′,a,b‖u(t, ·)‖2

H̃1(Rn)

with Cg′,a,b :=max(C1, C2, C3) depending only on the L∞(ΩT)-norms of the coefficients g, a, b
and of the first-order derivatives of g. (See appendix B for the definition of H̃1(M).) Moreover
we have

Cmin

(
‖∂tu(t, ·)‖2

L2(Rn) + ‖∇u(t, ·)‖2
L2(Rn)

)
�

∫
Rn
T (u(t, x); t, x)d(x1, . . . , xn)

� Cmax

(
‖∂tu(t, ·)‖2

L2(Rn) + ‖∇u(t, ·)‖2
L2(Rn)

)
where Cmin :=min(τmin,λmin) and Cmax :=max(τmax,λmax). We observe that
|2 Re(Pu∂tu)(t, x)| � |Pu(t, x)|2 + |∂tu(t, x)|2. Using the fundamental theorem of calculus we
may write

|u(t, x)|2 = |u(0, x)|2 +
∫ t

0
∂s|u(s, x)|2 ds � |u(0, x)|2 +

∫ t

0
|∂su(s, x)|2 ds +

∫ t

0
|u(s, x)|2 ds

and integration over the spatial variables yields

Cmin‖u(t, ·)‖2
L2(Rn)

� Cmax

(
‖u(0, ·)‖2

L2(Rn) +

∫ t

0
‖∂su(s, ·)‖2

L2(Rn) ds +
∫ t

0
‖u(s, ·)‖2

L2(Rn) ds

)
(3.7)

where we have deliberately multiplied by Cmin � Cmax. Integrating equation (3.6) with respect
to the time variable from 0 to t we obtain∫

Rn
T (u(t, ·); t, ·)dV

�
∫
Rn
T (u(0, ·); 0, ·)dV + 2 Re

∫ t

0

∫
Rn

(Pu∂tu)(s, ·)dVds +
∫ t

0

∫
Rn
|Y(u(s, ·); s, ·)|dVds.

7
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We will from now on write ũ0 := u(0, ·) and ũ1 := ∂ tu(0, ·). Upon adding inequality (3.7) we
get ∫

Rn
T (u(t, ·); t, ·)dV + Cmin‖u(t, ·)‖2

L2(Rn) �
∫
Rn
T (u(0, ·); 0, ·)dV

+ 2 Re
∫ t

0

∫
Rn

(Pu ∂tu)(s, ·)dVds +
∫ t

0

∫
Rn
|Y(u(s, ·); s, ·)|dVds

+ Cmax

(
‖ũ0‖2

L2(Rn) +

∫ t

0
‖∂su(s, ·)‖2

L2(Rn) ds +
∫ t

0
‖u(s, ·)‖2

L2(Rn) ds

)
.

Employing the bounds Cmin

(
‖∂tu(t, ·)‖2

L2(Rn)
+ ‖∇u(t, ·)‖2

L2(Rn)

)
�

∫
RnT (u(t, ·); t, ·)dV and∫

RnT (u(0, ·); 0, ·)dV � Cmax

(
‖ũ1‖2

L2(Rn)
+ ‖∇ũ0‖2

L2(Rn)

)
as well as the other estimates and

rearranging terms, we arrive at

Cmin

(
‖u(t, ·)‖2

L2(Rn) + ‖∂tu(t, ·)‖2
L2(Rn) + ‖∇u(t, ·)‖2

L2(Rn)

)
� Cmax

(
‖ũ0‖2

L2(Rn) + ‖ũ1‖2
L2(Rn) + ‖∇ũ0‖2

L2(Rn)

)
+

∫ t

0
‖Pu(s, ·)‖2

L2(Rn) ds

+ (1 + max (C1, C2, C3))
∫ t

0

(
‖u(s, ·)‖2

L2(Rn) + ‖∂su(s, ·)‖2
L2(Rn) + ‖∇u(s, ·)‖2

L2(Rn)

)
ds

(3.8)

where

C1 = 1+‖g00,0 + 2 div g0 · − a0‖L∞(ΩT )+max
1�i�n

(
n ‖div hi ·‖ L∞(ΩT ) + ‖ai‖L∞(ΩT )

)
+
‖b‖L∞(ΩT )

2
,

C2 = max
1�i�n

(
n ‖div hi ·‖ L∞(ΩT ) + ‖ai‖L∞(ΩT )

)
+ n max

1�i, j�n
‖hi j,0‖L∞(ΩT ),

C3 =
1
2
‖b‖L∞(ΩT ).

Gronwall’s inequality [22, chapter XVIII, sections 5 and 2.2] then yields the a priori energy
estimate

sup
0�t�T

(
‖u(t, ·)‖2

H1(Rn) + ‖∂tu(t, ·)‖2
L2(Rn)

)
� C−1

min

(
Cmax

(
‖ũ0‖2

L2(Rn) + ‖ũ1‖2
L2(Rn) + ‖∇ũ0‖2

L2(Rn)

)
+ ‖Pu‖2

L2(ΩT )

)
· eβT

where β :=C−1
min(1 + max(C1, C2, C3)).

To obtain similar estimates for spatial derivatives ∇u = (∂x1u, . . . , ∂xn u)T of u, we first
divide the equation by g00:

∂2
t u + 2

n∑
j=1

g0 j

g00
∂x j∂tu −

n∑
i, j=1

hi j

g00
∂xi∂x ju+

n∑
j=1

a j

g00
∂x ju +

a0

g00
∂tu +

b
g00

u =
Pu
g00

.

8
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Differentiating this equation with respect to xk yields

∂2
t ∂xk u + 2

n∑
j=1

g0 j,kg00 − g0 jg00,k

g2
00

∂x j∂tu + 2
n∑

j=1

g0 j

g00
∂x j∂t∂xk u −

n∑
i, j=1

hi j,kg00 − hi jg00,k

g2
00

∂xi∂x ju

−
n∑

i, j=1

hi j

g00
∂xi∂x j∂xk u+

n∑
j=1

a j,kg00 − a jg00,k

g2
00

∂x ju+
n∑

j=1

a j

g00
∂x j∂xk u +

a0,kg00 − a0g00,k

g2
00

∂tu

+
a0

g00
∂t∂xk u +

b,kg00 − bg00,k

g2
00

u +
b

g00
∂xk u =

(Pu),kg00 − (Pu)g00,k

g2
00

. (3.9)

Multiplying by g00 we may write this as

P∂xk u + 2
n∑

j=1

(
g0 j,k −

g0 j

g00
g00,k

)
∂x j∂tu −

n∑
i, j=1

(
hi j,k −

hi j

g00
g00,k

)
∂xi∂x ju

+

n∑
j=1

(
a j,k −

a j

g00
g00,k

)
∂x ju

= (Pu),k −
Pu
g00

g00,k −
(

a0,k −
a0

g00
g00,k

)
∂tu −

(
b,k −

b
g00

g00,k

)
u

(3.10)

where we have brought all terms which do not contain spatial derivatives ∂xk u to the right-hand
side. Multiplying by ∂t∂xk u and summing over 1 � k � n, we get

2 Re
n∑

k=1

P(∂xk u)∂t∂xk u = ∂t

n∑
k=1

T (∂xk u) +
n∑

k, j=1

∂x jX j(∂xk u) +
n∑

k=1

Y(∂xk u) + Z(∇u)

= 2
n∑

k=1

Re

(((
(Pu),k −

Pu
g00

g00,k

)
−
(

a0,k −
a0

g00
g00,k

)
∂tu −

(
b,k −

b
g00

g00,k

)
u

)
∂t∂xk u

)
︸ ︷︷ ︸

=:F(u(t,x);t,x)

(3.11)

where the whole expression depends on (t, x) and X and Y are defined exactly as before. The
additional term Z collects all terms from (3.10) which are of lower order with respect to ∂xk u
(that is, they contain spatial derivatives of order 2 at most). We have

Z(∇u(t, x); t, x) = 2 Re

⎛⎝2
n∑

j,k=1

(
g0 j,k −

g0 j

g00
g00,k

)
∂x j∂tu ∂xk∂tu

−
n∑

i, j,k=1

(
hi j,k −

hi j

g00
g00,k

)
∂xi∂x ju ∂xk∂tu

+

n∑
j,k=1

(
a j,k −

a j

g00
g00,k

)
∂x ju ∂xk∂tu

⎞⎠
9
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and it is easy to see that Z can be estimated as follows:

|Z (∇u(t, x); t, x) | � 2n
n∑

i=1

|∂t∂xi u(t, x)|2 max
1� j,k�n

‖g0 j,k − g0 j∂xk ln g00‖L∞(ΩT )

+ n2
n∑

i=1

(
‖∂xi∇u(t, x)‖2+‖∂t∇u(t, x)‖2

)
max

1� j,k�n
‖hi j,k− hi j∂xk ln g00‖L∞(ΩT )

+ n
n∑

i=1

(
|∂xi u(t, x)|2 + ‖∂t∇u(t, x)‖2

)
max

1�k�n
‖ai,k − ai∂xk ln g00‖L∞(ΩT )

and thus ∫
Rn
|Z (∇u(t, x); t, x) |dV

� Cg′,a′

⎛⎝‖∂t∇u(t, ·)‖2
L2(Rn) + ‖∇u(t, ·)‖2

L2(Rn) +

n∑
j=1

‖∂x j∇u(t, ·)‖2
L2(Rn)

⎞⎠
= Cg′,a′

(
‖∂t∇u(t, ·)‖2

L2(Rn) + ‖∇u(t, ·)‖2
H1(Rn)

)
where ‖∇u(t, x)‖2 :=

∑n
k=1 |∂xk u(t, x)|2 and Cg′,a′ depends only on the L∞(ΩT)-norms of the

coefficients g, a and their first-order derivatives. Moreover, we have

|F(u(t, x); t, x)| �
n∑

k=1

(
|(Pu),k(t, x)|2 + |Pu(t, x)|2‖∂xk ln g00‖L∞(ΩT ) + 2|∂t∂xk u(t, x)|2

)
+ max

1�k�n
‖a0,k − a0∂xk ln g00‖L∞(ΩT )

n∑
k=1

(
|∂tu(t, x)|2 + |∂t∂xk u(t, x)|2

)
+ max

1�k�n
‖b,k − b ∂xk ln g00‖L∞(ΩT )

n∑
k=1

(
|u(t, x)2|+ |∂t∂xk u(t, x)|2

)
and therefore∫

Rn
|F (u(t, x); t, x) |dV � Cg′00

‖Pu(t, ·)‖2
H1(Rn)

+ Cg′00,a′0,b′

(
‖u(t, ·)‖2

L2(Rn) + ‖∂tu(t, ·)‖2
L2(Rn) + ‖∂t∇u(t, ·)‖2

L2(Rn)

)
.

We may now proceed as in the proof for the basic energy estimate (3.8), following the steps
from (3.6) to (3.8). Upon integrating equation (3.11) over the spatial domain Rn, we get

n∑
k=1

∫
Rn

T (∂xk u; t, ·)dV �
n∑

k=1

∫
Rn

T (∂xk u; 0, ·)dV +

n∑
k=1

∫ t

0

∫
Rn

|Y(∂xk u; t, ·)|dVds

+

∫ t

0

∫
Rn

|Z(∇u; s, ·)|dVds+
∫ t

0

∫
Rn

|F(∇u; s, ·)|dVds

10
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and by employing the estimates for Y, Z, and F, we arrive at an energy estimate for ∇u (recall
that

∫
Rn |Y(∂xk u; t, ·)|dV � Cg′,a,b‖∂xk u(t, ·)‖2

H̃1(Rn)
):

Cmin

(
‖∇u(t, ·)‖2

L2(Rn) + ‖∂t∇u(t, ·)‖2
L2(Rn) +

n∑
k=1

‖∂xk∇u(t, ·)‖2
L2(Rn)

)

� Cmax

(
‖∇u0‖2

L2(Rn) +‖∇u1‖2
L2(Rn)+

n∑
k=1

‖∂xk∇u0‖2
L2(Rn)

)
+Cg′,a,b

∫ t

0

n∑
k=1

‖∂xk u(s, ·)‖2
H̃1(Rn) ds

+ Cg′,a′

∫ t

0

(
‖∂s∇u(s, ·)‖2

L2(Rn) + ‖∇u(s, ·)‖2
L2(Rn) +

n∑
k=1

‖∂xk∇u(t, ·)‖2
L2(Rn)

)
ds

+ Cg′00

∫ t

0
‖Pu(s, ·)‖2

H1(Rn) ds + Cg′00,a′0,b′

∫ t

0

(
‖u(s, ·)‖2

L2(Rn) + ‖∂su(s, ·)‖2
H1(Rn)

)
ds

which we may also write as

Cmin

(
‖∇u(t, ·)‖2

H1(Rn) + ‖∂t∇u(t, ·)‖2
L2(Rn)

)
� Cmax

(
‖∇u0‖2

H1(Rn) + ‖∇u1‖2
L2(Rn)

)
+ Cg′,a′,b′

∫ t

0

(
‖∇u(s, ·)‖2

H1(Rn) + ‖∂s∇u(s, ·)‖2
L2(Rn)

)
ds

+ Cg′00

∫ T

0
‖Pu(s, ·)‖2

H1(Rn) ds + Cg′00,a′0,b′

∫ T

0

(
‖u(s, ·)‖2

L2(Rn) + ‖∂su(s, ·)‖2
L2(Rn)

)
ds

where Cg′ ,a′,b′ contains L∞(ΩT)-norms of at most first-order derivatives of the coefficients
g, a, b. Applying Gronwall’s inequality then results in an energy estimate for the spatial
derivative vector ∇u,

sup
0�t�T

(
‖∇u(t, ·)‖2

H̃1(Rn) + ‖∂t∇u(t, ·)‖2
L2(Rn)

)
� C−1

min

(
Cmax

(
‖∇u0‖2

H1(Rn) + ‖∇u1‖2
L2(Rn)

)
+ Cg′00

∫ T

0
‖Pu(s, ·)‖2

H1(Rn) ds + Cg′00,a′0,b′

∫ T

0

(
‖u(s, ·)‖2

L2(Rn) + ‖∂su(s, ·)‖2
L2(Rn)

)
ds

)
e
˜β1T

(3.12)

where β̃1 :=C−1
minCg′ ,a′,b′ . Employing the basic energy estimate (3.8) to estimate ‖u(s, ·)‖2

L2(Rn)

and ‖∂su(s, ·)‖2
L2(Rn)

in terms of the restrictions ũ0, ũ1 and Pu, we arrive at

‖u‖C0([0,T],H2(Rn)) + ‖u‖C1([0,T],H1(Rn)) � eβT
(
‖ũ0‖H2(Rn) + ‖ũ1‖H1(Rn) + ‖Pu‖L2([0,T],H1(Rn))

)
.

�

To prepare for the extension to the Colombeau solutions, we proceed by discussing higher-
order energy estimates. Applying the operator ∂xl to equation (3.9) and afterwards multiplying
by g00 we essentially get a system of the form P(∇2u) = Q(2)(Σ2u) + R(2)(Σ2Pu), where Q2 is

11
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a PDO of order 3, containing time derivatives of at most order 1, and R is a purely spatial PDO
of order 2. Here we have used the notation

∇1u := (∂x1u, . . . , ∂xn u)T,

∇r+1u := ∇1∇ru,

Σru := (u, . . . , u)T
nr .

Thus the terms produced by Q(2)(Σ2u) are either lower-order terms in ∇2u or terms with less
than two spatial derivatives of u. In the first case, they can be dealt with just as the generic
lower-order terms appearing in P(∇2u). In the second case, they can be interpreted as source
terms on the right-hand side, just as the term R(2)(Σ2Pu). More generally, we obtain

P(∇ru) = Q(r)(Σru) + R(r)(ΣrPu) (3.13)

where Q(r) is a PDO of order r + 1, containing time derivatives of at most order 1, and R(r) is
a purely spatial PDO of order r. Moreover, the coefficients of Q(r) and R(r) depend on spatial
derivatives of the metric g of at most order r. It is important to note that all principal coefficients
of Q(r) depend only on gμν , aμ, b and on derivatives gμν,ρ (0 � ρ � n). In particular, they can
be viewed as lower-order terms of an operator Pr, which has the same principal symbol as P.
The energy estimate following from (3.13) is of the form

sup
0�t�T

‖∇ru(t, ·)‖2
H̃1(Rn) � C−1

min

(
Cmax

(
‖∇ru0‖2

H1(Rn) + ‖∇ru1‖2
L2(Rn)

)
+ Cg′00

∫ T

0
‖Pu(s, ·)‖2

Hr(Rn) ds +Cg(r),a(r),b(r)

∫ T

0

(
‖u(s, ·)‖2

Hr−1(Rn) + ‖∂su(s, ·)‖Hr−1(Rn)

)
ds
)

eβrT

(3.14)

where βr depends only on gμν , aμ, b and on derivatives gμν,ρ.
Summing up, we obtain energy estimates for ∇ru and ∂ t∇ru for r ∈ N0. Equation (3.1)

itself then immediately provides an estimate for ∂2
t u as well. Similarly, equation (3.9) allows

us to estimate ∂2
t ∂xk u in terms of (mixed) derivatives of order � 1 in the time variable.

More generally, equation (3.13) directly provides estimates for ∂2
t ∇ru (r ∈ N) in terms of

(mixed) derivatives of order � 1 in the time variable. To get estimates for mixed derivatives
∂m

t ∇ru of order m � 3 in the time variable, we may apply the operator ∂ l
t to equation (3.13),

yielding

P(∇r∂ l
t u) = Q(r)(Σr∂ l

t u) + R(r)(Σr∂ l
t Pu) + Q̃(r,l)(Σru) + R̃(r,l)(ΣrPu) (3.15)

where Q̃(r,l) is a PDO of order r + l with time derivatives only up to order l − 1 and R̃(r,l) is a
PDO of order r + l − 1 with time derivatives up to order l − 1. The first term in P(∇r∂ l

t u) is
g00∇r∂ l+2

t u. Thus, starting with l = 1, we immediately obtain energy estimates for all mixed
derivatives of the form ∇r∂3

t u. In the next step, we can show energy estimates for ∇r∂4
t u,

and proceed iteratively to get energy estimates for all mixed derivatives ∇r∂m
t u as well. These

estimates are direct consequences of (3.15), once estimates for the terms with time deriva-
tives of lower order have been established (there is no need for a Gronwall argument). How-
ever, a perhaps more elegant viewpoint is that for any r, l ∈ N, equation (3.15) also implies
H̃1-estimates for ∇r∂ l

tu in terms of initial data and source terms via the energy estimate (3.8)
for the operator P. Again, it is important to note that the principal coefficients of Q̃(r,l) and
R̃(r,l) only depend on gμν , aj, b and on first derivatives gμν,ρ. Higher-order derivatives of the

12
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coefficients will only enter in the lower order terms and thus do not show up in the exponent
after applying Gronwall’s inequality. In the following lemma we refer to Colombeau theoretic
notions which are summarised in appendix A.

Lemma 3.2. We consider the initial value problem (3.4) with generalised functions as
coefficients and data and assume that

(a) The components of g as well as the lower-order coefficients aμ and b belong to GL∞(Rn+1),
(b) There exist constants τmin > 0 and λmin > 0 such that gε

00(t, x) � τmin(log(1/ε))−1 and∑
i, jh

ε
i j(t, x)ξiξ j � λmin(log(1/ε))−1|ξ|2 for all (t, x) ∈ Rn+1, ξ ∈ Cn and for all ε < ε0,

(c) All coefficients gμν , aμ, b as well as all derivatives gμν,ρ are of L∞-log-type.

Then, given initial data u0, u1 ∈ GL2 (Rn) and right-hand side f ∈ GL2 (ΩT ), the Cauchy
problem (3.4) has a unique solution u ∈ GL2 (ΩT).

Proof. We fix a symmetric representative of g and representatives of all lower-order coef-
ficients, initial data, and right-hand side. As noted above, we have smooth solutions uε ∈
C∞([0, T], H∞(Rn)) to the corresponding classical initial value problems for each ε < ε0. To
show moderateness, we apply lemma 3.1 and obtain

‖uε‖C0([0,T],H2(Rn)) + ‖uε‖C1([0,T],H1(Rn)) � eβ
εT
(
‖u0ε‖H1(Rn) + ‖u1ε‖L2(Rn) + ‖ fε‖L2([0,T],H1(Rn))

)
.

where (eβ
ε
) is moderate thanks to the log-type condition on the coefficients and their first

derivatives as well as the positivity condition (b). Thus the estimate shows that (‖uε‖H1(ΩT ))
and (‖∇uε‖H1(ΩT )) are moderate. For r � 2, the higher-order estimates (3.14) for the spatial
derivative vector ∇ruε then imply that (‖∇ruε‖H1(ΩT )) is also moderate (for any r ∈ N), since
all principal coefficients of the operators on the right-hand side of equation (3.13) only depend
on (gε

μν), (aε
μ), (bε) and on first derivatives (gε

μν,ρ), all of which are of L∞−log-type.
An iterative application of the higher-order estimates for spatial derivatives (3.14),

sup
0�t�T

‖∇ruε(t, ·)‖2
H̃1(Rn) �

(
Cε

max

(
‖∇ru0ε‖2

H1(Rn) + ‖∇ru1ε‖2
L2(Rn)

)

+Cgε
′

00

∫ T

0
‖ fε(s, ·)‖2

Hr(Rn) ds +C
g(r)
ε ,a(r)

ε ,b(r)
ε

∫ T

0
‖uε(s, ·)‖2

H̃r−1(Rn) ds
) eβ

ε
r T

Cε
min

,

starting with r � 2 then establishes moderateness of ‖∇ruε‖H1(ΩT ) for all r ∈ N0, since 1/Cε
min

is of logarithmic growth in ε (and thus moderate), Cε
max, Cε

g′ , C
g(r)
ε ,a(r)

ε ,b(r)
ε

are of moderate

growth and βε
r is of L∞-log-type (where βε

r depends on Cε
min and (first derivatives of) gε, aε,

and bε). Finally, the corresponding energy estimates for mixed derivatives following from
equation (3.15) yield moderateness of ‖∇r∂ l

t uε‖H1(ΩT ) as well. Note that only the princi-
pal coefficients will be exponentiated in the Gronwall inequality. Thus the important obser-
vation in all these higher-order estimates is that the principal coefficients on both sides
of equation (3.15) only depend on gε

μν , aε
μ, bε and on derivatives gε

μν,ρ, all of which are of
L∞-log-type.

In total this implies that for all r, l ∈ N0 there exists m ∈ N0 such that ‖∇r∂ l
t uε‖2

L2(ΩT )
=

O(ε−m) as ε→ 0 and thus [(uε)ε>0] ∈ GL2 (ΩT ). To show uniqueness of the generalised solution
in GL2 (ΩT ), we assume negligible initial data (ũ0ε), (ũ1ε) ∈ NL2 (Rn) and right-hand side ( f̃ ε) ∈
NL2 (ΩT). Then the same energy estimates we used for moderateness yield negligibility of the
solution [(ũε)ε>0]. �
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In the next lemma we want to identify conditions on the coefficients and data of a low-
regularity Cauchy problem (3.4) such that the corresponding generalised Cauchy problem,
obtained via regularisation, has a unique solution u ∈ GL2 (ΩT ) and, moreover, this solution
admits a distributional shadow.

Lemma 3.3. We consider the Cauchy problem (3.4) where all coefficients are supposed
to be globally bounded and Lipschitz continuous on Rn+1 and satisfy estimates accord-
ing to (3.2) and (3.3). Then, given initial data (u0, u1) ∈ H2(Rn) × H1(Rn) and right-hand
side f ∈ L2([0, T], H1(Rn)), we consider the corresponding generalised Cauchy problem
obtained via convolution regularisation of all coefficients and data. Then the unique gener-
alised solution according to lemma 3.2 has a distributional shadow ũ ∈ C0([0, T], H2(Rn)) ∩
C1([0, T], H1(Rn)) ∩ H2(ΩT) which is also the unique weak solution.

Proof. We note that standard convolution regularizations of the coefficients and data pro-
vide ε-parametrized families of smooth approximations which guarantee the assumptions in
lemma 3.2. Thus, we obtain a unique generalised solution. We aim at showing that any repre-
sentative (uε) of the solution is a Cauchy net. To this end we apply the variant of the energy
estimate in lemma 3.1, implicit in the proof (see also (3.8)), with order of spatial Sobolev norms
reduced by one (except for the initial data): applying the operator Pε to the difference uε − uε̃,
we obtain

‖uε − uε̃‖C0([0,T],H1(Rn)) + ‖uε − uε̃‖C1([0,T],L2(Rn))

� eβεT
(
‖u0ε − u0ε̃‖H1(Rn) + ‖u0ε − u0ε̃‖L2(Rn) + ‖P(uε − uε̃)‖L2(ΩT )

)
, (3.16)

where βε is bounded uniformly in ε thanks to the hypotheses on the non-smooth coefficients.
We may write

Pε(uε − uε̃) = fε − Pεuε̃ = fε − fε̃ − (Pε − Pε̃)uε̃.

Considering the regularity of the initial data and right-hand side, it is easy to see that (uε) is a
Cauchy net, if for all η > 0 there exists ε0 such that ‖(Pε − Pε̃)uε̃‖L2(ΩT ) < η for all ε̃ < ε � ε0.
We have

‖(Pε − Pε̃)uε̃‖L2(ΩT )

� ‖gε
00 − gε̃

00‖L∞(ΩT )‖∂2
t uε̃‖L2(ΩT ) + 2

n∑
j=1

‖gε
0 j − gε̃

0 j‖L∞(ΩT )‖∂x j∂tuε̃‖L2(ΩT )

+

n∑
i, j=1

‖hε
i j − hε̃

i j‖L∞(ΩT )‖∂xi∂x juε̃‖L2(ΩT ) +

n∑
j=1

‖aε
j − aε̃

j‖L∞(ΩT )‖∂x juε̃‖L2(ΩT )

+ ‖aε
0 − aε̃

0‖L∞(ΩT )‖∂tuε̃‖L2(ΩT ) + ‖bε − bε̃‖L∞(ΩT )‖uε̃‖L2(ΩT )

�
n∑

μ,ν=0

‖gε
μν − gε̃

μν‖L∞(ΩT )‖uε̃‖H2(ΩT ) +

n∑
μ=0

‖aε
μ − aε̃

μ‖L∞(ΩT )‖uε̃‖H1(ΩT )

+ ‖bε − bε̃‖L∞(ΩT )‖uε̃‖L2(ΩT ).

Since all coefficients are bounded and Lipschitz continuous, we obtain converge of their regu-
larising families in the L∞-norm, hence it suffices to show that ‖uε̃‖H2(ΩT ) is bounded uniformly
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in ε. First, observe that the energy estimate (3.8) implies that ‖uε̃‖H1(ΩT ) = O(1) as ε→ 0. The
energy estimate for ∇u, inequality (3.12),

sup
0�t�T

‖∇uε̃(t, ·)‖2
H̃1(Rn) � C−1

min

(
Cmax

(
‖∇u0

ε̃‖2
H1(Rn) + ‖∇u1

ε̃‖2
L2(Rn)

)
+ Cg′00

∫ T

0
‖ fε̃(s, ·)‖2

H1(Rn) ds + Cg′00,a′0,b′

∫ T

0

(
‖uε̃(s, ·)‖2

L2(Rn) + ‖∂suε̃(s, ·)‖2
L2(Rn)

)
ds
)

e
˜βε̃1T

then implies that ‖uε̃‖H2(ΩT ) = O(1) as ε→ 0 as well. Going back to (3.16), we thus have
shown that (uε) is indeed a Cauchy net in the norm L∞([0, T], H1(Rn)) and (∂ tuε) is a Cauchy
net in the norm L∞([0, T], L2(Rn)). Hence the unique generalised solution u ∈ GL2 (ΩT) has a
distributional limit ũ ∈ C([0, T], H1(Rn)) ∩ C1([0, T], L2(Rn)). However, we can deduce even
better regularity from the properties of the net (uε). For any t ∈ [0, T] and any ϕ ∈ D(Rn), we
have

|〈∂x j∂xk ũ(t, ·),ϕ〉| = | lim
ε→0

〈∂x j∂xk uε(t, ·),ϕ〉| � lim
ε→0

|〈∂x j∂xk uε(t, ·),ϕ〉| � C‖ϕ‖L2(Rn)

since ‖uε(t, ·)‖H2(Rn) = O(1) as ε→ 0 and we already have uniform convergence of (uε(t, ·)) in
H1(Rn) by the Cauchy net estimate and hence as a distribution. It follows that ∂x j∂xk u0(t, ·) ∈
L2(Rn) and therefore u0 ∈ C0([0, T], H2(Rn)). Moreover we have

|〈∂x j∂tũ(t, ·),ϕ〉| = | lim
ε→0

〈∂x j∂tuε(t, ·),ϕ〉| � lim
ε→0

|〈∂x j∂tuε(t, ·),ϕ〉| � C̃‖ϕ‖L2(Rn)

and thus ũ ∈ C1([0, T], H1(Rn)). Similarly we can show that ∂xμ∂xk ũ ∈ L2(ΩT ) for 0 � μ � n
and 1 � k � n. In addition, multiplying the equation Pεuε = fε by (gε

00)−1, it is easy to see that
‖∂2

t uε‖L2(ΩT ) = O(1) as ε→ 0, implying that ∂2
t ũ ∈ L2(ΩT ) as well. Summing up, we have

obtained a distributional shadow ũ of the generalised solution with

ũ ∈ C0([0, T], H2(Rn)) ∩ C1([0, T], H1(Rn)) ∩ H2(ΩT ).

In the last part of the proof we show that the distributional shadow ũ of the generalised solution
is the unique weak solution to the Cauchy problem. The proof follows the line of arguments
in the proof of [14, corollary 4.6]. First note that both ũ and ∂t ũ are continuous and thus, by
construction of ũ, the initial conditions are satisfied. The Cauchy net estimate (3.16) implies
that uε → ũ as ε→ 0 in the norm H1(ΩT). Our aim is to prove that P ũ = f in a suitable weak
sense. Due to boundedness and Lipschitz continuity of the coefficients we immediately obtain
L2-convergence of all first-order terms and H1-convergence of all zero-order terms:

n∑
μ=0

aε
μ∂xμuε

ε→0−−−→
n∑

μ=0

aμ∂xμ ũ in L2(ΩT) and bεuε
ε→0−−−→b ũ in H1(ΩT)

We claim that

P(2)
ε uε := gε

00∂
2
t uε + 2

n∑
j=1

gε
0 j∂x j∂tuε −

n∑
i, j=1

hε
i j∂xi∂x juε

ε→0−−−→g00∂
2
t ũ + 2

n∑
j=1

g0 j∂x j∂tũ −
n∑

i, j=1

hi j∂xi∂x j ũ =: P(2)ũ

15
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weakly∗ in L2(ΩT). Since there exists C > 0 such that ‖uε‖H2(ΩT ) � C for all ε < ε0, we know
that the set {u1/n| n ∈ N} is bounded in H2(ΩT). By the weak compactness theorem, this implies
that there exists a weakly∗ convergent subsequence (u1/nk

)k∈N with limit ṽ ∈ H2(ΩT) (cf [23,
theorem 6.64]) and indeed ṽ = ũ since we already know from the Cauchy net estimate that
u1/nk

→ ũ in H1(ΩT) as k →∞. Therefore ∂μ∂νu1/nk
converges weakly∗ to ∂μ∂ν ũ in L2(ΩT)

and we have for any ϕ ∈ L2(ΩT):

|〈P(2)
1/nk

u1/nk
,ϕ〉 − 〈P(2)ũ,ϕ〉| = |〈(P(2)

1/nk
− P̃(2))u1/nk

,ϕ〉 − 〈P(2)(ũ − u1/nk
),ϕ〉|

� |〈(P(2)
1/nk

− P(2))u1/nk
,ϕ〉|+ |〈P(2)(ũ − u1/nk

),ϕ〉| → 0

as k →∞. To see this, observe that the first term goes to zero because the coefficients of P1/nk

converge to those of P̃ in L∞(ΩT) as k →∞ and (u1/nk
)k∈N is bounded in H2(ΩT); the second

term vanishes as well in the limit k →∞ since u1/nk
converges to ũ in H2(ΩT) as k →∞. We

provide the explicit calculation for the g00-term (the others can be treated similarly):

|〈g1/nk
00 ∂2

t u1/nk
,ϕ〉 − 〈g00 ∂

2
t ũ,ϕ〉| = |〈(g1/nk

00 − g00)∂2
t u1/nk

,ϕ〉 − 〈g00(∂2
t ũ − ∂2

t u1/nk
),ϕ〉|

� ‖g1/nk
00 − g00‖L∞(ΩT )‖u1/nk

‖L2(ΩT )‖ϕ‖L2(ΩT )

+ ‖g00‖L∞(ΩT )‖∂2
t ũ − ∂2

t u1/nk
‖L2(ΩT )‖ϕ‖L2(ΩT ) → 0 (k →∞).

This shows that for any ϕ ∈ L2(ΩT),

〈P ũ,ϕ〉 = lim
ε→0

〈Pε uε,ϕ〉 = lim
ε→0

〈 fε,ϕ〉 = 〈 f ,ϕ〉

and thus ũ is indeed a weak solution of the initial value problem.
To show uniqueness of the weak solution, we suppose that there exists another solution

w̃ ∈ H2(ΩT ) ∩ C([0, T], H1(Rn)) ∩ C1([0, T], L2(Rn)) such that P w̃ = f and (w̃, ∂tw̃)|t=0 =
(u0, u1). We may regularise this solution so that wε → w̃ as ε→ 0 in H2(ΩT) and
(wε, ∂ twε)|t=0 → (u0, u1) in H1(Rn) × L2(Rn). The following estimate then shows that Pεwε →
P w̃ = f in L2(ΩT) as ε→ 0:

‖Pεwε − P w̃‖L2(ΩT )

= ‖Pεwε − Pε w̃ + Pε w̃ − P w̃‖L2(ΩT ) � ‖Pε(wε − w̃)‖L2(ΩT ) + ‖(Pε − P)w̃‖L2(ΩT )

� C‖wε − w̃‖H2(ΩT ) +
n∑

μ,ν=0

‖gε
μν − gμν‖L∞(ΩT )‖w̃‖H2(ΩT )

+

n∑
μ=0

‖aε
μ − aμ‖L∞(ΩT )‖w̃‖H1(ΩT ) + ‖bε − b‖L∞(ΩT )‖w̃‖L2(ΩT ) → 0 (ε→ 0).

Here we have only used the H2(ΩT)-convergence of wε to w̃ as ε→ 0. Denoting by (uε)ε a
representative of the generalised solution and applying the basic energy estimate (3.8) to the
difference uε − wε then yields

1
C

sup
0�t�T

(
‖uε(t, ·) − wε(t, ·)‖2

H1(Rn) + ‖∂tuε(t, ·) − ∂twε(t, ·)‖2
L2(Rn)

)
� ‖(uε − wε)|t=0‖2

L2(Rn)

+‖(∂tuε − ∂twε)|t=0‖2
L2(Rn) + ‖∇(uε − wε)|t=0‖2

L2(Rn) + ‖ fε − Pε wε‖2
L2(ΩT ).
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Letting ε→ 0 we obtain ũ = w̃ in C([0, T], H1(Rn)) ∩ C1([0, T], L2(Rn)). �

Remark 3.4. The required conditions for the existence of a distributional shadow (and weak
solution) are weaker than those that would be required in a similar result based on transforming
the equation (3.1) into a first-order system as in [24], since the lower-order coefficients of this
system would contain derivatives of the principal coefficients of equation (3.1) and therefore
gμν ∈ C1,1(Rn+1) would be necessary (instead of mere Lipschitz continuity). However, for a
wave equation derived from the Laplace–Beltrami operator of a Lorentzian metric g,

�gu =

n∑
μ,ν=0

| det g|− 1
2 ∂μ

(
| det g| 1

2 gμν∂νu
)
= gμν(∂μ∂νu + Γρ

μν∂ρu) = f ,

where Γρ
μν =

1
2 gρσ(gσμ,ν + gσν,μ − gμν,σ), the lower-order coefficients contain derivatives of

the metric and thus the metric has to be C1,1 anyway in order to obtain a distributional shadow
of the generalised solution.

Lemma 3.5. Consider the Cauchy problem (3.4) where all coefficients are globally bounded
and Lipschitz continuous onRn+1 and satisfy (3.2) and (3.3). Then, given vanishing initial data
and right-hand side f ∈ L2([0, T]), H1(Rn)) with supp( f ) ⊂ J+(K) for some compact set K, the
unique distributional weak solution ū+ of the advanced problem given by lemma 3.3 satisfies
the causal support condition

supp(ū+) ⊂ J+(supp( f )).

Proof. Let u+
ε be the unique solution of the corresponding advanced problem for the regu-

larised metric gε where the right-hand side f is not necessarily smooth. Note that upon taking
K slightly larger, we may assume that supp( f ) ⊂ J+ε (K) for ε sufficiently small.

By lemmas 3.1 and 3.2 we can obtain u+
ε as a limit α→ 0 of u+

ε,α where (u+
ε,α)α>0 is a

Colombeau representative of the unique generalised solution with fixed smooth gε-coefficients
and right-hand side being the class of a convolution regularisation ( fα)α>0. By the smooth
theory we have for every ε and every α that

supp(u+
ε,α) ⊆ J+ε (supp( fα)). (3.17)

At fixed ε and as α→ 0 we have in terms of monotonically decreasing sets
⋂

α>0supp(fα) =
supp( f ), i.e. supp(fα) ↘ supp( f ). By closedness of the causal relation [3, lemma A.5.5] we
obtain that

J+ε (supp( fα)) ↘ J+ε (supp( f )). (3.18)

Let ψ be a test function such that supp(ψ) ∩ J+ε (supp( f )) = ∅. By (3.17) and (3.18) there exists
someα0 > 0 such that supp(ψ) ∩ J+ε (supp( fα)) = ∅ for allα < α0. Therefore 〈u+

ε,α,ψ〉 = 0 for
every α < α0; taking the limit α→ 0 we obtain 〈u+

ε ,ψ〉 = 0 and therefore

supp(u+
ε ) ⊆ J+ε (supp( f )).

Now let ψ have support disjoint from J+(supp( f )). Then, by the causal properties of the
Chruściel–Grant regularisation (cf proposition A.1), we have that supp(ψ) is also disjoint from
J+ε (supp( f )) for every ε > 0.

17
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Therefore, 〈u+
ε ,ψ〉 = 0 for every such ψ and for every ε > 0, showing that supp(u+) ⊆

J+ε (supp( f )) for every ε > 0, hence supp(ū+) ⊂ J+(supp( f )). �

Remark 3.6. More generally for non-zero initial data one has

supp(ū+) ⊂ J+(supp( f ) ∪ supp(u0) ∪ supp(u1)).

The proof of this follows from the above result by recasting the smoothed version of the
problem as an equivalent inhomogeneous problem with zero initial data and a right-hand side
incorporating u0 and u1.

Theorem 3.7. Consider the Cauchy problem (3.4) where all coefficients are globally
bounded and Lipschitz continuous on Rn+1 and satisfy (3.2) and (3.3). Then, given initial data
(u0, u1) ∈ H2(Rn) × H1(Rn) and f ∈ L2([0, T]), H1(Rn), there exists a unique distributional
weak solution u ∈ C([0, T], H2(Rn)) ∩ C1([0, T], H1(Rn)) ∩ H2(ΩT). Furthermore u satisfies
the causal support condition

supp(u) ⊂ J(supp( f ) ∪ supp(u0) ∪ supp(u1)).

Proof. The existence and uniqueness of the weak solution follow from lemma 3.3 and the
causal support condition follows from lemma 3.5 together with remark 3.6 applied to both the
past and future. �

4. The Cauchy problem for C1,1 globally hyperbolic spacetimes

4.1. Causality results for C1,1 spacetimes

In this paper we will be considering solutions of the wave equation on orientable spacetimes
(M, g) endowed with a C1,1 metric. Note that although the metric is only C1,1 we will always
assume that the manifold has a smooth structure. The concept of global hyperbolicity (for
smooth metrics) was introduced by Leray [25] as a condition to ensure the existence of unique
solutions to hyperbolic equations and in particular the Cauchy problem for the wave equation is
well-posed for smooth globally hyperbolic spacetimes [3, theorem 3.2.11 p 84ff]. For our situa-
tion it is therefore natural to consider globally hyperbolic spacetimes with C1,1 metrics. Global
hyperbolicity is the strongest of the conditions on (M, g) in the causal hierarchy of spacetimes
[26] and recently there has been considerable interest in looking at the causal properties of
low-regularity spacetimes [8, 18]. It was shown explicitly by Chrusćiel [27] that essentially all
of causality theory for smooth spacetimes goes through to the C2 case. However in the proofs
of these results an important role is played by the Gauss lemma and the existence of totally nor-
mal (convex) neighbourhoods whose existence is not at all obvious in the C1,1 case. However
it was shown in [8, 28, 29] that such neighbourhoods do exist and the exponential map gives
a local lipeomorphism. This enables essentially the whole of the results of standard smooth
causality theory to go through to the C1,1 case (see [8, 29] for details).

For spacetimes with a C2 metric there are four equivalent notions of global hyperbolicity
(see for example [26, section 3.11 p 340ff.]). These are:

(a) Compactness of the causal diamonds and causality4,
(b) Compactness of the space of causal curves connecting two points and causality [25],

4 As shown by Bernal and Sánchez the requirement of strong causality in the classical definition of global hyperbolicity
can be weakened to only require causality [30].
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(c) Existence of a Cauchy hypersurface,
(d) The metric splitting of the spacetime.

For C1,1 spacetimes we will adopt the first definition. However for non-totally imprisoned
[31] C0 spacetimes (and hence in particular for globally hyperbolic C1,1 spacetimes) these
four definitions remain equivalent [17]. See also [18, theorem 2.45] for a more general notion
formulated in terms of closed cone structures.

In our constructions below we will make use of time functions and temporal functions. A
time function is a function that is strictly increasing along every causal curve while a temporal
function has the additional property that its gradient is everywhere past-directed and time-
like. It is shown by Minguzzi [18 theorem 2.30] (see also [32]) that for a stably causal closed
cone structure (and hence in particular for a C1,1 globally hyperbolic spacetime) there exists
a smooth temporal function t : M → R. Furthermore every globally hyperbolic closed cone
structure is the domain of dependence of a stable Cauchy surface (see definition below) Σ, so
that M = D(Σ) and that M is the topological product R× Σ where the first projection is t and
the level surfaces Στ = {x ∈ M : t(x) = τ} are diffeomorphic to Σ [18, theorem 2.42]. So that
although the metric is only C1,1 the topological splitting remains smooth.

In the case of a smooth metric Bernal and Sánchez [33] show that given a smooth space-
like Cauchy hypersurface Σ there exists a smooth temporal function t such that Σ = t−1(0).
However in the case of a non-smooth metric the temporal function they construct will not be
smooth. To generalise the results of [33] to the non-smooth case we need the concept of a
stable Cauchy hypersurface introduced by Minguzzi in [18]. These are Cauchy hypersurfaces
which are also Cauchy hypersurfaces for some metric g′ � g with strictly wider lightcones
than g.

Bernard and Suhr [34, corollary 2.4] show that a smooth spacelike Cauchy hypersurface
is a stable Cauchy hypersurface and that furthermore one can construct a smooth temporal
function such that Σ = t−1(0) [34, theorem 1]. A full discussion of this issue is given in the
paper by Minguzzi [35]. The approach in [35] is complementary to that in [34] and consists
of using topological arguments to show that the causal cones can be widened while preserving
the Cauchy property of the hypersurface. One may then use the methods of Bernal and Sánchez
[33] to construct a smooth time function with Σ = t−1(0) which as shown in [18] is a smooth
temporal function for the original spacetime (M, g). See [35, theorem 2.22] for details. Indeed
given two smooth spacelike Cauchy hypersurfaces Σ0 and Σ1 with Σ1 ⊂ J+(Σ0)\Σ0 one can
find a smooth temporal function t that interpolates between them so that Σ0 ⊂ t−1(0) and Σ1 ⊂
t−1(1) [35, theorem 2.23].

4.2. Existence and uniqueness

In this section we extend the results of section 3 to a globally hyperbolic C1,1 spacetime (M, g).
The main result is theorem 4.7 which establishes the existence and uniqueness of H2

loc(M)
solutions to the wave equation for a globally hyperbolic C1,1 spacetime. We start by obtaining
an energy inequality which we use to establish uniqueness and the causal support properties
of solutions to the wave equation.

Lemma 4.1 (energy inequality) [4, lemma 7.4.4]. Let (M, g) be an (n + 1)-dimensional
C1,1 globally hyperbolic spacetime with Σ a smooth spacelike n-dimensional Cauchy surface
and t a smooth temporal function such that Σ = Σ0 := t−1(0). Let U ⊂ M be an open set with
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compact closure and let U+ :=U ∩ J+(Σ) be such that ∂U ∩ Ū+ is achronal. Then if u is a
(weak) H2

loc(M) solution of �gu = f where f ∈ L2
loc(M) then

‖u‖H̃1(Στ∩U+) � K
(
‖u‖H̃1(Σ0∩U+) + ‖ f ‖L2(Uτ )

)
(4.1)

where Uτ = {q ∈ U : 0 � t(q) � τ}.

Proof. To establish the energy inequality we follow Hawking and Ellis by applying the
divergence theorem to an enhanced energy–momentum tensor [4, lemma 7.4.4]. Let

(1)
T αβ :=∇αu∇βu − 1

2

(
gρσ∇ρu∇σu

)
gαβ.

be the energy momentum tensor of the scalar field. Then
(1)
T αβ has vanishing divergence and

satisfies the dominant energy condition. We now follow [4] and modify this by adding on the
term

(0)
T αβ := − 1

2
gαβu2

to obtain

Sαβ =
(0)
T αβ +

(1)
T αβ

which still satisfies the dominant energy condition. Let ξα = ∇αt, then we obtain the
required inequality by applying the divergence theorem to Sαβξα over the region Uτ =
{q ∈ U : 0 � t(q) � τ}. In order to do this we require that div(Sαβξα) should be integrable
with respect to the volume form νg, and this is guaranteed by the compactness of Ū and the
fact that our solution is in H2

loc(M). In fact it is enough that the weak solutions have two
derivatives in L2

loc(M, g) if the metric and the timelike vector field are in the space C0,1 (see
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[36]). The boundary of Uτ consists of three parts; the level surface Στ ∩ Ū+, the level surface
Σ0 ∩ Ū+ and the remainder which we denoteH. Because of the dominant energy condition and
the fact that ∂U ∩ Ū+ is achronal, the contribution to the surface integral from H is positive.
We therefore obtain the following inequality:∫

Στ∩Ū+
Sαβξαξβμτ −

∫
Σ0∩Ū+

Sαβξαξβμ0 �
∫

Uτ

∇α(Sαβξβ)νg (4.2)

where νg is the volume form on Uτ given by g, and μτ is the volume form induced by g on Στ .
We now define an energy type integral

E(τ ) =
∫
Στ∩Ū+

Sαβξαξβμτ .

Then on Ū this is equivalent [37] to the restricted Sobolev norm (B.3)

C1‖u‖H̃1(Στ∩Ū+) � E(τ ) � C2‖u‖H̃1(Στ∩Ū+).

Note that since the solution u is in H2
loc(M) we have well-defined traces in H̃1(Σ). In terms of

the energy norm we may write (4.2) in the form

E(τ ) � E(0) +
∫

Uτ

((∇αSαβ)ξβ + Sαβ∇αξβ)νg.

Repeated application of the Cauchy–Schwarz inequality and �gu = f then gives [37]

E(τ ) � E(0) + C1‖ f ‖2
L2(Uτ ) + C2

∫ τ

0
E(s)ds (4.3)

which on applying Gronwall’s inequality gives

E(τ ) �
(

E(0) + C1‖ f ‖2
L2(Uτ )

)
eC2τ .

In terms of the Sobolev type norms this gives

‖u‖H̃1(Στ∩U+) � K
(
‖u‖H̃1(Σ0∩U+) + ‖ f ‖L2(Uτ )

)
.

�
We now use the energy inequality (4.1) to prove uniqueness of the solution as well as the causal
support properties of the solution to the Cauchy problem.

Proposition 4.2 (uniqueness) Let (M, g) be a (connected, oriented, time oriented,) glob-
ally hyperbolic (n + 1)-dimensional Lorentzian manifold with C1,1 metric and Σ a smooth
n-dimensional spacelike Cauchy surface. Let u be a (weak) H2

loc(M) solution of

�gu = f

with f ∈ H1
loc(M), which satisfies the initial conditions

u|Σ = u0,

∇nu|Σ = u1, where n is the unit normal toΣ

with (u0, u1) ∈ H2(Σ) × H1(Σ). Then u is unique.
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Proof. Let q ∈ M and without loss of generality suppose that q ∈ I+(Σ). Then since our
spacetime is globally hyperbolic we may find a p such that q ∈ I−(p) ∩ I+(Σ) :=U where by
C1,1 causality theory U has compact closure [8]. Now suppose there exist two solutions u and
ũ to the above initial value problem. Then applying lemma 4.1 to û := u − ũ over the region
U+ gives

‖û‖H̃1(Στ∩U+) � K‖û‖H̃1(Σ0∩U+) = 0.

Hence ‖û‖H̃1(Στ∩U+) = 0 so that û and ∇û vanish in U+. Since q is arbitrary the solution is
unique in D+(Σ). A similar result applies to D−(Σ), so we have uniqueness in the whole of
M = D(Σ). �

Proposition 4.3 (causal support) Let (M, g) be a connected, oriented, time oriented,
globally hyperbolic (n + 1)-dimensional Lorentzian manifold with C1,1 metric, Σ0 a smooth
spacelike n-dimensional Cauchy surface and t a smooth temporal function such that t−1(0) =
Σ0. Let u ∈ C0

(
R, H2(Σt)

)
∩ C1

(
R, H1(Σt)

)
∩ H2

loc(M) be a (weak) solution to the initial
value problem

�gu = f on M,

u = u0 onΣ0,

∇n = u1 onΣ0.

Then supp(u) ⊂ J (supp(u0) ∪ supp(u1) ∪ supp( f )).

Proof. We prove the result for J+. A similar proof holds for J−. Let V =
J+ (supp(u0) ∪ supp(u1) ∪ supp( f )) and suppose q ∈ M\V. Then we may find a point
p ∈ D+(Σ0) such that q ∈ I−(p) ∩ I+(Σ0) and u and ∇u vanish on J−(p) ∩ Σ0 and f vanishes
on J−(p) ∩ J+(Σ0). Now let U = I−(p) ∩ I+(Σ0) and apply (4.3) on this region to obtain

‖u‖H̃1(Στ∩J+(Σ0)∩I−(p)) � K
(
‖u‖H̃1(Σ0∩J−(p)) + ‖ f ‖L2(J+(Σ0)∩J−(p))

)
, for 0 � τ � t(p).

But by the choice of p the right-hand side vanishes, so u must also vanish in the region U with
τ in the range 0 � τ � t(p). Hence u vanishes on a neighbourhood of q. Since q was arbitrary,
u vanishes on M\V which proves the result. �

To establish existence on M, we need the following two lemmas from Ringström [5]. In both
cases the proof given in [5] for the smooth case goes through to that of a C1,1 metric unchanged.

Lemma 4.4 (Ringström [5, lemma 12.5]). Let (M, g) be an (n + 1)-dimensional Lorentzian
manifold with C1,1 metric and Σ a smooth spacelike n-dimensional submanifold. If p ∈ S there
is a chart (U, x) with p ∈ U and x = (x0, x1, . . . , xn) such that q ∈ U ∩ Σ if and only if q ∈ U
and x0(q) = 0. Furthermore we may choose x so that ∂

∂x0 is the future directed unit normal to
Σ for q ∈ Σ ∩ U.

If we fix ε > 0 and let gμν := g
(

∂
∂xμ , ∂

∂xν

)
, then we can assume U to be such that |g0i| � ε, i =

1, . . . , n on U. If we let a = g00(p) and b > 0 be such that gij(p) regarded as a positive definite
matrix is bounded below by b (i.e. gij(p)ξiξj > b|ξ|2) then we may assume that g00(q) < a/2
and gij(q) regarded as a positive definite matrix is bounded below by b/2 for q ∈ U.

Lemma 4.5 (Ringström [5, lemma 12.16]). Let (M, g) be a (connected, oriented, time ori-
ented,) globally hyperbolic (n + 1)-dimensional Lorentzian manifold with C1,1 metric and Σ
a smooth spacelike n-dimensional Cauchy surface. Let t be a (smooth) temporal function (as
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given by [34, 35]) with t−1(0) = Σt0 . If p ∈ Σt0 there is an ε > 0 and open neighbourhoods U,
W of p such that

(a) The closure of W is compact and contained in U;
(b) If q ∈ W and τ ∈ [t0 − ε, t0 + ε], then J+(Στ ) ∩ J−(q) is compact and contained in U;
(c) There is a chart (U,φ) with φ = (x0, . . . , xn) and x0 = t, such that there exist a, b > 0 with

g00(q) < −a and gij(q)ξiξj � bδijξ
iξj for q ∈ U;

(d) For any compact K ⊂ U there is a C1,1 matrix valued function h on Rn+1 such that hμν =
gμ,ν ◦ φ−1 on φ−1(K) and such that there are positive constants a1, b1c1 with h00 � −a1,
hijξ

iξj � b1δijξ
iξj and |hμν| � c1 on all of Rn+1.

Note that although the proof is identical to that in [5] it relies on the C1,1 causality results
of [8] and [34, theorem 1]. Note also that in point (d) above the matrix valued function is only
C1,1 rather than smooth as it is in [5, lemma 12.16].

We are now in a position to establish existence.

Proposition 4.6 (existence for compactly supported source and initial data) Let
(M, g) be a time oriented (n + 1)-dimensional Lorentzian manifold with C1,1 metric and Σ
a smooth spacelike n-dimensional hypersurface. Let t be a smooth temporal function with
t−1(0) = Σ and let n be the future directed timelike unit normal to Σ. Given initial data
(u0, u1) ∈ H2

comp(Σ) × H1
comp(Σ) and source f ∈ H1

comp(M), then there exists a (weak) solution
u ∈ C0

(
R, H2(Σt)

)
∩ C1

(
R, H1(Σt)

)
∩ H2

loc(M) to the initial value problem

�gu = f on M,

u = u0 onΣ,

∇nu = u1 onΣ.

Proof. We again closely follow Ringström [5, theorem 12.17]. Let K1 ⊂ Σ be a compact
set such that supp(u0) ∪ supp(u1) ⊂ K1 and K2 ⊂ M a compact set such that supp( f ) ⊂ K2.
Let t1 > 0 and define Rt1 to be the set of q such that 0 � t(q) � t1. Then Rt1 is closed and
K3 = K2 ∩ Rt1 is compact. The union of I+(p) for p ∈ I−(Σ) is an open cover of K1 ∪ K3,
so there is a finite number of points p1, . . . , p� such that the I+(pi) are a finite subcover of
K1 ∪ K3. Note that the set F =

⋃�
i=1 J+(pi) ∩ J−(Σt1 ) is compact and that if there is a solution

in Rt1 it has to be zero in Rt1\F by proposition 4.3. We now show that there is a solution in the
compact set Rt1 ∩ F.

Let Fτ :=F ∩ Στ . Let 0 � τ < t1 and assume we have a solution in the function space spec-
ified in the proposition up to time τ , i.e. on Rτ or for every Rs with 0 � s < τ . We now extend
the solution to the future of τ . For every p ∈ Fτ there are neighbourhoods Up, Wp and εp with
the properties of lemma 4.5. By compactness there is a finite number of points p̃i, . . . , p̃N such
that the Wp̃i cover Fτ . Let 0 < ε � min {ε p̃1 , . . . , ε p̃N} be such that

Fs ⊂
N⋃

i=1

Wp̃i (4.4)

for all s ∈ [τ − ε, τ + ε]. Now let s1 ∈ [τ − ε, τ ] be such that there is a solution, in the function
space specified in the proposition up to and including s1 and let p ∈ Fs for any s ∈ [s1, τ + ε].
Then Kp := J−(p) ∩ J+(Σs1 ) is compact and contained in one of the charts, say (Up̃k ,φ). Let
χ ∈ C∞

0 (Up̃k ) be such that χ(q) = 1 for all q ∈ Kp. Then we use our solution up to time s1

to define new initial data on Σs1 given by ũ0 := (χu)|Σs1
∈ H2(Σs1 ) and ũ1 := (χ∇nu)|Ss1

∈
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H1(Σs1 ) and source f̃ :=χ f . These all have their support within Up̃k so we may use the chart
(Up̃k ,φ) to regard these as data and source on the whole of Rn and Rn+1 respectively. We
may also extend the Lorentz metric gμν ◦ φ−1 to a Lorentz matrix-valued function hμν on the
whole of Rn+1 which coincides with gμν ◦ φ−1 on Kp. We may therefore regard the tildered
version as an initial value problem on Rn+1. The third condition of lemma 4.5 and the fact
that the solution is in C0

(
R, H2(Σt)

)
∩ C1

(
R, H1(Σt)

)
∩ H2

loc(M) ensures that we may apply
lemma 3.3 to obtain a solution on Rn+1 which on φ(Up̃k ) may be transferred back to give a
solution on Kp. In the region Vp := I−(p) ∩ J+(Σs1 ) we define u to be this solution. In the region
Vp ∩ Vq then uniqueness ensures that the two potential solutions coincide. We now define O1 to
be the union of the Vp for p ∈ Fs, s ∈ [s1, τ + ε] then the above construction defines a unique
solution in O1. Note that the interior of O1 contains Fs for all s ∈ (s1, τ + ε). Now define O2

to be the set of points for which s1 � t(q) < τ + ε and for which q /∈ F. We want to define the
solution to be zero in this set, however we need to check that there is no contradiction for
points in both O1 and O2. If q ∈ O2 ∩ O1 with t(q) > s1 then both u and ∇u vanish at
J−(q) ∩ Ss1 and f vanishes in J−(q) ∩ J+(Σs1 ). Furthermore there is an r such that q ∈ Vr ⊂ O1.
So by uniqueness the solution defined on O1 has to vanish for a sufficiently small neighbour-
hood at q.

In summary we have shown that if there exists a solution for all s < τ or up to time τ in the
required function space, we get a solution in the same space on the larger region Rτ+ε for some
ε > 0. Let A be the set of s ∈ [0,∞) such that there is a solution up to time s. Taking τ = 0 in
the above we have a solution on Rε so A is not empty. We have also shown that if τ ∈ A then
a solution exists for [0, τ + ε), so that for any τ > 0 we may find an open interval containing
τ in which a solution exists. Thus A is open in the relative topology of [0,∞). Finally we
note that by definition A is also closed in [0,∞) because it contains its limit points. Then this
set is open, closed and non-empty, so it must be the whole of [0,∞) and we have a solution
for all future times. By an analogous argument interchanging past and future we also have a
solution for all past times and hence on the whole of M. �

Theorem 4.7 (global existence and uniqueness) Let (M, g) be a connected, oriented,
time oriented (n + 1)-dimensional Lorentzian globally hyperbolic manifold with C1,1 metric
and Σ a smooth spacelike n-dimensional Cauchy hypersurface. Let t be a smooth temporal
function with t−1(0) = Σ and let n be the future directed timelike unit normal to Σ.

Given initial data (u0, u1) ∈ H2(Σ) × H1(Σ) and source f ∈ C0
(
R, H1(Σt)

)
∩ H1

loc(M)
then there exists a unique (weak) solution u ∈ C0

(
R, H2(Σt)

)
∩ C1R, H1(Σt) ∩ H2

loc(M) to the
initial value problem

�gu = f on M,

u = u0 onΣ,

∇nu = u1 onΣ.

Moreover supp(u) ⊂ J (supp(u0) ∪ supp (u1) ∪ supp( f )).

Proof. Let p be any point to the future of Σ. Then Kp = J−(p) ∩ J+(Σ) is a compact set. Let
χ ∈ C∞

0 (M) be such thatχ(q) = 1 for all q ∈ Kp. Now define f ′ = χ f, u0
′ = χu0 and u1

′ = χu1.
Then by proposition 4.6 there is a unique solution u′ to the primed initial value problem. Now
set u = u′ in Vp := I−(p) ∩ J+(Σ). Similarly given some other point p̃ to the future of Σ there
is a unique solution ũ′ to the initial value problem in Vp̃ := I−( p̃) ∩ J+(Σ) and we may set
u = ũ′ in Vp̃. If we now consider some further point q ∈ Vp ∩ Vp̃ then by uniqueness the two
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potential solutions, given by u′ and ũ′ respectively, agree in Vp ∩ Vp̃, so there is no contradic-
tion in setting u = u′ in Vp and u = ũ′ in Vp̃ since u′ = ũ′ in the intersection. Thus we have a
solution on the whole of D+(Σ). A similar argument gives us a solution on D−(Σ) and hence
on the whole of M. The solution is unique by proposition (4.2) and satisfies the causal support
condition by proposition (4.3).

�
We also want to show that the initial value problem is well-posed in the sense of corollary

4.11 below. For solutions in H1
loc(M) this follows immediately from the energy estimate (4.1).

But well-posedness in H2
loc(M) requires a higher order estimate which we now establish.

Lemma 4.8. For each compact subset K ⊂ M there exists a δ > 0 with the follow-
ing property: if (u0, u1) ∈ H2(Σ) × H1(Σ) with supp(uj) ⊂ K ∩ Σ (j = 1, 2) and f ∈ H1(M)
with supp( f ) ⊂ K, then the (weak) solution u ∈ C0(R, H2(Σt)) ∩ C1(R, H1(Σt)) ∩ H2

loc(M) of
�gu = f with initial data (u0, u1) satisfies the energy inequality

‖u‖C0([0,δ],H2(Σt)) + ‖u‖C1([0,δ],H1(Σt )) � C
(
‖u0‖H2(Σ) + ‖u1‖H1(Σ) + ‖ f ‖H1(M)

)
.

(4.5)

Proof. We use a similar approach to that in the existence proof given in [3, theorem 3.2.11].
For every p ∈ K there are neighbourhoods Up, Wp and εp > 0 with the properties of lemma

4.5. By compactness there is a finite number of points p1, . . . , pN such that the corresponding
Wpj cover K. Now let {χ j}N

j=1 be a partition of unity of K subordinate to the Wpj .
We now define

u0, j :=χ ju0, u1, j :=χ ju1, f j :=χ j f ,

so that

u0 =

N∑
j=1

u0, j, u1 =

N∑
j=1

u1, j, f =

N∑
j=1

f j.

We also define

Kj := supp(u0, j) ∪ supp(u1, j) ∪ supp( f j) ⊂ K ∩ supp(χ j) ⊂ Wpj.

Let uj be the (weak) solution of the initial value problem

�u j = f j, u j|Σ = u0, j, ∇nu j|Σ = u1, j.

We will employ (an implicit choice of a temporal function in terms of) the diffeomorphism
M ∼= R× Σ and slightly abuse notation from now on by considering all functions u, uj etc
to be defined already on products I × Σ, where I is some open interval, thus suppressing the
transfers of functions via restrictions of the underlying global diffeomorphism.

By point two of lemma 4.5 there exists an εpj > 0 such that(
(−2εpj, 2εpj) × Σ

)
∩ J(Kj) ⊂ Upj. (4.6)

Let δ = min{εp1 , . . . , εpN}. Given the solutions uj of the local problem we may extend them
by zero on all of (−2δ, 2δ) × Σ and sum them to give our unique solution

u =
N∑

j=1

u j, on (−2δ, 2δ) × Σ.
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Since by (4.6) each of the uj lie entirely within some chart (Upj,φpj) we may regard the initial
value problem as one on I × Rn where I is an interval chosen sufficiently large such that the
images of (−2δ, 2δ) × Σ under all the φpj are contained in I × Rn.

Then the third condition of lemma 4.5 enables us to transfer the basic energy estimate
according to lemma 3.1 from I × Rn to ones for uj on Uj ⊂ M to give

‖u j‖C0([0,δ],H2(Σ)) + ‖u j‖C1([0,δ],H1(Σ)) � Cj

(
‖u0, j‖H2(Σ) + ‖u1, j‖H1(Σ) + ‖ f j‖L2([0,δ],H1(Σ))

)
.

Now u =
∑

juj so that

‖u‖C0([0,δ],H2(Σ)) + ‖u‖C1([0,δ],H1(Σ)) �
N∑

j=1

(
‖u j‖C0([0,δ],H2(Σ)) + ‖u j‖C1([0,δ],H1(Σ))

)

�
N∑

j=1

Cj

(
‖u0, j‖H2(Σ) + ‖u1, j‖H1(Σ) + ‖ f j‖L2([0,δ],H1(Σ))

)

�
N∑

j=1

Cj

(
‖u0‖H2(Σ) + ‖u1‖H1(Σ) + ‖ f ‖L2([0,δ],H1(Σ))

)
� C

(
‖u0‖H2(Σ) + ‖u1‖H1(Σ) + ‖ f ‖L2([0,δ],H1(Σ))

)
,

where we may replace ‖ f ‖L2([0,δ],H1(Σ)) by the larger value ‖ f ‖H1(M), since f ∈ H1
comp(M). �

We remark that in the above proof (and formulation of the result) we have replaced the
norm ‖ f ‖L2([0,δ],H1(Σ)) by ‖ f ‖H1(M), which is valid for f ∈ H1

comp(M), to avoid the need to
specify a particular choice of a temporal function.

Proposition 4.9 (global higher energy estimates) Let (M, g) be a time oriented (n +
1)-dimensional Lorentzian manifold with C1,1 metric and Σ a smooth spacelike n-dimensional
hypersurface. Let t be a smooth temporal function with Σ = t−1(0) and let n be the future
directed timelike unit normal to Σ.

Given initial data (u0, u1) ∈ H2
comp(Σ) × H1

comp(Σ) and source f ∈ H1
comp(M), then the

(weak) solution u ∈ C0
(
R, H2(Σt)

)
∩ C1

(
R, H1(Σt)

)
∩ H2

loc(M) satisfies

‖u‖C0([0,T],H2(Σ)) + ‖u‖C1([0,T],H1(Σ)) � C
(
‖u0‖H2(Σ) + ‖u1‖H1(Σ) + ‖ f ‖H1(M)

)
for any interval [0, T].

Proof. We first use lemma 4.8 to obtain an estimate for the data û0 := u|Σδ
and

û1 :=∇nu|Σδ
induced by u on Σδ . It follows from (4.5) and the fact that u ∈ C0(R, H2(Σt)) ∩

C1(R, H1(Σt)) ∩ H2
loc(M) that

‖û0‖H2(Σδ ) + ‖û1‖H1(Σδ ) � C̃
(
‖u0‖H2(Σ) + ‖u1‖H1(Σ) + ‖ f ‖H1([0,δ]×Σ)

)
.

Now applying lemma 4.8 to the initial surface Σδ we obtain a δ̂ > δ such that

‖u‖C0([δ,δ̂],H2(Σ)) + ‖u‖C1([δ,δ̂],H1(Σ)) � Ĉ
(
‖û0‖H2(Σδ ) + ‖û1‖H1(Σδ ) + ‖ f ‖H1([δ,δ̂]×Σ)

)
� Ĉ

(
C̃
(
‖u0‖H2(Σ) + ‖u1‖H1(Σ) + ‖ f ‖H1([0,δ]×Σ)

)
+ ‖ f ‖H1([δ,δ̂]×Σ)

)
� C1

(
‖u0‖H2(Σ) + ‖u1‖H1(Σ) + ‖ f ‖H1([0,δ̂]×Σ)

)
.
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Combining the two energy inequalities on [0, δ] and [δ, δ̂] we have

‖u‖C0([0,δ̂],H2(Σ)) + ‖u‖C1([0,δ̂],H1(Σ))

� ‖u‖C0([0,δ],H2(Σ)) + ‖u‖C1([0,δ],H1(Σ)) + ‖u‖C0([δ,δ̂],H2(Σ)) + ‖u‖C1([δ,δ̂],H1(Σ))

� C
(
‖u0‖H2(Σ) + ‖ũ1‖H1(Σ) + ‖ f ‖H1([0,δ]×Σ)

)
+ C1

(
‖u0‖H2(Σ) + ‖u1‖H1(Σ) + ‖ f ‖H1([0,δ̂]×Σ)

)
� C2

(
‖u0‖H2(Σ) + ‖ũ1‖H1(Σ) + ‖ f ‖H1([0,δ̂]×Σ)

)
.

This shows that we may extend the energy inequality from [0, δ] to the larger time interval
[0, δ̂] by repeatedly applying lemma 4.8.

Similarly, for every τ ∈ [0, T] we may find a δ(τ ) > 0 such that lemma 4.8 applies to the
time interval (τ − δ(τ ), τ + δ(τ )) with initial data given on Στ . By compactness, finitely many
intervals (τ k − δ(τ k), τ k + δ(τ k)) (k = 1, . . . , m) cover [0, T] and the energy inequalities on
these may be combined. �

We now use the above proposition to obtain a spacetime energy inequality.

Proposition 4.10 (higher order spacetime energy estimates) Let (M, g) be a time
oriented (n + 1)-dimensional Lorentzian manifold with C1,1 metric andΣ a smooth spacelike n-
dimensional hypersurface. Given initial data (u0, u1) ∈ H2

comp(Σ) × H1
comp(Σ) and source f ∈

H1
comp(M), then the (weak) solution u satisfies the energy-inequality

‖u‖H2(K) � C
(
‖u0‖H2(Σ) + ‖u1‖H1(Σ) + ‖ f ‖H1(M)

)
. (4.7)

for any compact K ⊂ M.

Proof. Without loss of generality we may assume that K ⊂ [0, T] × Σ. Due to the regularity
of u ∈ C0(R, H2(Σt)) ∩ C1(R, H1(Σt)) we have control of the second order spatial derivatives,
the second order mixed derivatives and the lower order terms

max(‖∂i∂ ju‖L2(K), ‖∂ ju‖L2(K)) � C
(
‖u‖C0([0,T],H2(Σ))

)
, (4.8)

max(‖∂i∂tu‖L2(K), ‖∂tu‖L2(K)) � C
(
‖u‖C1([0,T],H1(Σ))

)
. (4.9)

In order to obtain the required estimate we also need to control ∂ ttu in the L2(K) norm. Using
�gu = f we have

‖g00∂ttu‖L2(K) = ‖ f + (−gti∂t∂i − gi j∂ j∂i + gαβΓγ
αβ∂γ)u‖L2(K)

From (4.8) and (4.9), the regularities of f and g, we obtain an L2 estimate for ∂ ttu,

‖∂ttu‖L2(K) = C1‖ f + (−gti∂t∂i − gi j∂ j∂i + gαβΓγ
αβ∂γ)u‖L2(K)

� C2
(
‖u‖C0([0,T],H2(Σ)) + ‖u‖C1([0,T],H1(Σ)) + ‖ f ‖L2(K)

)
.

Combining the above with proposition 4.9 completes the proof. �
Equation (4.7) implies the following result.

Corollary 4.11. The solution to the Cauchy problem described in theorem 4.7 is well-posed
in the sense that the solution map

Sol : H2(Σ) × H1(Σ) × H1
comp(M) → H2

loc(M), (u0, u1, f ) �→ u,

is continuous in the topologies coming from the respective Sobolev spaces (see appendix B).
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5. Green operators for C1,1 spacetimes

In this section we will define Green operators for �g on globally hyperbolic manifolds M
with C1,1 metrics. We will show existence and uniqueness of Green operators via the existence
of solutions to the wave equation with appropriate regularity and causal support. We define
below the notion of generalised hyperbolicity which will give us the required conditions in
this situation.

A spacetime (M, g) is said to satisfy the condition of generalised hyperbolicity if the inho-
mogeneous wave equation for zero Cauchy data is well-posed and causal. The precise choice of
function spaces in the definition of well-posedness depends upon the regularity of the metric.
In our case we give the following definition:

Definition 5.1 (generalised hyperbolicity). A C1,1 spacetime (M, g) satisfies the condi-
tion of generalised hyperbolicity if the following conditions hold

(a) Existence: for every f ∈ H1
comp(M) there exists a unique future solution u+ ∈ H2

loc(M, g)
such that

�gu+ = f on M

which satisfies the causal support condition supp(u+) ⊂ J+(supp( f )). Note that this con-
dition implies that on a Cauchy surface to the past of supp( f ) one must have zero initial
data. However the particular choice of such a Cauchy surface makes no difference to the
solution (see proof of theorem 5.2 below for more details).

(b) Uniqueness of causal solution: for every f ∈ H1
comp(M) there exists a unique past solution

u− ∈ H2
loc(M, g) such that

�gu− = f on M

which satisfies supp(u−) ⊂ J−(supp( f )) where we can choose any Cauchy surface to the
future of supp( f ) and solve the Cauchy problem going back in time.

(c) Well-posedness: we require that the maps f �→ u+ and f �→ u− are continuous maps from
H1

comp(M) → H2
loc(M) in the sense that ‖u±‖H2(K)� C±‖ f ‖H1(M) holds for any compact

subset K ⊂ M with suitable constants C± > 0.

Theorem 5.2. Let (M, g) be a globally hyperbolic time oriented (n + 1)-dimensional
Lorentzian manifold with C1,1 metric andΣ a smooth spacelike n-dimensional Cauchy surface.
Then (M, g) satisfies the condition of generalised hyperbolicity.

Proof. Theorem 4.7 shows that a globally hyperbolic C1,1 spacetime satisfies the condition
of generalised hyperbolicity to the future by considering the forward initial value problem

�gu+ = f on M, u+(Σ+) = 0, ∇nu+(Σ+) = 0,

where f ∈ H1
comp(M) and Σ+ is a smooth spacelike Cauchy hypersurface such that

J+(supp( f )) ∩Σ+ = ∅.
Note: if we were to choose some other smooth spacelike Cauchy hypersurface Σ̃+, which
also satisfies J+(supp( f )) ∩ Σ̃+ = ∅, then the corresponding solution is the same, since the
divergence theorem arguments used in lemma 4.1 apply and yield that the solution must vanish
in the region between Σ+ and Σ̃+.
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Similarly, theorem 4.7 shows it satisfies the condition of generalised hyperbolicity to the
past by considering the backwards initial value problem

�gu− = f on M, u−(Σ−) = 0, ∇nu−(Σ−) = 0.

where f ∈ H1
comp(M) and Σ− is a smooth spacelike Cauchy hypersurface such that

J−(supp( f )) ∩ Σ− = ∅. Again the solution is independent of the choice of Cauchy surface as
long as it satisfies the causal support condition. �

5.1. Green operators

The definition of the Green operators in the non-smooth setting will require us to choose
suitable spaces of functions as domain and range (see theorem 5.9). We therefore define the
following spaces:

V0 ={φ ∈ H2
comp(M) s.t.�gφ ∈ H1

comp(M)}

U0 =H1
comp(M) (5.1)

Vsc =
{
φ ∈ H2

loc(M) s.t.�gφ ∈ H1
loc(M)

and supp(φ) ⊂ J(K) where K is a compact subset of M}
Remark 5.3. Note that none of the spaces defined above depend upon the choice of
background metric used in the definition of the Sobolev spaces.

Definition 5.4. A linear map

G+ : H1
comp(M) → H2

loc(M)

satisfying the properties

(a) �gG+ = idH1
comp(M),

(b) G+�g|V0 = idV0 ,
(c) supp(G+( f )) ⊂ J+(supp( f )) for all f ∈ H1

comp(M),

is called an advanced Green operator for �g. A retarded Green operator G− is defined
similarly.

Remark 5.5.

(a) Clearly, the regularity condition in the definition of the space V0 was chosen to guarantee
that �gf, given f ∈ V0 belongs to the domain H1

comp(M) of the Green operators.
(b) In several proofs below we will show the identities in properties (a) and (b) to hold weakly,

i.e., when evaluated on test functions in D(M). However it can be shown using the results
of Hörmander [38, theorem 1.25] that if two such Sobolev functions have the same effect
on test functions then they are actually equal as Sobolev functions.

(c) The function spaces H2
loc(M) and H1

comp(M) used as target space and domain for
the Green operators are in perfect accordance with the theory of so-called regular
fundamental solutions for hyperbolic operators with constant coefficients5 (cf [39,
section 12.5]) as we sketch briefly in the following: let M be (n + 1)-dimensional

5 Of course, in case of the wave operator we even have explicit representations for the advanced and retarded
fundamental solutions E+ and E−, e.g., in [38, sections 6.2 and 7.4], but these are not required here.
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Minkowski space so that � has the symbol p(τ , ξ) = τ 2 − |ξ|2, which is hyper-
bolic with respect to the directional vectors (±1, 0) and produces the temper-

ate weight function p̃(τ , ξ) :=
√∑

|α|�0|∂αp(τ , ξ)|2 =
√

(τ 2 − ξ2)2 + 4(τ 2 + ξ2 + 2) �√
1 + τ 2 + ξ2 =: w1(τ , ξ). The unique fundamental solution E± with support in the half

space where ±t � 0 belongs to Bloc
∞,̃p, i.e., for every test function φ the Fourier transform

F (φE±) times p̃ is measurable and bounded. The advanced and retarded Green opera-
tors are then given by convolution G±f = E±∗ f for every f ∈ H1

comp(Rn+1) = E′(Rn+1) ∩
B2,w1 , where B2,w1 = {u ∈ S′|w1 · Fu ∈ L2} = H1(Rn+1). Finally, we may apply [39,
theorem 12.5.3 or theorem 10.1.24] to obtain G± f ∈ Bloc

2,̃p·w1
⊆ Bloc

2,w2
1

= H2
loc(R

n+1), since

p̃(τ , ξ)w1(τ , ξ) � w2
1(τ , ξ) = 1 + τ 2 + ξ2.

We next show that the advanced and retarded Green operators (if they exist) are adjoints of
one another. To do this we use the following lemma.

Lemma 5.6. Given χ,ϕ ∈ H2
loc(M, g) and supp(χ) ∩ supp(ϕ) compact. Then, we have∫

M
�gχϕνg =

∫
M
χ�gϕνg. (5.2)

The proof of the lemma follows from using integration by parts twice and the support prop-
erties given in the hypothesis. Note that the specified regularity of the metric g and of the
functions is needed in order to use the L2 inner product. We may now prove the following
theorem.

Theorem 5.7. Given Green operators satisfying conditions (a) and (c) of definition 5.4 and
χ,ϕ ∈ H1

comp(M) we have that∫
M

G+(χ)ϕνg =

∫
M
χG−(ϕ)νg.

Proof. First, notice that if χ,ϕ ∈ H1
comp(M) we have that G+(χ), G−(ϕ) ∈ H2

loc(M, g). More-
over, G+(χ) ∩ G−(ϕ) ⊂ J+(supp(χ)) ∩ J−(supp(ϕ)) is compact by the global hyperbolicity
condition.

Hence, ∫
M

G+(χ)ϕνg = (G+(χ),ϕ)L2(M,g) = (G+(χ),�gG−(ϕ))L2(M,g)

= (�gG+(χ), G−(ϕ))L2(M,g) = (χ, G−(ϕ))L2(M,g) =

∫
M
χG−(ϕ)νg.

�
We are now in a position to prove the main result about existence of Green operators.

Theorem 5.8. Let (M, g) be a spacetime that satisfies the definition of generalised hyper-
bolicity (definition 5.1). Then there exist unique continuous advanced and retarded Green
operators for �g on M.

Proof. We will only discuss the advanced Green operator, the existence and the properties
of the retarded Green operator follow from an analogous argument with the roles of future
and past interchanged.

Existence: we define the linear map

G+ : H1
comp(M) → H2

loc(M)

30



Class. Quantum Grav. 37 (2020) 175009 G Hörmann et al

which sends a source function f to the (unique) advanced weak solution u+. That such a u+

exists and is unique is a consequence of generalised hyperbolicity. Property (a) in definition
5.4 is immediate. In addition, the energy estimate (4.7) shows that G+ is a continuous operator.
It remains to prove properties (b) and (c) in definition 5.4.

Property (b): let f ∈ V0 and v ∈ D(M), then

(G+(�g f ), v)L2(M,g) = (�g f , G−(v))L2(M,g) = ( f ,�gG−(v))L2(M,g) = ( f , v)L2(M,g),

where we have used theorem 5.7 and property (a) for the retarded Green operator G−. Thus
the weak form of the required identity holds, which implies G+�g( f ) = f for every f ∈ V0 (see
remark 5.5(b)).

Property (c) follows because supp(G+(f)) = supp(u+) = supp(u+) ⊂ J+(supp( f )) by
proposition 4.3.

Uniqueness: let G̃+ be another linear operator satisfying definition 5.4. Given f ∈ H1
comp(M)

we have that v := G̃+( f ) satisfies �gv = f and supp(v) ⊂ J+(supp( f )). Since f ∈ H1
comp(M),

supp(v) ⊂ J+(supp( f )) and M is globally hyperbolic, there is a smooth timelike Cauchy sur-
face Σ to the past of the support of f where the Cauchy data vanishes, i.e., v = 0 and ∇nv = 0.
Hence, v is a solution to the zero initial data forward Cauchy problem on Σ. By uniqueness we
must have v = u+ so we can conclude that G̃+( f ) = G+( f ) for all f ∈ H1

comp(M). �
We now show that the low-regularity Green operators satisfy an exact sequence result

similar to that in the smooth case [3, theorem 3.4.7].

Theorem 5.9. Let M be a connected time-oriented globally hyperbolic Lorentzian manifold
that satisfies definition 5.1. Define the causal propagator as

G = G+ − G− : H1
comp(M) → H2

loc(M)

Then the image of G is contained in Vsc and the following complex is exact:

Proof of theorem 5.9. First we show that the sequence is a complex: we have from the
definitions G+�g|V0 = G−�g|V0 = idV0 and �gG+ = �gG− = idH1

comp(M), therefore G�gφ =

0 for all φ ∈ V0 and �gGψ = 0 for all ψ ∈ U0.

• Exactness at V0, i.e., injectivity of �g: let φ ∈ V0 be such that �gφ = 0. By compactness
of the support there is a smooth spacelike Cauchy hypersurface Σ such that φ = 0 and
∇nφ = 0 on Σ. Therefore, φ is a solution to the Cauchy problem with vanishing initial
data and source. Uniqueness of the solution implies φ = 0.

• Exactness at U0: let φ ∈ U0 be such that φ ∈ ker(G), i.e., G+(φ) = G−(φ). Define
ψ :=G+(φ) = G−(φ), hence ψ ∈ H2

loc(M) and �gψ = φ. Moreover, ψ is com-
pactly supported in M because supp(ψ) ⊂ supp(G+(φ)) ∩ supp(G−(φ)) ⊂ J+(supp(φ)) ∩
J−(supp(φ)) and the latter is compact due to global hyperbolicity. Thus there exists ψ ∈
H2

loc(M) such that �gψ = φ ∈ U0 and supp(ψ) is compact. Hence,ψ ∈ V0 and φ ∈ Im(G).
• Exactness at Vsc: let φ ∈ ker(�g) and φ ∈ Vsc. Without loss of generality we may assume

that supp(φ) ⊂ I+(K) ∪ I−(K) for some compact set6 K of M. Using a partition of unity

6 We may take I+(K) rather than J+(K) by replacing an initial choice of compact set K̃ with a slightly larger K for
which J+(K̃) ⊂ I+(K). Specifically we can take K = Ū where U is any open set containing K̃ with compact closure.
Similar remarks apply to I−(K).
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{χ−,χ+} subordinate to {I−(K), I+(K)} we let φ1 = χ−φ and φ2 = χ+φ, thus φ = φ1 +
φ2. Then supp(φ1) ⊂ J−(K) and supp(φ2) ⊂ J+(K), hence φ1,φ2 ∈ Vsc.

Define ψ := −�gφ1 = �gφ2. Then supp(ψ) is compact because supp(ψ) ⊂ J−(K) ∩
J+(K). Moreover,ψ ∈ H1

loc(M) since φ ∈ Vsc. Combining these two observations, we conclude
that ψ ∈ H1

comp(M) and therefore G+(ψ) is defined.
For arbitrary χ ∈ D(M) we have

(χ, G+(ψ))L2(M,g) = (χ, G+(�gφ2))L2(M,g) = (�gG−χ,φ2)L2(M,g) = (χ,φ2)L2(M,g)

which shows G+(ψ) = φ2, where we have made use of the fact that the supports of G−χ and φ2

intersect in a compact set due to global hyperbolicity. Similarly, G−(ψ) = −φ1 and therefore
G(ψ) = G+(ψ) − G−(ψ) = φ2 + φ1 = φ. In summary, we may conclude that there exists ψ ∈
U0 satisfying G(ψ) = φ. �

5.2. Restrictions

We briefly discuss the restriction of Green operators to causally compatible subsets Ω ⊂ M,
that is, sets such that

JΩ(x) = JM(x) ∩ Ω ∀x ∈ Ω.

We have the following theorem (cf [3, proposition 3.5.1]).

Theorem 5.10. Let M be a time oriented connected globally hyperbolic manifold with a
C1,1 Lorentzian metric, G+ be the advanced Green operator for �g and Ω ⊂ M be a causally
compatible open subset. Then we may define an advanced Green operator for the restriction
of �g to Ω by

G̃+(ϕ) :=G+(ϕext)|Ω, for ϕ ∈ H1
comp(M) with supp(ϕ) ⊆ Ω

where ϕext denotes the extension of φ by zero. Similar results hold for G−.

Remark 5.11. We denote the restriction of �g to Ω by �̃g. Notice that for all u ∈ H2
loc(M)

we have �̃g(u|Ω) = �g|Ω(u|Ω) = (�gu)|Ω and for all u ∈ H2(Ω) with supp(u) ⊆ Ω we have
(�̃gu)ext = �g(uext).

Proof of theorem 5.10. Property (a): let f ∈ H1
comp(M) with supp( f ) ⊆ Ω, then

�̃gG̃+( f ) = �̃g(G+( fext)|Ω) = �g(G+( fext))|Ω = fext|Ω = f .

Property (b): let f ∈ V0 with supp( f ) ⊂ Ω, then

G̃+(�̃g f ) = (G+((�̃g f )ext)|Ω) = (G+(�g fext))|Ω = fext|Ω = f .

Property (c): for f ∈ H1
comp(M) with supp( f ) ⊆ Ω we have

supp(G̃+( f )) = supp
(
G+( fext)|Ω

)
= supp(G+( fext)) ∩ Ω ⊂ J+M (supp( fext)) ∩ Ω

= J+M (supp( f )) ∩ Ω = J+Ω (supp( f )). �
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6. Quantisation functors

In this section we discuss suitable categories and functors as in the smooth case that will allow
us to construct the algebra of observables of the quantum theory.

6.1. The functor SYMPL and the categories GENHYP and SYMPLVECT

This subsection defines a category based on the analytic results in the previous sections and a
functor assigning to each object a symplectic space.

Definition 6.1. Let GENHYP denote the category whose objects are 3-tuples (M, G+, G−)
where M is a time oriented connected generalised globally hyperbolic manifold as in
definition 5.1 and G+, G− are the unique Green operators of �g. Let X = (M1, G+

1 , G−
1 ) and

Y = (M2, G+
2 , G−

2 ) be two objects in GENHYP, then Mor(X, Y) consists of all smooth maps
ι : M1 → M2 which are time-orientation preserving isometric embeddings such that ι(M1) ⊂
M2 is a causally compatible open subset.

Remark 6.2. Theorem 5.2 shows that time oriented globally hyperbolic spacetimes with
C1,1 metrics are objects in this category.

Before considering quantisation we prove the following result on compatibility of Green
operators.

Theorem 6.3. Let M1 and M2 be as in definition 6.1, then the following diagram commutes:

Proof. Theorem 5.10 shows that G̃±(φ) :=G±
2 (φext)|M1 is a Green operator. By uniqueness,

this operator has to be equal to G±
1 and the result follows. �

Remark 6.4. In the smooth setting [3] the category LORFUND is defined as the category
with objects being 5-tuples (M, F, G+, G−, P), where M is a Lorentzian manifold, F is a real
vector bundle over M with non-degenerate inner product, P is a formally self-adjoint normally
hyperbolic operator acting on sections in F and G+, G− are the advanced and retarded Green
operators for P. The morphisms consist of maps ι such that ι : M1 → M2 is a time-orientation
preserving isometric embedding such that ι(M1) ⊂ M2 is a causally compatible open
subset [3]. Moreover, given the condition of global hyperbolicity one can form the category
GLOBHYP where objects are 3-tuples (M, F, P), where M is a Lorentzian manifold, F is a real
vector bundle over M with non-degenerate inner product, P is a formally self-adjoint normally
hyperbolic operator acting on sections in F. The morphisms are then given by maps ι such that
ι : M1 → M2 is a time-orientation preserving isometric embedding such that ι(M1) ⊂ M2 is a
causally compatible open subset. The existence and uniqueness of Green operators allow us to
form a functor from GLOBHYP to LORFUND [3].

We now use the Green operators in order to construct a symplectic vector space. Let
(M, G+, G−) be an object of GENHYP and define

ω̃ : H1
comp(M) × H1

comp(M) → R
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by

ω̃(φ,ψ) =
∫

M
G(φ)ψνg

where G = G+ − G− is the causal propagator (see theorem 5.9). Then ω̃ is bilinear and skew-
symmetric by theorem 5.7. However, ω̃ is degenerate because ker(G) is nontrivial. Moreover,
using theorem 5.9 we have that

ker(G) = �gV0.

Therefore on the quotient space V(M) = U0/ker(G) = U0/�gV0 the degenerate form ω̃
induces a symplectic form which we denote by ω.

Remark 6.5. It follows from corollary 4.11 that G is continuous so that ker G is a closed
subspace and hence V(M) is a normed space (and in particular, Hausdorff). See the discussion
section for more details on this point.

Finally, we need a functor SYMPL : GENHYP → SYMPLVECT, where SYMPLVECT is
the category whose objects are symplectic vector spaces with morphisms given by symplectic
maps, i.e., linear maps A such that ω1(f, g) = ω2(Af, Ag). The following theorem shows the
existence of such a functor.

Theorem 6.6. Let X = (M1, G+
1 , G−

1 ) and Y = (M2, G+
2 , G−

2 ) be two objects in GENHYP
and f ∈ Mor(X, Y) be a morphism. Then ext : H1

comp(M1) → H1
comp(M2) maps the null space

ker(G1) into the null space ker(G2) and hence induces a continuous symplectic linear map
V(M1) → V(M2).

Proof. Let φ ∈ ker(G1) then φ = �g1ψ for some ψ ∈ V0(M1) where we have used theorem
5.9.

From the fact that G2(φext) = G2((�g1ψ)ext) = G2�g2ψext = 0 we see that ext(ker(G1)) ⊂
ker(G2). Hence, ext induces a linear map from V(M1) → V(M2). Moreover, for φ,ψ ∈
H1

comp(M1) we have on taking representatives

ω1(φ,ψ) =
∫

M1

G1(φ)ψνg1 =

∫
M1

G2(φext)|M1ψνg1 =

∫
M2

G2(φext)ψextνg2 = ω2(φext,ψext).

Therefore, ext induces a symplectic map from V(M1) to V(M2). This induced map is also con-
tinuous (with the respective quotient topologies), because it is the composition π2 ◦ E of two
continuous maps, namely E : V(M1) = H1

comp(M1)/ ker(G1) → H1
comp(M2), the factor map of

ext, and π2, the quotient map H1
comp(M2) → H1

comp(M2)/ ker(G2) = V(M2). �

6.2. The functor CCR and the categories C∗-ALG and QUASILOCALALG

In this section we closely follow [3] and define the algebraic structures that will be required to
represent the observables of the quantum theory. The definitions are algebraic in nature and do
not require any further analytical considerations with respect to the regularity of solutions to
the Cauchy problem. Nevertheless, the C1,1 causality theory is required and will be mentioned
below when it is used. Another modification with respect to the smooth case is that when
considering the symplectic space (V,ω) in the smooth theory one has V(M) = D(M)/ ker G
where G = G+ − G− is a map G : D(M) → C∞

sc (M). Employing the short-hand notation [f] for
the class f + ker(G) in U0/ker(G), the symplectic form is given by ω([ f ], [h]) = ( f , Gh)L2(M,g)
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whereas in this section we will have V(M) = H1
comp(M)/ ker G where now G : H1

comp(M) → Vsc

and the symplectic form is given by ω([ f ], [h]) = ( f , Gh)L2(M,g).
We now introduce the definition of a Weyl system and a CCR-representation of (V,ω).

Definition 6.7. A Weyl system of the symplectic vector space (V,ω) consists of a C∗-algebra
A with unit and a map W : V →A such that for all ϕ,ψ ∈ V,

(a) W(0) = 1,
(b) W(−ϕ) = W(ϕ)∗,
(c) W(ϕ) · W(ψ) = e−iω(ϕ,ψ)/2W(ϕ+ ψ).

A Weyl system (A, W) of a symplectic vector space (V,ω) is called a CCR-representation
of (V,ω) if A is generated as a C∗-algebra by the elements W(ϕ), ϕ ∈ V. In this case we call
A a CCR-algebra of (V,ω) and write it as CCR(V,ω).

It is always possible to construct a CCR-representation (CCR(V,ω), W) for any symplectic
vector space (V,ω) (see [3, example 4.2.2]). Moreover, the construction is categorical in the
sense that if (V1,ω1) and (V2,ω2) are two symplectic vector spaces and S : V1 → V2 is a sym-
plectic linear map, then there exists a unique injective ∗-morphism CCR(S) : CCR(V1,ω1) →
CCR(V2,ω2).

The proof can be found in corollary 4.2.11 in [3].
From uniqueness of the map CCR(S) it is possible to define a functor

CCR : SYMPL → C∗ − ALG

where C∗ − ALG is the category whose objects are C∗-algebras and whose morphisms are
injective unit preserving ∗-morphisms.

A set I is called a directed set with orthogonality relation, if it carries a partial order � and
a symmetric relation ⊥ between its elements such that:

(a) For all α, β ∈ I there exists a γ ∈ I with α � γ and β � γ,
(b) For every α ∈ I there is a β ∈ I with α⊥β,
(c) If α � β and β⊥γ, then α⊥γ,
(d) If α⊥β and α⊥γ, then there exists a δ ∈ I such that β � δ, γ � δ and α⊥δ.

Sets of this type allow to define the objects and morphisms of the category QUASILO-
CALALG.

Definition 6.8. The objects of the category QUASILOCALALG are bosonic quasi-local
C∗-algebras which are pairs (U , {Uα}α∈I) of a C∗-algebra U and a family {Uα}α∈I of C∗-
subalgebras, where I is a directed set with orthogonality relation such that the following
holds:

(a) Uα ⊂ Uβ whenever α � β,
(b) U =

⋃
αUα,

(c) The algebras Uα have a common unit 1,
(d) If α⊥β, then the commutators of elements from Uα with those of Uβ are trivial.

A morphism between two quasi-local C∗-algebras (U , {Uα}α∈I) and (V , {Vβ}β∈J) is defined
as a pair (ϕ,Φ) whereΦ : U → V is a unit-preserving C∗-morphism andϕ : I → J is a map such
that

(a) ϕ is monic, i.e., if α1 � α2 in I then ϕ(α1) � ϕ(α2) in J,
(b) ϕ preserves orthogonality, i.e., if α1⊥α2 in I, then ϕ(α1)⊥ϕ(α2),
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(c) Φ(U) ⊂ Vϕ(α) for all α ∈ I.

In the remainder of this section we discuss a functor from GENHYP to QUASILO-
CALALG. Let (M, G+, G−) be an object in GENHYP and

I =: {O ⊂ M|O is open, rel. compact, causally compatible, glob. hyperbolic} ∪ {∅, M}.

The relation O⊥O′ means that O and O′ are causally independent, i.e., there is no causal curve
connecting a point in O to a point in O′.

Remark 6.9. The proof that the set I is a directed set with orthogonality relation requires
results from causality theory in a low regularity setting [8, 17, 19] to obtain lemma A.5.11
in [3] and the existence of smooth time functions [34, 35] to obtain proposition A.5.13
in [3]. Properties (a) and (b) follow upon taking α = M, β = ∅. Property (c) follows
from the observation that O ⊂ O′ implies J(O) ⊂ J(O′), and Property (d) is implied by
lemma 4.4.8 in [3] with the appropriate modifications of lemma A.5.11 and proposition A.5.13
therein.

For any non-empty set O ∈ I take the restriction of the operator �g to the region O. Due to
causal compatibility of O ⊂ M the restriction of Green operators G+, G− to the region O yields
Green operators G+

O , G−
O . Therefore, we get an object (O, G+

O , G−
O) for each O �= ∅ ∈ I. For ∅ �=

O1 ⊂ O2 the inclusion induces a morphism ιO2,O1 in the category GENHYP. This morphism is
given by the embedding O1 → O2. Let αO2,O1 denote the morphism CCR ◦ SYMPL(ιO2,O1 ) in
C∗-ALG and recall that αO2,O1 is an injective unit preserving ∗-morphism.

We set for ∅ �= O ∈ I,

(VO,ωO) :=SYMPL(O, G+
O , G−

O),

and for O ∈ I, O �= ∅, M,

UO :=αM,O(CCR(VO,ωO)),

for O = M define

UM :=C∗ (UO∈I,O�=∅,M

)
which is the algebra of CCR(VM,ωM) generated by all the UO; for O = ∅, set U∅ = C.

Now we assign to any morphism in GENHYP a morphism between quasi-local algebras in
QUASILOCALALG: consider a morphism ι : (M, G+, G−) → (N, G̃+, G̃−) in GENHYP. Let
I1, I2 denote the index sets associated to M, N respectively. We define a map ϕ : I1 → I2 by
M → N and O1 → ι(O1) if O1 �= M. Since ι is an embedding such that ι(M) ⊂ N is causally
compatible, the map ϕ is monotonic and preserves causal independence. Therefore, (ϕ,Φ)
with Φ = CCR ◦ SYMPL(ι) is the required morphism. To be precise we have the following
result.

Theorem 6.10. The assignment (M, G+, G−) → (UM , {UO}O∈I) and ι→ (ϕ,Φ) yields a
functor QUANT from GENHYP to QUASILOCALALG.

Proof. A detailed proof can be found in [3, lemma 4.4.10, theorem 4.4.11 and lemma
4.4.13]. �
Remark 6.11. In the low regularity setting the proof above requires one to consider ele-
ments φ ∈ H1

comp(O) rather than φ ∈ D(O) in lemma 4.4.10 and the low regularity quotient
H1

comp(M)/ ker(G) instead of D(M)/ ker(G) with C1,1 causality theory in lemma 4.4.13 in [3].

36



Class. Quantum Grav. 37 (2020) 175009 G Hörmann et al

6.3. The Haag–Kastler axioms

In this subsection we show that the functor QUANT given by theorem 6.10 satisfies the
Haag–Kastler axioms.

Theorem 6.12. The functor QUANT : GENHYP → QUASILOCALALG satisfies the
Haag–Kastler axioms, i.e., for every object (M, G+, G−) in GENHYP the corresponding
quasi-local C∗-algebra (UM , {UO}O∈I) satisfies:

(a) If O1 ⊂ O2 then UO1 ⊂ UO2 for all O1, O2 ∈ I.
(b) UM =

⋃
O∈I,O�=M,∅UO .

(c) UM is simple.
(d) The UO’s have a common unit 1.
(e) For all O1, O2 ∈ I with J(O1) ∩ O2 = ∅ the subalgebras UO1 ,UO2 commute.
( f ) (Time-slice axiom) let O1 ⊂ O2 be nonempty elements of I admitting a common smooth

spacelike Cauchy hypersurface, then UO1 = UO2 .
(g) Let O1, O2 ∈ I and let the Cauchy development D(O2) be relatively compact in M. If O1 ⊂

D(O2), then UO1 ⊂ UO2 .

The proof will be based on the following two lemmas.

Lemma 6.13. Let O be a causally compatible globally hyperbolic open subset of a C1,1

globally hyperbolic manifold M. Assume there exists a smooth spacelike Cauchy hypersurface
Σ of O which is also a Cauchy hypersurface of M, let h be a smooth Cauchy time function
on O and K ⊂ M be compact. Assume that there exists t ∈ R with K ⊂ I+(h−1(t)). Then there
is a smooth function ρ : M → [0, 1] such that

(a) ρ = 1 on a neighbourhood of K,
(b) supp(ρ) ∩ J−(K) ⊂ M is compact, and
(c) {x ∈ M|0 < ρ(x) < 1} ∩ J−(K) is compact and contained in O.

The proof of lemma 6.13 in the C1,1 setting can be carried out following that of [3] with
suitable modifications using results of low regularity causality theory [8, 17, 19].

We reproduce the main argument of the proof as done in [3].

Proof. By assumption there are real numbers t−, t+ in the range of h such that K ⊂ I±(St±)
where St = h−1(t). Since St is a Cauchy surface of O and since O and M admit a common
Cauchy hypersurface, from C1,1 causality theory it follows that S± are also Cauchy hyper-
surfaces of M. Since J±(S±) are disjoint closed subsets of M there exists a smooth function
ρ : M → [0, 1] such that ρ|J+(St+ ) = 1 and ρ|J−(St− ) = 0.

The function ρ satisfies the first property stated in the lemma because K ⊂ I+(St+).
Since ρ|J−(St− ) = 0, we have supp(ρ) ⊂ J+(St−). Moreover, in the C1,1 setting the causal

relationship is still closed and implies that J+(St−) ∩ J−(K) is compact and therefore
supp(ρ) ∩ J−(K) ⊂ M is compact. This shows that the second property is satisfied.

The last property follows from two observations. The first one is that the closed set
{x ∈ M|0 < ρ(x) < 1} ∩ J−(K) is contained in the compact set supp(ρ) ∩ J−(K) ⊂ M. The
second observation is that J+(St−) ∩ J−(St+) ⊂ O which implies {x ∈ M|0 < ρ(x) < 1} ∩
J−(K) is contained in O. The statement that J+(St−) ∩ J−(St+) ⊂ O follows from the
characterisation of Cauchy hypersurfaces as surfaces that are met exactly once by every
inextendible causal curve. This characterisation also holds in the C1,1 setting. �
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Lemma 6.14. Let (M, G+, G−) be an object of GENHYP and O be a causally compatible
globally hyperbolic open subset of M. Assume that there exists a Cauchy hypersurfaceΣ which
is also a Cauchy hypersurface of M. Let ϕ ∈ U0, then there exist χ ∈ V0 and ψ ∈ U0 such that
supp(ψ) ⊂ O and ϕ = ψ +�gχ.

Proof. Let h be a Cauchy time function on O. Fix t− � t+ in the range of h. Then the sub-
sets Σ− = h−1(t−),Σ+ = h−1(t+) are Cauchy hypersurfaces of M. Hence every inextendible
timelike curve in M meets Σ−,Σ+. Since t− � t+, the set {I+(Σ−), I−(Σ+)} is a finite open
cover of M. Let {f+, f−} be a smooth partition of unity subordinated to this cover. In partic-
ular, supp(f±) ⊂ I±(Σ∓). Set K± := supp(f±ϕ) = supp(ϕ) ∩ supp(f±). Then K± is a compact
subset of M satisfying K± ⊂ I±(Σ∓). Applying lemma 6.13 we obtain two smooth functions
ρ± : M → [0, 1] satisfying

(a) ρ± = 1 on a neighbourhood of K±,
(b) supp(ρ±) ∩ J∓(K±) ⊂ M is compact, and
(c) {x ∈ M|0 < ρ±(x) < 1} ∩ J∓(K±) is compact and contained in O.

Set χ± := ρ±G∓(f±ϕ),χ :=χ+ − χ− and ψ :=ϕ−�gχ. Since supp(G∓(f±ϕ)) ⊂ J∓(K∓),
the support of χ± is contained in supp(ρ±) ∩ J∓(K±) which is compact by the second
property of ρ±. Since ρ± and f± are smooth by construction, we have χ± ∈ H2

comp(M).
Moreover,

�gχ± = G∓( f±ϕ)�gρ
± + gαβ∂αρ

±∂βG∓( f±ϕ) + ρ±�gG∓( f±ϕ)

= G∓( f±ϕ)�gρ
± + gαβ∂αρ

±∂βG∓( f±ϕ) + ρ±( f±ϕ),

which implies �gχ± ∈ H1
loc(M). Notice that �gρ

± is not smooth but C0,1.
Now ψ is the difference of H1

loc(M) functions so it remains to show that supp(ψ) is com-
pact and contained in O. By the first property of ρ±, one has χ± :=G∓(f±ϕ) in a neighbour-
hood of K±. Moreover, f±ϕ = 0 on {ρ± = 0}. Hence, �gχ± = f±ϕ on {ρ± = 0} ∪ {ρ± = 1}.
Therefore, f±ϕ−�gχ± vanishes outside {x ∈ M|0 < ρ±(x) < 1}, i.e., supp( f± −�gχ±) ⊂
{0 < ρ±(x) < 1}. By the definitions of χ±, f± one also has supp(f±ϕ−�gχ±) ⊂ J∓(K±),
hence supp( f±ϕ−�gχ±) ⊂ J∓(K±) ∩ {0 < ρ±(x) < 1} which is compact and contained
in O by the third property of ρ±. Therefore, ψ ∈ U0 with supp(ψ) ⊂ O. Moreover, ϕ− ψ =
�gχ ∈ U0 which gives χ ∈ V0. �

Proof of theorem 6.12. The first, fourth and fifth axiom follow from the definition of the
quasi-local C∗-algebra, the definition of the set I and [3, lemma 4.4.10]. The second axiom
follows from [3, lemma 4.4.13 ] and the third axiom follows from [3, remark 4.5.3]. Remark
6.11 mentions the necessary modifications of those lemmas in the C1,1 setting.

It therefore remains to prove the time-slice axiom. Let O1 ⊂ O2 be nonempty causally
compatible globally hyperbolic subsets of M admitting a common smooth spacelike Cauchy
hypersurface Σ. Let [φ] ∈ V(O2). Then lemma 6.14 applied to M :=O2 and O = O1 yields
χ ∈ V0,ψ ∈ U0 such that φ = ψext +�gχ with supp(ψ) ⊂ O1. Since, �gχ ∈ ker(GO2 ) we
have [φ] = [ψext], that is, [φ] is the image of the symplectic linear map V(O1) → V(O2)
induced by the inclusion ι : O1 → O2. Therefore, the map is surjective, and hence an iso-
morphism of symplectic topological vector spaces. This isomorphism functorially induces an
isomorphism of C∗-algebras, hence UO1 = UO2 . This proves the time-slice axiom. Finally, the
seventh axiom can be deduced from the first and the sixth axiom [3, theorem 4.5.1]. �

38



Class. Quantum Grav. 37 (2020) 175009 G Hörmann et al

7. Discussion

In this paper we have constructed Green operators for spacetime metrics of regularity C1,1.
The function spaces for the domain and range of the Green operators play a fundamental role
in low regularity spacetimes and our choices for these spaces were motivated by the follow-
ing two requirements: global well-posedness of the Cauchy problem and employing Sobolev
spaces, such as Hk

loc(M) and Hk
comp(M) (k ∈ N0), that do not depend on a Riemannian back-

ground metric. We have shown that the quotient space V(M) = U0/�gV0 can be used to
construct quasi-local C∗-algebras that satisfy the Haag–Kastler axioms, so that in a quan-
tum theoretic setting the self-adjoint elements in these C∗-algebras can be associated with the
observables of the theory.

7.1. Topological issues

Let us describe the quotient vector space U0/�gV0 in some more detail for the globally
hyperbolic case, where we have ker(G) = Im(�g) as a consequence of the spectral sequence
given in theorem 5.9, thus U0/�gV0 = U0/ker(G) in this case. Recall that G is a linear map
U0 → Vsc and let G0 denote the associated map from the quotient U0/ker(G) to Im(G) ⊆ Vsc,
defined by G0(φ+ ker(G)) :=Gφ for every φ ∈ U0. Therefore, G0 is linear and bijective
by construction and we arrive at the following chain of (algebraic) isomorphisms of vector
spaces

U0/�gV0 = U0/ ker(G) ∼= Im(G) = ker(�g) ⊆ Vsc. (7.1)

Recall that the analogue of (7.1) in the smooth globally hyperbolic case, as discussed in [3], is

D(M)/�gD(M) = D(M)/ ker(G) ∼= im(G) = ker(�g) ⊆ C∞
sc ,

showing also that the quotient is isomorphic to the space of solutions to the homogeneous wave
equation.

The question arises whether the isomorphism in the middle part of (7.1), obtained via the
factored map G0, is topological, where the quotient U0/ker(G) is equipped with the finest
topology such that the canonical surjection π : U0 → U0/ker(G), φ �→ φ+ ker(G) is continu-
ous. Note that by continuity of G we have that ker(G) is closed in the normed space U0, hence
U0/ker(G) is a normed space (in particular, Hausdorff). Furthermore, G0 is continuous by
construction and the continuity of G, thus it remains to be checked whether the inverse of G0

is continuous, or, equivalently, whether G0 is an open map.

Remark 7.1. We note that by [40, chapter III, proposition 1.2], the factored map G0 is a
topological isomorphism if and only if G is open as a map from U0 to Im(G) (with the relative
topology on the latter). In case of Fréchet spaces such a property for G could be deduced
conveniently via an open mapping principle or from a closed image criterion, but observe that
neither U0 = H1

comp(M) nor Im(G) is complete (with respect to the metric inherited from the
Banach space H1(M) and the Fréchet space H2

loc(M), respectively).

We choose a finer topology σ on Vsc to make �g : (Vsc, σ) → H1
loc(M) continuous by adding

the semi-norms pχ(φ) := ‖χ ·�gφ‖H1 (χ ∈ D(M)) to those on Vsc inherited from H2
loc(M). Note

that this has no effect on the subspace Im(G) ⊆ Vsc, since Im(G) ⊆ ker(�g) in the complex
of maps in theorem 5.9 (even equality holds due to global hyperbolicity). In fact, σ is pre-
cisely the coarsest topology that is finer than the H2

loc(M)-topology on Vsc, which we denote
by τ 2, and renders �g continuous as a map Vsc → H1

loc(M), i.e., σ is the supremum (in the
lattice of topologies on Vsc) of τ 2 and the initial (projective) topology τ 1 with respect to �g.
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Therefore, we have continuity of G : U0 → (Vsc, σ), since G is continuous U0 → (Vsc, τ 2) by
corollary 4.11 and also continuous U0 → (Vsc, τ 1) due to the obvious continuity of �g ◦ G = 0
from U0 into H1

loc(M).

Lemma 7.2. The inverse of G0 : U0/ker(G) → Im(G), φ+ ker(G) �→ Gφ, is continuous.

Proof. We will show that G−1
0 can be written as the composition G−1

0 = π ◦ P ◦ Z of three
continuous linear maps. The map π : U0 → U0/ker(G) is the canonical surjection, which is
continuous by construction. It remains to construct suitable continuous maps P and Z with
P ◦ Z : Im(G) → U0 and such that G0 ◦ π ◦ P ◦ Z = idIm(G) and π ◦ P ◦ Z ◦ G0 = idU0/ ker(G).

Let V±
sc := {φ ∈ Vsc|supp(φ) ⊆ J±(K) for some compact subset K ⊆ M} and define the sub-

space

W := {(φ−,φ+) ∈ V−
sc × V+

sc |φ− + φ+ ∈ ker(�g)} ⊆ Vsc × Vsc,

which we equip with the trace of the product topology stemming from σ.
Construction of P: we consider P : W → U0, given by P(φ−,φ+) := (�gφ+ −�gφ−)/2.

Note that a priori, P(φ−,φ+) is only in H1
loc(M) and we have to show that P(φ−,φ+) has

compact support, thus belongs to U0 = H1
comp(M). To prove this, observe that φ = φ− +

φ+ ∈ ker(�g) implies �gφ− = −�gφ+, hence Pφ = �gφ+ = −�gφ−. Let K− and K+ be
compact subsets of M with supp(φ±) ⊆ J±(K±), then we have supp(Pφ) ⊆ supp(φ−) ∩
supp(φ+) ⊆ J−(K−) ∩ J+(K+), where J−(K−) ∩ J+(K+) is compact by global hyperbolicity
([3], lemma A.5.7]). The continuity of P is clear by construction of the topology σ.

Construction of Z: as a preparation we will first construct two continuous maps S± : Vsc →
V±

sc , such that φ = S−φ+ S+φ holds for every φ ∈ Vsc and, moreover,

G�gS±φ = ±φ ∀φ ∈ Im(G). (7.2)

Choose a smooth spacelike Cauchy surface Σ ⊆ M and let t : M → R be a smooth tem-
poral function such that Σ = t−1(0) (compare the earlier discussion on causality in C1,1-
spacetimes). We obtain an open covering of M by the two sets O− := {x ∈ M|t(x) < 1} and
O+ := {x ∈ M|t(x) > −1} and choose a subordinate partition of unity χ−,χ+ ∈ C∞(M), i.e.,
supp(χ±) ⊆ O± and χ− + χ+ = 1. We define S±φ :=χ±φ, then the relation φ = S−φ+ S+φ
holds by construction and the continuity of S± is clear from continuity of multiplication by
fixed smooth functions with respect to (localised) Sobolev norms. It remains to show that
S± ∈ V±

sc for every φ ∈ Vsc and equation (7.2) is true.
Let φ ∈ Vsc and K ⊆ M be compact such that supp(φ) ⊆ J−(K) ∪ J+(K). Then

supp(χ+φ) ⊆ O+ ∩ (J−(K) ∪ J+(K)) ⊆ (O+ ∩ J−(K)) ∪ J+(K). Note that O+ ∩ J−(K) is rel-
atively compact by [3, corollary A.5.4], since O+ ⊆ J+(Σ−) holds with Σ− := t−1(−1)
(note that the time function is strictly increasing along causal curves). Therefore, with some
compact set K+ containing K as well as O+ ∩ J−(K) we obtain supp(χ+φ) ⊆ J+(K+), thus
S+φ ∈ V+

sc . The reasoning for S−φ ∈ V−
sc is analogous.

For the proof of (7.2) we start by noting that φ ∈ Im(G) = ker(�g) implies 0 = �gφ =
�gS−φ+�gS+φ, so that the part with S− in (7.2) follows once the equation for S+ is shown.
Recall that we have �gS+φ = −�gS−φ ∈ H1

comp(M) from the reasoning in the construction of
P above. Moreover, for every test function ψ on M we have that supp(G∓ψ) ∩ supp(S±φ) ⊆
J∓(supp(ψ)) ∩ J±(K) for some compact set K, hence global hyperbolicity guarantees that the
supports of G−ψ and S+φ as well as those of G+ψ and S−φ always have compact intersection.
To summarise, we may apply theorem 5.7 and lemma 5.6 to obtain the following chain of weak
equalities
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(ψ, G±�gS+φ)L2(M,g) = (G∓ψ,�gS+φ)L2(M,g) = (G∓ψ,±�gS±φ)L2(M,g)

= (�gG∓ψ,±S±φ)L2(M,g) = (ψ,±S±φ)L2(M,g),

which implies G±�gS+φ = ±S±φ and therefore G�gS+φ = G+�gS+φ− G−�gS+φ =
S+φ− (−S−φ) = S+φ+ S−φ = φ. Thus, equation (7.2) is proved and concludes the prepara-
tory construction of S±.

Finally, we turn to the definition of the map Z. Observe that φ ∈ Im(G) = ker(�g) ⊆ Vsc

implies (S−φ, S+φ) ∈ W, which allows to set Zφ := (S−φ, S+φ) for everyφ ∈ Im(G) and obtain
a continuous linear map Z : Im(G) → W.

We complete the proof by showing that π ◦ P ◦ Z is the inverse of G0.

• The relation G0 ◦ π ◦ P ◦ Z = idIm(G) holds, since for every φ ∈ Im(G) we have

G0(π(P(Zφ))) = G0(π(P(S−φ, S+φ))) =
1
2

G0(π(�gS+φ−�gS−φ))

=
1
2

G0(�gS+φ−�gS−φ+ ker(G)) =
1
2

(G�gS+φ− G�gS−φ),

where we may apply (7.2) to rewrite the last term as 1
2 (φ+ φ) = φ.

• We finally show that the equation π ◦ P ◦ Z ◦ G0 = idU0/ ker(G) is true. Let f ∈ U0, then

π (P (Z (G0 ( f + ker(G))))) = π(P(Z(G f ))) = π(P(S−G f , S+G f ))

= π(
1
2

(�gS+G f −�gS−G f )) =
1
2

(�gS+G f −�gS−G f ) + ker(G)

and in the last term we may replace f1 := 1
2 (�gS+G f −�gS−G f ) by f, since thanks

to (7.2) the difference is in the kernel: G( f1 − f ) = 1
2 (G f + G f ) − G f = G f − G f = 0.

�

Proposition 7.3. For a globally hyperbolic C1,1 spacetime (M, g), we obtain a topological
isomorphism U0/ker(G) ∼= Im(G) according to (7.1), where Vsc carries the topology σ.

Remark 7.4. We are not using an inductive limit construction for the topology on Vsc as,
e.g., in [41], because we preferred to stay with questions of convergence and continuity in
the simpler realm of local Sobolev norms. Moreover, in the above context, we would other-
wise not have a topological isomorphism of Im(G) with U0/ker(G), since we decided coher-
ently that U0 should inherit the norm topology from H1(M), thus rendering U0 = H1

comp(M)
normed, but incomplete. However, the basic constructions of quantisation for the associated
symplectic (quotient) vector spaces do not require completeness.

7.2. An equivalent symplectic structure

An analogous construction of the CCR representation can be achieved using a symplectic
structure on the vector space of solutions to the homogeneous problem parametrised by their
initial data [1]. In that context, one defines a symplectic structure Ξ on ker(�g) given by
Ξ(φ,ψ) =

∫
Σ(u1v0 − v1u0)μh where (u0, u1), (v0, v1) are compactly supported smooth ini-

tial data induced by the smooth solutions φ,ψ respectively on the Cauchy hypersurface Σ.
Moreover, the Weyl system generated by the symplectic space (ker(�g),Ξ) is isomorphic to
the Weyl system generated by (U0/ker(G),ω) [1, 42]. In the C1,1 setting this isomorphism
remains true with suitable modifications.
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To be precise, using theorem 5.9 we know that ker(�g) = Im(G). Moreover, for any
smooth spacelike Cauchy hypersurface Σ, if φ = G( f ) then φ|Σ ∈ H2

comp(Σ) and ∇nφ|Σ ∈
H1

comp(Σ). This follows from the observation that φ ∈ Vsc and is the difference of two solu-
tions to the Cauchy problem with zero initial data, which by theorem 4.7 belong to the space
C0(R, H2(Σt)) ∩ C1(R, H1(Σt)). Therefore, given any smooth spacelike Cauchy hypersurface
Σ, we define for φ,ψ ∈ ker�g with u0 :=φ|Σ, u1 :=∇nφ|Σ, v0 :=ψ|Σ, v1 :=∇nψ|Σ, hence
(u0, u1), (v0, v1) ∈ H2

comp(Σ) × H1
comp(Σ), the skew-symmetric bilinear form

ΞΣ(φ,ψ) =
∫
Σ

(u1v0 − v1u0)μh.

It follows from linearity, the uniqueness of solutions to the Cauchy problem, and direct com-
putations that Ξ is symplectic where to show non-degeneracy one tests with elements of the
form (0, u1) and (v0, 0), i.e., with u0 = 0 and v1 = 0 and employs uniqueness in the Cauchy
problem (cf [42]).

We show that ΞΣ does not depend on Σ: this follows from the divergence theorem in a
region bounded by two Cauchy hypersurfaces Σ1, Σ2 and the conservation of the current
jμ(φ,ψ) = gμν (φ∇νψ − ψ∇νφ). Explicitly we have for any φ,ψ ∈ ker(�g)∫

J−(Σ1)∩J+(Σ2)
div( jμ(φ,ψ))νg = 0

and ∫
J−(Σ1)∩J+(Σ2)

div( jμ(φ,ψ))νg =

∫
Σ2

jμ(φ,ψ)nμμh1 −
∫
Σ1

jμ(φ,ψ)nμμh2 = 0.

Therefore,

ΞΣ1 (φ,ψ) = ΞΣ2 (φ,ψ),

so we will drop the Σ from the notation of Ξ. Notice that the H2
loc regularity is required in order

to make sense of the divergence of the current.
Finally, we show that the linear bijective factor map G0 of G, as defined before (7.1),

provides a symplectic map from (U0/ker(G),ω) to (ker(�g),Ξ).

Proposition 7.5. Let the symplectic vector spaces (ker(�g),Ξ), (U0/ker(G),ω) and the fac-
tor map G0 be defined as above. Then we have for every f, f ′ ∈ U0 with φ = G0([f ′]) = Gf′,ψ =
G0([f]) = Gf ∈ ker(�g),

Ξ(φ,ψ) = ω([ f ′], [ f ]).

Proof. Without loss of generality we may consider M ∼= R× Σ and suppose that supp( f ) ⊂
(t1, t2) × Σ for some real t1 < t2. Then we have for everyφ ∈ ker(�g) upon integrating by parts
twice, ∫

(t1,t2)×Σ

φ�gG+( f )νg =

∫
(t1,t2)×Σ

�gφG+( f )νg

−
∫
Σt2

(
φ∇nG+( f ) − G+( f )∇nφ

)
μh2 +

∫
Σt1

(
φ∇nG+( f ) − G+( f )∇nφ

)
μh1 .
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Using the fact that �gφ = 0 and that Σt1 is disjoint7 from supp(G+f) we obtain∫
(t1,t2)×Σ

φ�gG+( f )νg = −
∫
Σt2

(
φ∇nG+( f ) − G+( f )∇nφ

)
μh2 .

Similarly, from the causal properties again we have that Σt2 and supp(G−( f )) are disjoint.
Therefore G+ f |Σt2

= G f |Σt2
and ∇nG+ f |Σt2

= ∇nG f |Σt2
which gives∫

(t1,t2)×Σ

φ�gG+( f )νg = −
∫
Σt2

(φ∇nG( f ) − G( f )∇nφ)μh2 .

Recalling that ψ = G( f ) and t1 < t < t2 in supp( f ) we obtain

Ξ(φ,ψ) =
∫

(t1,t2)×Σ

φ f νg =

∫
M
φ f νg.

Here, we use also the assumption G(f ′) = φ to proceed with∫
M
φ f νg =

∫
M

G( f ′) f νg = ω̃( f ′, f ) = ω([ f ′], [ f ]).

�
We have established a symplectomorphism between the spaces (ker(�g),Ξ) and
(U0/ker(G),ω). This implies that the functor CCR will give isomorphic C∗-algebras in
the quantisation. Therefore, the result shows that one can use either the elements of U0/ker(G)
or those of ker(�g) to construct the algebra of quantum observables.

7.3. The physical quantum states

Finally, in order to construct a full quantum field theory in a low regularity spacetime, a
suitable choice of quantum states must be made. In the algebraic quantisation method, a
quantum state Λ is a normalised positive linear functional on the quasi-local C∗-algebra.
In particular, given a real scalar product μ : ker(�g) × ker(�g) → R satisfying |Ξ(φ,ψ)|2 �
1
4μ(φ,ψ)μ(φ,ψ) for all φ,ψ ∈ ker(�g), we define a quasi-free state by Λμ(W(φ)) = e

1
2μ(φ,φ).

As a consequence of the GNS construction, a quasi-free state on a C∗-algebra possesses a nat-
ural Fock space structure [1]. Moreover, if additional symmetries exist such as the existence
of a timelike Killing vector field one can define ground states and thermal equilibrium states
at finite temperature as quasi-free states that can be represented as elements of a suitable Fock
space.

In the absence of symmetries a common candidate for the physical quantum states in the
smooth case are the quasi-free states that satisfy the microlocal spectrum condition. This con-
dition allows via a renormalization procedure to define the energy momentum tensor of the
state [1].

To specify the microlocal spectrum condition, we need to define appropriate subsets of
T∗(M × M)\0, i.e., the cotangent bundle with the zero section removed, and the two-point
function of the state Λμ, which is a distribution on M × M. Let

C =
{

(x1, η, x2, η̃) ∈ T∗(M × M)\0; gab(x1)ηaηb = 0, gab(x2)η̃aη̃b = 0, (x1, η) ∼ (x2, η̃)
}

,

7 Because supp(G+f ) ⊆ J+(supp( f )) ⊆ (t1 + ε,∞) ×Σ for some ε > 0.
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and C+ =
{

(x1, η, x2, η̃) ∈ C; η0 � 0, η̃0 � 0
}

,

where (x1, η) ∼ (x2, η̃) means that η, η̃ are cotangent to the null geodesicγ at x1, x2 respectively,
and parallel transports of each other along γ. The value of the two-point function of a state Λμ

acting on the elements of the algebra defined by φ and ψ is

〈Λ2,φ⊗ ψ〉 := − ∂2

∂s∂t
Λμ(W(tφ)W(sψ))|s=t=0 = − ∂2

∂s∂t

(
Λμ[W(sφ+ tφ)]e

istΞ(φ,ψ)
2

)
|s=t=0.

Using the isomorphism between ker(�g) and V(M) the two-point function can be seen to induce
a bidistribution on spacetime, i.e., Λ2 ∈ D′(M × M).

Definition 7.6. A quasi-free state ΛH on the algebra of observables satisfies the microlocal
spectrum condition if its two-point function Λ2H is a distribution D′(M × M) and satisfies the
following wavefront set condition

WF′(Λ2H) = C+,

where WF′(Λ2H) := {(x1, η; x2,−η̃) ∈ T∗(M × M); (x1, η; x2, η̃) ∈ WF(ω2H)}.

The states that satisfy the microlocal spectrum condition8 are called Hadamard states and
their class includes ground states and KMS states ([13, 44, 45]). An alternative method of
constructing a Fock space makes use of the S–J vacuum states. These are quasi-free states that
in general do not satisfy this condition [46].

In the low regularity setting we require a generalisation of Hadamard states. A larger class
of states, called adiabatic states of order N and characterised in terms of their Sobolev wave-
front set, has been obtained by Junker and Schrohe [47]. These states are natural candidates to
replace the Hadamard states in spacetimes with limited regularity. In particular, quantum
ground states have been constructed in static spacetimes using semigroup techniques [48] and
they can be described as adiabatic states [49]. We briefly recall the definition of this class of
states and of the Sobolev wavefront set.

Definition 7.7. A quasi-free state ΛN on the algebra of observables is called an adiabatic
state of order N ∈ R if its two-point function Λ2N is a bidistribution that satisfies for every
s � N + 3

2 the Hs-wavefront set condition

WFs′(Λ2N) ⊂ C+,

where WFs denotes the refinement of the notion of the wavefront set in terms of Sobolev
regularity ([43]), i.e., (x, ξ) /∈ WFs(u) if and only if u = u1 + u2 with u1 ∈ Hs and (x, ξ) /∈
WF(u2).
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Appendix A. Regularisation methods and generalised functions

In this section we gather a minimum of notions required from the theory of Colombeau gen-
eralised functions and regularisation methods for Lorentzian metrics. For a comprehensive
introduction to the theory of Colombeau algebras we refer to [15, 50], the details about the
approximation results for Lorentzian metrics can be found in [19, 26, 51].

Let E be a locally convex topological vector space whose topology is given by the family
of semi-norms {pj} j∈J . The elements of

ME := {(uε)ε ∈ E(0,1] : ∀ j ∈ J∃N ∈ N0 pj(uε) = O(ε−N) as ε→ 0}

and

NE := {(uε)ε ∈ E(0,1] : ∀ j ∈ J∀q ∈ N0 pj(uε) = O(εq) as ε→ 0}

are called E-moderate and E-negligible, respectively. Defining operations component-wise
turns NE into a vector subspace of ME. We define the generalised functions based on E
as the quotient GE :=ME/NE. If E is a differential algebra, then NE is an ideal in ME and
GE is a differential algebra as well, called the Colombeau algebra based on E.

Let Ω be an open subset of Rn. By choosing E = C∞(Ω) with the topology of uniform
convergence of all derivatives one obtains the standard Colombeau algebra GC∞(Ω) = G(Ω);
here we will mainly use E = H∞(Ω) = {h ∈ C∞(Ω) : ∂αh ∈ L2(Ω) ∀α ∈ Nn

0} with the family
of semi-norms

‖h‖Hk =

⎛⎝∑
|α|�k

‖∂αh‖2
L2

⎞⎠1/2

(k ∈ N0)

or E = W∞,∞(Ω) = {h ∈ C∞(Ω) : ∂αh ∈ L∞(Ω) ∀α ∈ Nn} with the family of semi-norms

‖h‖Wk,∞ = max
|α|�k

‖∂αh‖L∞ (k ∈ N0).

We employ the notation

GL2 (Ω) :=GH∞(Ω) and GL∞(Ω) :=GW∞,∞(Ω).

Colombeau algebras contain the distributions as a linear subspace, though not every ele-
ment of a Colombeau algebra is a regularisation of a distribution. Their elements are equiv-
alence classes of nets of smooth functions, G(Ω) � u = [(uε)ε]. We say that a Colombeau
function u is associated with a distribution w ∈ D′(Ω) if some (and hence every) represen-
tative (uε)ε converges to w in D′(Ω). The distribution w represents the macroscopic behaviour
of u and is called the distributional shadow of u.

A generalised function u ∈ G(Ω) is said to be of L∞-log-type if

‖uε‖L∞(Ω) = O(log(1/ε)) as ε→ 0.

Logarithmic growth conditions on the coefficients of a differential equation are typical in
statements on existence and uniqueness of generalised solutions. These results are usually
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derived from a detailed analysis of regularisation techniques and Colombeau solutions often
lead to very weak solutions in the sense of [16].

A related methodology of regularisation is used in the approximation results of [51] which
show how to approximate a globally hyperbolic C1,1 metric by a smooth family of globally
hyperbolic metrics while controlling the causal structure. We recall from [26, sections 3.8.2],
[19, section 1.2] that for two Lorentzian metrics g1, g2, we say that g2 has strictly wider light
cones than g1, denoted by

g1 ≺ g2, if for any tangent vector X �= 0, g1(X, X) � 0 implies that g2(X, X) < 0. (A.1)

Thus any g1-causal vector is g2-timelike. The key result is [19, proposition 1.2], which we give
here in the strengthened version of [51, proposition 2.3].

Proposition A.1. Let (M, g) be a C0-spacetime and let h be some smooth background Rie-
mannian metric on M. Then for any ε > 0, there exist smooth Lorentzian metrics ǧε and ĝε on
M such that ǧε ≺ g ≺ ĝε and dh(ǧε, g) + dh(ĝε, g) < ε, where

dh(g1, g2) := sup
p∈M,0 �=X,Y∈TpM

|g1(X, Y) − g2(X, Y)|
‖X‖h‖Y‖h

. (A.2)

Moreover, ĝε(p) and ǧε(p) depend smoothly on (ε, p) ∈ R
+ × M, and if g ∈ C1,1 then letting

gε be either ǧε or ĝε, we additionally have:

(a) For any compact subset K � M there exists a sequence εj ↘ 0 such that ĝε j+1 ≺ ĝε j on K
(resp. ǧε j ≺ ǧε j+1 on K) for all j ∈ N0.

(b) If g′ is a continuous Lorentzian metric with g ≺ g′ (resp. g′ ≺ g) then ĝε (resp. ǧε) can be
chosen such that g ≺ ĝε ≺ g′ (resp. g′ ≺ ǧε ≺ g) for all ε.

(c) There exist sequences of smooth Lorentzian metrics ǧj ≺ g ≺ ĝj ( j ∈ N) such that
dh(ǧj, g) + dh(ĝj, g) < 1/j and ǧj ≺ ǧj+1 as well as ĝj+1 ≺ ĝj for all j ∈ N.

(d) If g is C1,1 and globally hyperbolic then the ĝε (and ǧε) can be chosen to be globally
hyperbolic.

(e) If g is C1,1 then the regularisations can in addition be chosen such that they converge to g
in the C1-topology and such that their second derivatives are bounded, uniformly in ε on
compact sets.

Remark A.2. In our application the main point we will need compared to [19, section 1.2] is
property (d) which guarantees that for globally hyperbolic metrics there exist approximations
with strictly narrower (wider) lightcones that are themselves globally hyperbolic. Extend-
ing methods of [52], it was shown in [53] that global hyperbolicity is stable in the interval
topology. Consequently, if g is a smooth, globally hyperbolic Lorentzian metric, then there
exists some smooth globally hyperbolic metric g′ ≺ g (resp. g′ � g). Constructing ĝε resp. ĝj

as in (b) then automatically gives globally hyperbolic metrics (cf [53], section II]).

Appendix B. Function spaces

The (real) Hilbert space L2(M, g) is used in the section on Green operators to formulate adjoint-
ness properties and is defined as follows: recall that for any Lorentzian manifold (M, g) we
have a unique positive density μg on M [54, proposition 2.1.15], which has the local coor-
dinate expression

√
| det(gi j)| |dx0 ∧ · · · ∧ dxn|; in case of a Lipschitz continuous metric g

the density μg is continuous and induces a positive Borel measure on M, which we employ
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to define the corresponding L2 space and denote it by L2(M, g). If M is orientable, then
we have a global volume form νg on M [55, chapter 7] from which the density μg can be
obtained.

We consider the (real) Sobolev spaces Hm(M) for a nonnegative integer m to be defined
with respect to some chosen smooth Riemannian background metric on M as described in [56],
i.e., by completion of the space of (real) smooth functions whose covariant derivatives up to
order m are square integrable with respect to the positive Borel measure on M associated with
the Riemannian metric (cf [57, section III.3]; it can be written in terms of a global Riemannian
volume form, if M is orientable). Recall ([56], theorems 2.7 and 2.8]) that the space D(M) (of
smooth compactly supported test functions) is dense in H1(M), if M is complete with respect
to the chosen Riemannian metric, and also in Hm(M) for m � 2, if, in addition, Riemannian
curvature bounds hold as well.

On a compact manifold M, the definition of Hm(M) is independent of the chosen Rieman-
nian background metric ([56], proposition 2.3]) and, similarly, one concludes that Sobolev
norms induced by two different Riemannian metrics on functions with support contained in
a fixed compact subset are equivalent. This observation guarantees that the following two
spaces are independent of the chosen background metric, namely the compactly supported
Sobolev functions Hm

comp(M) := { f ∈ Hm(M)|supp( f ) is compact in M} and the local space
Hm

loc(M) := { f : M → Rmeasurable|∀ϕ ∈ D(M) : ϕ f ∈ Hm(M)} (in fact, ϕ f ∈ Hm
comp(M) in

the latter case).
In the context of the function space topologies for the current paper, we simply consider

Hm
comp(M) as a subspace of the Banach space Hm(M), hence it is normed and not complete.

One could equip Hm
comp(M) with a complete (non-metrizable) locally convex vector space

topology, e.g., as in [41] or [58, part II, chapter 31], via a strict inductive limit construction
which turns it into a so-called (LF)-space, but we prefer to formulate our results more directly
in terms of the inherited Sobolev norm.

For Hm
loc(M) we have the family of semi-norms f �→ ‖ϕ f ‖Hm(M), parametrised by ϕ ∈

D(M), which provides us with a Fréchet space topology on Hm
loc(M) (cf [58, part II, chapter

31] or [41]). We clearly have Hm(M) ⊆ Hm
loc(M) (with continuous embedding).

If K is a compact subset of M and f ∈ Hm
loc(M) we occasionally abuse the notation and

write ‖ f ‖Hm(K) to mean the value obtained when the integrals defining ‖ϕ f ‖Hm(M) are only
evaluated on K and ϕ ∈ D(M) is a cut-off such that ϕ = 1 on K. (No cut-off is required if
f ∈ Hm(M).)

In case of M = (0, T) × Σ we may choose the Riemannian background metric in the form
dt ⊗ dt + γ, where γ is a Riemannian metric on Σ. We will then often consider a function
v ∈ L2((0, T) × Σ) as a map t �→ v(t) from the interval into the Hilbert space L2(Σ) in the sense
that v(t)(x) = v(t, x) holds pointwise for continuous v. Thanks to Fubini’s theorem, we may
then write

‖v‖2
L2((0,T)×Σ) =

∫ T

0
‖v(t)‖2

L2(Σ) dt. (B.1)

For general constructions with measurable functions valued in Banach spaces we refer to [59,
60]; in particular we will make use of the isomorphism L2((0, T) × Σ) ∼= L2((0, T), L2(Σ)) [59,
theorem 8.28]. If v is differentiable and interpreted as a function t �→ v(t), we will occasionally
denote the partial derivative ∂ tv by v̇ and write ∂ t for the corresponding vector field on (0, T) ×
Σ. The space Ck([0, T]; Hm(Σ)) (k a nonnegative integer) consists of all k times continuously
(strongly) differentiable functions (if k = 0, simply continuous functions) v : [0, T] → Hm(Σ)
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with finite norm

‖v‖Ck([0,T],Hm(Σ)) := max
0� j�k

sup
t∈[0,T]

‖∂ j
t v(t)‖Hm(Σ) < ∞. (B.2)

We have Ck([0, T]; Hm(Σ)) ⊆ L2((0, T), Hm(Σ)) (with continuous embedding).
In place of a bounded time interval we will occasionally consider the basic spacetime

to be R× Σ and deal with function spaces of Bochner measurable maps from R to some
of the Sobolev-type Hilbert spaces (cf [59, chapter 8]), in particular, L2(R, H1(Σ)). We
will then use the notation L2

loc(R, H1(Σ)) for the set of all Bochner-measurable functions
v : R→ H1(Σ) such that for every compact subinterval I ⊂ R the restriction v|I belongs to
L2(I, H1(Σ)).

In looking at energy estimates on R× Σ we will also need versions of the Sobolev norms
where the derivatives are taken in both the space and time directions but the integration and
volume form are confined to the t = τ level hypersurfaces Sτ := {τ} × Σ. These norms will be
denoted by

‖u‖H̃m(Sτ ) =

⎛⎝ m∑
j=1

∫
Sτ

(u2 + (∂ j
t u)2 + |∇̃ ju|2)dμτ

⎞⎠
1
2

, (B.3)

where ∇̃ is the covariant derivative with respect to the spatial background metric γ and μτ is
the Riemannian measure on Sτ which is just that given by the spatial metric γ.

Finally let us adapt the basic function space structures to the situation of a general
globally hyperbolic C1,1 spacetime (M, g) with Cauchy hypersurface Σ, where we sup-
pose that—according to the discussion in the subsection on C1,1 causality theory—we have
chosen a smooth temporal function t : M → R suchΣ = t−1(0) and a corresponding diffeomor-
phism Φ : M → R× Σ. For τ ∈ R denote the corresponding level surface by Στ := t−1(τ ) =
Φ−1({τ} × Σ), hence Σ0 = Σ, and consider again a background Riemannian metric of the
form h = dt ⊗ dt + γ on the product manifold R× Σ, which in turn provides us with the
convenient background metric Φ∗h on M. In the sequel, all Sobolev spaces on submanifolds
of M or R× Σ will be considered to be defined via Riemannian metrics induced by Φ∗h or
h, respectively. Let Φτ denote the induced diffeomorphism Στ → Σ, i.e., Φ(x) := (τ ,Φτ (x))
for every x ∈ Στ .

We will commit another abuse of notation and a somewhat naive simplification in defin-
ing now the spaces Ck(I, Hm(Σt)) for the case of a compact interval I = [0, T] or for I = R

without using the full theory of more sophisticated constructions in terms of sections, e.g., as
in [41]. Let Bm(I) denote the set of all maps u : I →

⋃
τ∈IHm(Στ ) such that u(τ ) ∈ Hm(Στ ) for

every τ ∈ I. Then we have that u ∈ Bm(I) implies (equivalently) u(τ ) ◦Φ−1
τ ∈ Hm(Σ) for every

τ ∈ I. We define Ck(I, Hm(Σt)) to be the subset of those elements u ∈ Bm(I) such that the map
τ �→ u(τ ) ◦ Φ−1

τ belongs to Ck(I, Hm(Σ)).
For elements u ∈ Ck(I, Hm(Σt)) we can then also define the norms over spatial domains, but

involving derivatives in space and time directions, such as ‖u‖H̃m(Στ ) via the corresponding
‖.‖H̃m(Sτ )-norm evaluated for the associated map τ �→ u(τ ) ◦ Φ−1

τ in Ck(I, Hm(Σ)).
Note that the definition of the spaces Ck(I, Hm(Σt)) depends on the splitting M ∼= R× Σ

and on the choice of temporal function. However, the reasoning in the main text tries to use
the temporal function only in intermediate calculations and afterwards gives formulations of
results essentially in ‘pure’ spacetime terms without recourse to the splitting.
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[48] Dereziński J and Siemssen D 2018 Rev. Math. Phys. 30 1850006
[49] Sanchez Sanchez Y and Schrohe E 2020 Adiabatic ground states (in preparation)
[50] Grosser M, Kunzinger M, Oberguggenberger M and Steinbauer R 2001 Geometric Theory of Gen-

eralized Functions with Applications to General Relativity (Mathematics and Its Applications,
vol 537) (Dordrecht: Kluwer)

[51] Kunzinger M, Steinbauer R and Vickers J A 2015 Class. Quantum Grav. 32 155010
[52] Geroch R 1970 J. Math. Phys. 11 437–49
[53] Navarro J J B and Minguzzi E 2011 J. Math. Phys. 52 112504
[54] Waldmann S 2012 Geometric wave equations lecture Notes (arXiv:1208.4706 [math.DG])
[55] O’Neill B 1983 Semi-Riemannian Geometry (Pure and Applied Mathematics vol 103) (New York:

Academic) with applications to relativity
[56] Hebey E 1996 Sobolev Spaces on Riemannian Manifolds (Lecture Notes in Mathematics vol 1635)

(Berlin: Springer)
[57] Chavel I 2006 Riemannian Geometry 2nd edn (Cambridge Studies in Advanced Mathematics vol

98) (Cambridge: Cambridge University Press) a modern introduction
[58] Trèves F 1967 Topological Vector Spaces, Distributions and Kernels (New York: Academic)
[59] Leoni G 2017 A First Course in Sobolev Spaces 2nd edn (Providence, RI: American Mathematical

Society)
[60] Kaballo W 2014 Aufbaukurs Funktionalanalysis und Operatortheorie (Berlin: Springer)

Distributionen––lokalkonvexe Methoden––Spektraltheorie [Distributions, locally convex meth-
ods, spectral theory]

50

https://arxiv.org/abs/1905.06006
https://arxiv.org/abs/1909.09352
https://doi.org/10.1007/s11784-013-0141-4
https://doi.org/10.1007/s11784-013-0141-4
https://doi.org/10.1088/0264-9381/17/16/308
https://doi.org/10.1088/0264-9381/17/16/308
https://doi.org/10.1007/s11040-015-9176-7
https://doi.org/10.1007/s11040-015-9176-7
https://doi.org/10.1007/bf01269921
https://doi.org/10.1007/bf01269921
https://doi.org/10.1007/bf02392165
https://doi.org/10.1007/bf02392165
https://doi.org/10.1088/0264-9381/30/23/235027
https://doi.org/10.1088/0264-9381/30/23/235027
https://doi.org/10.1016/0370-1573(91)90015-e
https://doi.org/10.1016/0370-1573(91)90015-e
https://doi.org/10.1088/0264-9381/29/20/205017
https://doi.org/10.1088/0264-9381/29/20/205017
https://doi.org/10.1007/s000230200001
https://doi.org/10.1007/s000230200001
https://doi.org/10.1142/s0129055x1850006x
https://doi.org/10.1142/s0129055x1850006x
https://doi.org/10.1088/0264-9381/32/15/155010
https://doi.org/10.1088/0264-9381/32/15/155010
https://doi.org/10.1063/1.1665157
https://doi.org/10.1063/1.1665157
https://doi.org/10.1063/1.3660684
https://doi.org/10.1063/1.3660684
https://arxiv.org/abs/1208.4706

	Green operators in low regularity spacetimes and quantum field theory
	1.  Introduction
	2.  The smooth setting
	3.  The Cauchy problem on for metrics
	4.  The Cauchy problem for globally hyperbolic spacetimes
	4.1.  Causality results for spacetimes
	4.2. Existence and uniqueness

	5.  Green operators for spacetimes
	5.1.  Green operators
	5.2.  Restrictions

	6. Quantisation functors
	6.1. The functor SYMPL and the categories GENHYP and SYMPLVECT
	6.2. The functor CCR and the categories C∗-ALG and QUASILOCALALG
	6.3. The Haag–Kastler axioms

	7. Discussion
	7.1. Topological issues
	7.2. An equivalent symplectic structure
	7.3. The physical quantum states

	Acknowledgments
	Appendix A.  Regularisation methods and generalised functions
	Appendix B.  Function spaces
	ORCID iDs
	References


