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ABSTRACT
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by Watthanasak Jeamwatthanachai

This work is all about bidding optimization that can be used in display advertising.

We study and investigate the problem of sequential second price auction that provides a

partial observation to the winning agent. We also study bidding strategies can be used in

a practical situation under budget constraint and uncertainty of market price for a single-

sided auction. Besides, we assume the market price is random variable drawing from

the gamma distribution. After that, we model and simulate the problem via MATLAB,

and also decide to use the integer programming framework for the sake of simplicity of

modeling, designing and evaluating the problem. Therefore, we propose our algorithms,

heuristic approach, to tackle the problem that are comprised of three algorithms: Greedy,

Greedy-Knapsack and Improved Greedy-Knapsack algorithms, which are improved step-

by-step respectively. Therefore, we evaluate our algorithms and then compare ours

with other existing algorithms such as simple, heuristic and also dynamic programming

approach algorithms. The results show that the final version of greedy archive the best

performance. We also evaluate the dynamic programming algorithm compared with our

algorithms as a special case due to the processing time that take too long in practice.

Obviously, our algorithms does not perform well as the dynamic programming does, but

the results are not bad since our algorithms can be computed in polynomial time that

contrast to the dynamic programming approach that computes in an exponential time.
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Chapter 1

Introduction

In these days, there are lots of people around the world using the internet in their work-

place, home and everywhere. Of course, the number of internet activity is raised up

exponentially. For that reason, one of well-known business marketing called Display ad-

vertising is taken place, which is the marketing that focus on finding the most suitable

content given a numerous factor, such as size, position and user’s behavioral profile, for

instance age, occupation, location, time zone, web browsing history, purchased history,

etc.) via Internet cookies and then placing that on the website, also known as a publisher

who o↵ers available ad spaces for ads, generated by advertisers who bid highest in the

auction, through Ad Exchange (Muthukrishnan, 2009). Ad Exchange is the company

who run the auction when an ad is requested. In Figure 1.1, the auction process begins

when the user visit website, Ad Exchange announces the available ad spaces to bid man-

agers, which is demand-sided platform (DSP) acting on behalf of advertisers. Therefore,

the DSP evaluates the advertiser’s targeting and decide to whether place bid or not.

After that, all bids have been placed on Ad Exchange, and then the winning bid will

be determined. The highest bid is the winner, and he pay a second-highest bid since

the main mechanism is second-price sealed bid auction, also known as Vickrey auction.

After determining the winner, Ad Exchange will announce the winning bid back to the

winning advertiser, and the payment has been made, and the generated ad will be trans-

ferred to the website (publisher) simultaneously. The state of the ad is rendered on the

user’s browser is so-called Impression. Note that the rendered content could be text,

image, video, flash animation, and so on so forth.

Having mentioned thus far that this is why display advertising is significant in these

days. Because of the main objective of display advertising is to deliver the message

to the consumer directly, and creates an enormous amount of income to advertising

companies according to the increasing trend of using the Internet these days. Besides,

display advertising ads are generated appropriated content to the user in real time

whenever user visit the website regarding given information provided by the website

1
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Figure 1.1: Why real-time bidding in display advertising is set to become
huge? http://searchenginewatch.com/sew/opinion/2293623/why-real-time-bidding-is-

set-to-become-huge

(publisher) and user interests. On top of that display advertising does not only make a

lot of profit to advertising companies but also make a huge profit to brand companies.

In research aspect, the interesting thing in display advertising that can lead to a research

question is how to place bid appropriately under budget constraint in the second price

sealed bid auction. Additionally, the number of transactions is extremely high, 100

millions transaction a day approximately, By the way, budget constraint is also the

most significant factor as it comes into play as the main parameter in this auction.

Advertisers do not want to be out of money in the auction that could make them lose

in the rest of remaining auctions. There are many recent studies (Tran-Thanh et al.,

2014; Ghosh et al., 2009; Gummadi et al., 2012) have been developed models by adopted

various techniques of machine learning since the objective of machine learning is to learn

and understand the activity in a complex system in order to define the computational

model for future prediction given the information provided by the system.

In our work, we develop a simulation of the second price sealed bid auction and bidding

strategy as a point of view of an agent under the budget constraint and uncertainty of

market price in single-sided auctions. To be able to learn and understand uncertainty,

we deploy Gamma distribution as a market price model that supports the data between

0 to positive infinity (Gamma Distribution, 2015). We, then, adopted machine learning

(see Chapter 3 for more detail) to learn market price distribution, which is censored

information. The agent will learn if and only if he place the highest bid in the auction

and pay the market price, which is the second highest bid in that auction (Tran-Thanh

et al., 2014).
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1.1 Problem Statement

Given the display advertising definition, in this dissertation, we focus on finding bidding

strategy to bid e↵ectively. The problem is taken place that agent1 have to place bid

with the right price under budget constraint when the market price is not known and

learning the market price need to be learnt as a must. Also, the auction, in display

advertising, is happened thus quickly (100 milliseconds approximately) as it shows in

Figure 1.1. We can see that the duration in one single auction is finished in extremely

fast. If the agent cannot place their bid in time, he will lose the auction. Also, if he

uses a simple strategy, for instance, bidding with his budget. Of course, bidding with

the budget, as his valuation v

a

, is the good strategy, but it is good where the auction

is a single auction. However, for sequential auction, bidding the budget is not a good

strategy to go because he might be out of budget in the rest of auctions due to the

unknown of other bidder behavior, let’s call market price distribution. That could make

the agent lose all of the remaining auctions that could also make the agent lose the huge

benefits. As a consequence, this leads to the research of real-time bidding optimization.

1.2 Motivation and Challenges

As we already knew the problem from previous Section 1.1, such an enormous benefit

brought by display advertising industry. That leads to our motivation of this research

that what is such bidding strategy could be suitable using in practice that such envi-

ronment does not provide a su�cient information, and the budget is limited. There are

so many studies of bidding strategy regarding display advertising in the literature of

bidding optimization. Unfortunately, most of them did not answer much in the given

problem of our work.

Having stated, that lead to our research topic of how to place bid with the right price

that maximizes the number of wins under the budget constraint. The challenge here is

that the agent does not know the market price distribution. If he wants to learn, he has

to pay for the observation. He will never know that his placed bid is going to win or

not. That could cost him a lot, and also make him expelled from the remaining auction

due to the limited budget in sequential auctions.

1We will use the term of agent instead of advertiser within this dissertation.
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1.3 Contribution

The main objective in this dissertation is to construct bidding strategy that maximize

the number of wins for a given specified budget for sequential auction.2 We propose the

bidding strategy and compare our strategy to other strategies in the literature, and the

strategy we build should satisfy the following requirement:

(a) The model follows the essential characteristics of the second price sealed bid auction

that is modeled with a single slot in sequential auctions.

(b) The model must be usable and computationally feasible in practice. Also satisfying

real-time display advertising auction’s process that happens within 100 millisec-

onds.

(c) For all algorithms, the summation of bids spending for a time horizon must not

be over the specified budget, and algorithms must spend all of their budget for a

particular number of auction playing in the simulation.

(d) The budget is reset to the initial budget whenever simulation is started.

To be able to achieve the goals we consider the optimization approach instead of game

theoretic approach (Bertsimas et al., 2009) since the simulation we produce is a single-

sided auction. It is essential that the bidding strategy must be practical since the auction

happens within 100 milliseconds. Even though the agent performs the best results, it

is useless according the processing time of estimating the right bid is more than 100

milliseconds. That means the agent will lose in the auction, and also lose the rest of the

auctions. Nonetheless, our goal is to study the bidding behavior and yet come up with

bidding strategy, called Greedy bidding strategy (see also Chapter 3 in more detail, and

Chapter 4 for some empirical results compared with other strategies)

In this work, we adopt a machine learning framework as the main part of bidding opti-

mization, since we do not know what the market price distribution looks like. Therefore,

market price distribution is defined as a probability distribution function (Tran-Thanh

et al., 2014; Bertsimas et al., 2009) that depends on the numbers of market price re-

ported to the agent. The probability distribution is the most significant parameter,

playing as a main part of optimization, and that determine what is the right price of

the auction in particular time t a

t

. Moreover, we have simulated our bidding strategy

in a setting where the probability distribution is represented as competitors (market

price). Afterward, we show the results by comparing other approaches to see how the

performance of our approach is going (see more detail in Section 4.2). However, Our

approaches shows that the performance is better that other strategies, except dynamic

2Some people called this auction as repeated auction. In the dissertation, we interchangeably use the
term of sequential auction and repeated auction afterward.
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programming approach. Even though the outcome of our approach is not good as dy-

namic programming approach, the processing time is faster and within 100 milliseconds.

Consequently, we feel like that our approach is suitable and applicable bidding strategy

in practice.

Having mentioned that we feel like this dissertation produces the following contributions:

(1) We introduce a bidding strategy for display advertising that maximizing the

number of wins subject to the budget constraint and also satisfying the

requirement (a)-(d), stated in previous Section 1.3. The bidding strategy are

constructed based on machine learning framework, which is used as a learning

technique in part of optimization.

(2) We showed the result of comparison between our approach and other approaches un-

der budget constraint, in simulation, using stochastic market price model brought

by gamma distribution in T -repeated auctions which is only single slot each.

(3) We compared the result of our approach with dynamic programming approach,

Bellman equation initially presented by (Amin et al., 2012), with extension with

using Zeng’s estimator instead of KM estimator by (Tran-Thanh et al., 2014).

In our work, we consider MLE provided by MATLAB instead of using Zeng’s

estimator.



Chapter 2

Literature Review

2.1 Second Price Auction and Sequential Auction

Bidding optimization is widely studied and used in many such various auctions in the

world. For the most part, bidding optimization is usually used in find the optimal

price regarding a given information in that auction. However, in our work, we are only

interested in a sealed bid second price auction, also known as Vickrey auction. In Vickrey

auction as we already knew that truthfully bidding, place bid as an item valuation v

a

, in

a single auction, is a dominant strategy (Krishna, 2009). In our work, we consider the

problem that budget constraint is included in part of the strategy. Having mentioned,

that implies that placing the bid with the budget remaining is a dominant strategy if it

is only a single auction since there is only one item that agent is willing to get (Krishna,

2009). However, it does not seem to work on sequential auction (Vetsikas et al., 2013;

Amin et al., 2012; Ghosh et al., 2009; Gummadi et al., 2012), also known as repeated

auction, since agent has a limited budget. For instance, the agent has a limited budget

and place bid equal to the budget he has at a certain time. The result would be that he

wins for all auction in the case of he has an infinity of budget. On the other hand, he

would lose the auction in the middle of the day if he has a limited budget. The last case

it seems realistic to our problem. Thus we can summarize that bidding with all of budget

is not a dominant strategy in repeated auctions under the budget constraint (Vetsikas

et al., 2013). That leads to the research question of bidding optimization that have

been studied in the literature. Since bidding optimization is widely used in the complex

system that enable the autonomous agent can be able to learn the bidding behavior in

that such environments that provide partial information to the winning agent (Bertsimas

et al., 2009; Tran-Thanh et al., 2014; Ghosh et al., 2009).

In our work, there is two part that we focus on (1) learning and prediction and (2)

bidding strategy. For that reason, we adopt machine learning framework as a main part

of optimization. After that, we use the past performance, also known as market price

6
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history, that the agent is informed to construct the distribution that is the beginning of

our algorithms named Greedy algorithm.

2.2 Multi-armed Bandit with Budget Constraint

For all of mentioned reason, we feel like our work is closed to the work of Ghosh et al.

(2009) that consider partial observation, which is similar to our work. In this work,

the author presents the strategy that can reduce the trade-o↵ between exploration and

exploitation. They also propose the di↵erent techniques by using multi-armed bandit,

where each lever is represented as a bid price can be pulled in the next round. Apparently,

that implies that whichever lever is pulled, the agent has to pay for its cost. That problem

is related to the literature of multi-armed bandit with fixed cost under budget constraint

(Ding et al., 2013; Sen and Ridgway). The study of fixed-cost multi-armed bandit under

budget constraint presented by Sen and Ridgway.

In this study, the author presents the algorithm for finding the sequence of arms that is

going to be pull, which is similar to our work as we also find the sequence of bid price,
~

b, considering the highest accumulative probability in time horizon. Interestingly, the

main idea of this work is completely opposing to our aspect. Given the budget to the

agent and variable cost to each arm, they present the arms selection that always choose

the arm that produce a high reward, otherwise, eliminate that arm. The interesting

idea in this work is the algorithm named l-split algorithm. This algorithm is to pick

one arm, for example arm

1

, then determine the next arms, arm
t>1

. Each time that

picking arm the budget is deducted according to the cost of that arm. This process

continues processing until the budget is zero, or no one arm can be pick up. Repeating

this process for each arm until at the end of determining the last arm, it produces the set

of arms series. After that, calculating the reward on average, and pick arm that produce

the highest reward. We feel like this approach is interesting and similar to the Online

Knapsack Problem (Lueker, 1998) that we are interested in using so. However, the idea

is interesting but we feel like some part we can adopt to our approach, especially that

part of determining the series of arms since, in our approach, we consider all possible

bid price for the future auction in time horizon. Having mentioned online knapsack

problem that the main idea of knapsack problem, in our case, is to place the bid that

does not exceed the capacity, which is the remaining budget, B0
t

. This technique is used

and mixed with the future bid motivated by l-split algorithm (Sen and Ridgway).

2.3 Bidding Strategy under Budget Constraint

By the way, Ghosh et al. (2009) also consider budget constraint as a main parameter

using in estimating the optimal bid. They propose an adaptive algorithm using collected
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history data in each game, called Learn-while-Bid that is closed to our approaches that

learning in both exploration and exploitation. Also, they introduce another mechanism

that can reduce the trade-o↵ between exploration and exploitation named Panic. Panic

is an aggressive bidding strategy triggered when the number of impressions is not met

when budget remaining is running out. However, for the above-mentioned reason, agent

has to perform on repeated auctions that is relevant to the study of Gummadi et al.

(2012) who consider the budget constraint and propose an optimal bidding strategy and

also equilibria in sponsored search auction. However, the author does not consider only

the budget constraint but also take income factor into the consideration that can extend

the number of auctions for that agent. Our work does not include in parameter, on the

other hand. This work also presents the greedy approach cooperating with Knapsack

problem (Lueker, 1998), and also consider the valuation of an item is including the greedy

approach, which is not used in our work. Another work that connect to budget-limited

auction is belonging to Zhou et al. (2008). This work is a bit similar to our work since

they consider budget constraint as a part of online knapsack problem for estimating bids

for multiple slots. We also use online knapsack problem as the multiple choice of the

bids that using in future bid declaration. For this technique also points to the last work

in the next paragraph.

Finally arriving at the last review that is closest to our work belongs to the work of

Tran-Thanh et al. (2014). The author evaluates regret bound, which is the factor for

online optimization, for the existing bidding strategies in the literature of online adver-

tising auction, repeated second price auction. In this work, the author also considers

partial information (observation), also known as censored information is only provided

for the winning agent. There are three algorithms presented in this work, and also work-

ing under budget constraint with specified time horizon, (1) ✏-First, (2) Greedy Product

Limit (GPL) and (3) LuekerLearn algorithm. For the first two algorithms are dynamic

programming (DP) algorithms that adopt Bellman Equation, Equation 3.8, is a part of

optimal bid estimation. The di↵erence in both algorithms is a bit di↵erent that ✏-First

provides an exploration phase, but no exploration in GPL algorithm, on the other hand.

The last algorithm Lueker Learning algorithm, the author, claimed that it performs well.

The idea of Lueker Learning is quite simple adopting from the N -Average case, origi-

nally presented by Lueker (1998). That choose bid defined as expected payment that

below B

0
t

T�t+1

, as it show in the Equation 3.7. Also, considering the update distribution

which is Maximum-likelihood (MLE). However, the author considers Suzukawa’s esti-

mation for ✏-First and Zeng’s estimator for GPL and LuekerLearn algorithms. That is

contradicted in our work that use MLE provided in MATLAB. Interestingly, in Bellman

equation, the main idea of this equation is to find the optimal bid for all time horizon,

in term of maximizing the number of wins, given the updated market price distribution.

The result of this equation is completely promising since it is claimed as the optimal

bidding. Notwithstanding the excellent outcome, the author proved that the processing
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is considerably too long that cannot be used in practice. That work are contradicted to

LuekerLearn that can be run in polynomial time.

For the reviews of the literature as mentioned earlier, we feel like learning distribution is

necessary for any bidding optimization that will be regarding the parameter of distribu-

tion estimation that has come into play as a primary role. If the parameter estimation

equation is not well-designed, the result might be biased. Considering the bidding strat-

egy for all time horizon is the most significant as it makes a call of what bid price should

be placed. If it decides to place the bid too high, it is going to influence the future bid

due to the limited budget. For this reasons, we feel like learning market price distri-

bution, distribution’s parameter estimation and bidding strategy are the most import

thing for our work, and they will be taken into consideration at the most priority.



Chapter 3

Model and Algorithms

3.1 Model Description

In our work, the model is similar to the work of Tran-Thanh et al. (2014). Model is

consists of agent A is willing to place repeatedly his bid in a sequential auction with time

horizon T of a single item sealed bid second price auction. The agent will place their bid

in time step t 2 {1, ..., T} against the market price as generating bids from a probability

distribution g, which is drawn from the gamma distribution given parameters: ↵ = 10,

� = 5 and ↵ = 1, � = 1.5, for normal case and special case, respectively (see more detail

in Section 4.3).
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Figure 3.1: Gamma distribution: Probability Desity Fucntion

Budget is denoted as B for the time period T and remaining budget also is denoted as

B

0, but for the remaining budget at a specified time step t, we use B

t

. In the auction,

the agent has to pay if he wins the auction. Thus, we define p

t

to denote the payment

at time step t if he wins. Due to the budget constraint, this means that the total cost

of payment should not be over the budget as it shows in a following Equation 3.1:

10
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TX

t=1

p

t

 B (3.1)

In Vickrey auction, the payment is equal to the second highest bid in a certain auction.

As we defined market price as a random variable x

t

for a single slot that is independent

and identically distributed (i.i.d) drawing from the probability density function p brought

by gamma distribution with given parameters that we mentioned above. Since the

market price are drawn from unknown, but the market price should be more than zero

to make the model to be more realistic and reasonable. That means that at the time

step t, the budget will be deducted by x

t

if the agent place bid b

t

is larger than the

market price x

t

. Otherwise, it will be deducted by nothing since he does not win the

auction. This statement implies that agent is permitted to place his bid less than or

equal to his budget b

i

 B

0
t

, which is reasonable and realistic. Note that agent always

start with an initial budget B0
1

= B.

B

0
t+1

=

(
B

0
t

� x

t

if b
t

� x

t

B

0
t

otherwise
(3.2)

Since the main goal of our strategy is to maximize the number of wins in the time period

T . Thus, we develop our strategy called Greedy Bidding strategy. In this strategy, the

main idea of the strategy is to design as simple as LuekerLeann bidding policy, as it

will be shown in more detail in the next Section 3. Our strategy is completely simple

that can be processed in a polynomial time O(T ), where T is the number of items (time

horizon).

3.2 Parameter Estimation

As we have mentioned, the most important is learning market price distribution in our

model. That is because the agent does not know the market price distribution yet and

need to use the distribution in term of finding the optimal bid, which is necessary to be

learned to achieve the objective. In our model, we consider a partial observation that

is setting that the winner will be informed the market price. Every time the agent win

the auction, he will be informed the market price from the mechanism. After that, he

updates the distribution given the vector of market price1. This update is a so-called

online update that is more e�cient than o✏ine update2. In our approach, the updating

process is still happened even thought in exploitation (in more detail see Section 5, 6

and also 7).

1Collection of market price that he won auctions in the past, also known as history data
2O✏ine update is updating the distribution only in the exploration phase, then use the knowledge in

exploitation without any updating process
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To be able to estimate the parameters, alpha and beta, we adopt Maximum-likelihood

Estimation (MLE)3 in case of calculating that parameter. To use this estimation, we

need to be careful since the Maximum likelihood tries to overfit when the number of

market price (wins) is not su�cient.

Number of Data
0 10 20 30 40 50 60 70 80 90 100
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Unstable Stable

Figure 3.2: Maximum Likelihood Estimation Performance

In Figure 3.2 shows the MLE performance regard to the number of data. We can see

that when the number of data is not su�cient, both parameters are not stable. That is

because, as we mentioned, that MLE try to overfit the data. After the number of data

is more than 18, the parameters become stable. This figure suggests that the minimum

number of data the agent should have, in term of learning the distribution, is 18 at least.

Therefore, we define the number of exploration is 30 (✏ = 30), which is more than 18.

That means that the agent has to win at least 18 times, and if we set ✏ = 18, it is not

guaranteed that he is going to win all of them. Thus ✏ = 30 is reasonable.

3.3 Existing Algorithms

Given the model in the Section 3.1, our goal is to find the optimal strategy that maximize

the number of win given the limitation of budget, B, in the specificed time horizon, T .

Thus, we modified the expectation of number of win accorded to the work of Tran-Thanh

et al. (2014) as a following:

W

A(B0
t

, T ) = E
"

TX

t=1

b

A(B0
t

, T ) � x

t

#
(3.3)

In Equation 3.4, we define the number of win,W 0
t

by using bidding strategy A. Therefore,

we run a number of experiments to find the optimal strategy that maximizing the number

3In the simulation, we use gamfit function to estimate both parameter given the data (market price
vector). This function is provided in MATLAB (Gamma Parameters Estimation, 2015).
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of wins in each strategy. Finally, the optimal strategy is chosen by a following equation

here:

A

⇤ = max
A

W

A(B, T ) (3.4)

Given the problem definition and model description above, we consider existing bidding

strategies in the literature in comparing of our strategies, which will be described in

Section 3.4. We start with a various of simple strategies and then existing strategy from

the literature of Lueker (1998) and Tran-Thanh et al. (2014).

3.3.1 Aggressive Budget Bidding Strategy

Aggressive Budget bidding strategy is a simple bidding strategy that always places bid

aggressively with the budget remaining at all the time. The bid price is defined as a

following equation:

b

t

= B

0
t

(3.5)

Algorithm 1: Aggressive Budget

Input : B0
t

> 0
Output: b

t

1 for t 2 {1, ..., T} do
2 b

t

= B

0
t

3 end

Figure 3.3: Aggressive Budget Algorithm

The idea of this algorithm is to bid aggressively for the whole period of time horizon

with all of the budget, B0
t

, he has at the time step t that shows at line 2 of Figure 3.3.

3.3.2 N-Fraction of Budget Bidding Strategy

N -Fraction of Budget bidding strategy is also a simple bidding strategy that split the

initial budget B into N fractions, where N = T is the number of auctions in total of

time horizon. This strategy is a bit di↵erent to the previous algorithm at line 2. Thus,

this algorithm will be defined as showing in the Figure 3.4.

b

t

=
B

T

(3.6)
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Algorithm 2: N -Fraction of Budget
Input : B > 0 and T

Output: b
t

1 for t 2 {1, ..., T} do

2 b

t

= B

T

3 end

Figure 3.4: N -Fraction of Budget Algorithm

3.3.3 LuekerLearn Bidding Strategy

LuekerLearn bidding strategy is a heuristic bidding strategy presented by Tran-Thanh

et al. (2014) which adopt online knapsack problem issued by Lueker (1998). The main

idea of this strategy is protect agent to no more spent too much money by capping the

price according the number of auction remaining N as a fraction parameter by placing

bid that does not exceed the maximum bound, B

0
t

T�t+1

, showing at line 2 in Figure 3.5.

Also, the expected bid price, b⇤
t

, is calculated as a payment given bid b,
P

b

�=1

g(�)�.

After that, update the distribution is required, g
t+1

(x), if placed bid is higher than the

market price at line 3. Note that this strategy is also known as N-Average Case.

b

⇤
t

= max{b}

s.t.
bX

�=1

g(�)�  B

0
t

T � t+ 1

(3.7)

Algorithm 3: LuekerLearn

Input : B0
t

> 0, t, T , and g

t

(x), where g

1

(x) is uniform
Output: b⇤

t

1 for t 2 {1, ..., T} do
2 Place bid b

⇤
t

according to Equation 3.7
3 Update g

t+1

(x) by MLE if b⇤
t

� x

t

4 end

Figure 3.5: LuekerLearn Algorithm (N-Average Case)

Note that in line 4, in the original version of LuekerLean algorithm, the author use

Zeng’s estimator as a distribution parameters estimation. From now on, we consider

MLE function provided by MATLAB since it is comfortably used.

3.3.4 Dynamic Programming Bidding Strategy

This strategy is claimed as an optimal bidding strategy presented by Amin et al. (2012).

The Equation 3.8 is used as a part of estimating the optimal bid. It is also known
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that Bellman equation in another name is a dynamic programming (Tran-Thanh et al.,

2014). The idea of this strategy is to find an optimal bid b

⇤
t

by considering the future

bid b

⇤
t+1 2[t+1,...,T ]

as an optimal as well as in a current time t. As same as the previous

one, update distribution is also required at line 8 in Figure 3.6.

b

⇤
t

(B0
t

, t) = arg max
b(B

0
t

,t)

(
b(B

0
t

,t)X

�=1

ĝ

t

(�)[1 +G

+(B0
t

� �, T � t)]

+ F̂

t

(b(B0
t

, t))G+(B0
t

, T )

)

G

+(B0
, T � t) =

b

+
(B

0
t

,t)X

�=1

ĝ

t

(�)[1 +G

+(B0
t

� �, T � t� 1)]

+ F̂

t

(b+(B0
t

, t))G+(B0
t

, T � t� 1)

(3.8)

However, in our experiment, we modified the original version using MLE instead of

Zeng’s estimator, at line 8, due to the comfortable applying to our simulation. Con-

sidering the time constraint and our limitation on processing this in practice, we also

assume that agent should have won at least 10 rounds in term of building the market

price distribution, as it showing in line 3-5 as an exploration phase. The main reason for

doing so is that we would like to see the di↵erent result of Bellman equation compared

with our algorithms during the exploitation phase. Therefore, we call this algorithm as

✏-First Algorithm. For the evaluation of this algorithm, we consider this as a special

case since it cannot be estimated in polynomial time. We will show in another setting

that is suitable for practice, see Section 4.3.

Algorithm 4: Dynamic Programming (DP)

Input : B0
t

> 0, t, T , g
t

(x), and ✏

Output: b⇤
t

1 for t 2 {1, ..., T} do
2 ✏ = 10
3 if t  ✏ then
4 Exploration Phase
5 b

⇤
t

= B

0
t

6 else
7 Place bid b

⇤
t

according to Bellman Equation 3.8
8 Update g

t+1

(x) by MLE

9 end

10 end

Figure 3.6: Dynamic Programming (DP) Algorithm
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3.4 Proposed Algorithms

In this section, we propose three algorithms. 1) Greedy algorithm (3.4.1), 2) Greedy-

Knapsack (3.4.2) and 3) Improved Greedy-Knapsack (3.4.3). In the first algorithm

Greedy Algorithm is the simplest version of our approach, and then we modify the

first one into an improved version Greedy-Knapsack adopting online knapsack problem-

solving technique (Lueker, 1998; Tran-Thanh et al., 2014). The last one, we, finally,

consider the parameterized approach toward to Greedy-Knapsack to see which number

produce the best result, and then we propose the last algorithm called Improved Greedy-

Knapsack with optimal value as a fraction of budget in order to cap the bid price in

particular time step t.

3.4.1 Greedy Algorithm

Greedy algorithm is an online algorithm and heuristic technique that solving the com-

plexity problem by calculating which choice is an optimal choice given the learnable

knowledge provided in an environment at each stage. For example, in our work, infor-

mation of market price when agent win the auction x

t

, Budget remains in each time step

B

0
t

, number of remaining auctions N , and so on so forth. We also learn the market price

distribution, g
t

(x), then calculate the probability of winning given bid, G
t

(x). Since the

information is limited to our work, we define the simple version of the greedy algorithm

that looking the bid that produce the most probability in time horizon as a following

Equation 3.9.

b

⇤
t

= arg max
b12{1,...,120}

NX

j=1

G

t

(b
j

)

s.t.
NX

j=1

b

j

= B

0
t

where b

j

=
B

0
t

� b

1

N � 1
, j 2 {2, ..., N}

(3.9)

The idea of our Greedy algorithm is to find bid b

t

from 14 to 1205 that produce the

highest probability in time horizon, called the optimal bid b

⇤
t

, and the future bids b
j>=2

are simply defined as a N � 1 fraction of the remaining budget B0
t

excluding the current

bid b

1

. Note that the marker price distribution is required for all our algorithms.

4Why it does not start from 0? It is because the main goal of our is to maximize the number of wins.
If we bid 0 this means we lose the auction that is not satisfied our objective.

5This number is the maximum bid price that agent allow to bid, which should be below or equal to
the remaining budget, maxBid  B

0
t
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Algorithm 5: Greedy

Input : B0
t

> 0, t, N , G
t

(x) and ✏

Output: b⇤
t

1 if t  ✏ then
2 Exploration Phase
3 b

⇤
t

= B

0
t

4 else
5 Exploitation Phase
6 b

max

t

= 120
7 if b

max

t

> B

0
t

then
8 b

max

t

= B

0
t

9 end
10 for bid 2 {1, ...,maxBid} do
11 b

1

= bid

12 b

j2[2,...,N ]

= B

0
t

�b1

N�1

13 ~

b

bid

= {b
1

, ..., b

N

}
14 end

15 ~

b = {~b
1

,...,~b
b

max

t

}
16 Place a bid b

⇤
t

according to Equation 3.9 given a set of ~b
17 Update G

t+1

(x) using MLE if b⇤
t

� x

t

18 end

Figure 3.7: Greedy Algorithm

Figure 3.7, the idea of this algorithm is to split into two past: exploration and exploita-

tion. In exploration phrase, line 3, we place bid with the remaining budget, b0
t

, we have

in time step t. After that, in exploitation, we define the optimal bid by looking the bid

b

1

varying from 1 to 120, at line 10, while the future bids, b
j�2

, are defined as a fraction

of the remaining budget excluding the current bid at line 12. After that, we will get the

set of vectors of bid ~

b, line 15. Then, the optimal bid is chosen by picking one vector in

the set that is the highest accumulative probability for a whole period of time horizon

according to the Equation 3.9. Note that update market price distribution is necessary

in all our approaches.

3.4.2 Greedy-Knapsack Algorithm

Greedy-Knapsack is an improved version of the Greedy algorithm using online knapsack

problem proposed by Lueker (1998). This technique is adapted to our approach as

budget-limited condition since the main idea of knapsack is to spend money no more

than nor exceed the capacity, which is the budget B in this case. We also found that

defining the future bid b

j

as a N � 1 fraction of the remaining budget, in the previous

equation 3.9 is not reasonable. They could be any number from 1 to B

0
t

. For more

detail, we will give an explanation in Evaluation Section 4.1.2. We, therefore, consider

N -Average case as a part of determining the future bid. For this reason, we define the
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future bid b

j2[2,...,N ]

as a fraction of the remaining budget N , where N is the number of

auction remaining, at line 13 in Figure 3.8. Therefore, we define the improved version

of the Greedy Algorithm as the Equation 3.10.

b

⇤
t

= arg max
b12{1,...,120}

NX

j=1

G

t

(b
j

)

s.t.
NX

j=1

b

j

= B

0
t

where b

j

=
B

0
t

�P
j�1

�=1

b

�

N � j + 1
, j 2 {2, ..., N}

(3.10)

Algorithm 6: Greedy-Knapsack

Input : B0
t

> 0, t, N , G
t

(x) and ✏

Output: b⇤
t

1 if t  ✏ then
2 Exploration Phase
3 b

⇤
t

= B

0
t

4 else
5 Exploitation Phase
6 b

max

t

= 120
7 if b

max

t

> B

0
t

then
8 b

max

t

= B

0
t

9 end
10 for bid 2 {1, ..., bmax

t

} do
11 b

1

= bid

12 for � 2 [2, ..., N ] do

13 b

�

=
B

0
t

�
P

j�1
�=1 b�

N��+1

14 end

15 ~

b

bid

= {b
1

, ..., b

N

}
16 end

17 ~

b = {~b
1

,...,~b
b

max

t

}
18 Place a bid b

⇤
t

according to Equation 3.10 given a set of ~b
19 Update G

t+1

(x) using MLE if b⇤
t

� x

t

20 end

Figure 3.8: Greedy-Knapsack Algorithm

3.4.3 Improved Greedy-Knapsack Algorithm

As we introduced the Greedy-Knapsack algorithm in the previous, we define the last

approach motivated by the parameterised version of N -Average Case algorithm, whose

results suggest that N -Average Case, where N is the number of auction remaining, is
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not the optimal value. We will call this parameterised version of N -Average Case as

A-Average Case, in order to avoid the confusion, where A6 is linear function of fraction

of the budget defined as a following Equation 3.11 which is calculated by the Equation

3.12 where A

start

is 50 and A

end

is 1. For finding an optimal value of this equation, we

will evaluate in next chapter 4.1.3.

~

X = {0, 1, ..., T � 2}
~

A = {50 + (X
t

1� 50

T � 1
), ..., 1}

where |A| = T

Then ~

A = {50, 49.5051, ..., 1}

(3.11)

In another word, A
t

can be calculated as a following:

A

t

= A

begin

+
⇣
X

t

⇥ A

end

�A

begin

T � 1

⌘

Then A

begin

= 50

A

end

= 1

(3.12)

After considering the result of parameterised version of A-Average Case algorithm, Fig-

ure 4.5, we decide to deploy the (A = 50)-Average Case as a bidding strategy in explo-

ration phase instead of Aggressive Budget7 bidding policy, at line 4 in Figure 3.9. The

main reason for deploying this is to avoid bidding too high price that made the agent

out of budget afterward as he does in the Figure 4.3(a).

b

⇤
t 2 {1,...,✏} =

B

0
t

A

t

(3.13)

After changing the strategy in exploration, Figure 4.6, we also take this into the con-

sideration working under exploitation. Finally arrive at the final improved version of

Greedy-Knapsack with a maximum bound of bidding price, bmax

t

in particular time step

t integrating into Greedy-Knapsack exploitation phase, at line 7-8 in Figure 3.9, as

following Equation 3.14.

6In MATLAB, this parameter can be calculated by linspace function.
7Aggressive Budget is the strategy that always place bid with the remaining budget for each auction.
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b

⇤
t

= arg max
b12{1,...,bmax

t

}

NX

j=1

G

t

(b
j

)

s.t.
NX

j=1

b

j

= B

0
t

where b

max

t

=
B

0
t

A

t

~

A = {50 + (X
t

1� 50

T � 1
), ..., 1} |A| = T

b

j

=
B

0
t

�P
j�1

�=1

b

�

N � j + 1
, j 2 {2, ..., N}

(3.14)

Algorithm 7: Improved Greedy-Knapsack

Input : B0
t

> 0, t, T , N , G
t

(x) and ✏

Output: b⇤
t

1 ~

A = {50 + (X
t

1�50

T�1

), ... ,1} where |A| = T

2 if t  ✏ then
3 Exploration Phase

4 b

⇤
t

= B

0
t

A

t

5 else
6 Exploitation Phase

7 b

max

t

= B

0
t

A

t

8 for bid 2 {1, ..., bmax

t

} do
9 b

1

= bid

10 for � 2 [2, ..., N ] do

11 b

�

=
B

0
t

�
P

j�1
�=1 b�

N��+1

12 end

13 ~

b

bid

= {b
1

, ..., b

N

}
14 end

15 ~

b = {~b
1

,...,~b
b

max

t

}
16 Place a bid b

⇤
t

according to Equation 3.14 given a set of ~b
17 Update G

t+1

(x) using MLE if b⇤
t

� x

t

18 end

Figure 3.9: Improved Greedy-Knapsack Algorithm

In next Chapter 4, we will evaluate our algorithms why they need to be improved. We

also compare our algorithm with existing algorithms in the literature.



Chapter 4

Evaluation

In previous Chapter 3, we have developed our approaches: Greedy, Greedy-Knapsack

and Improved Greedy-Knapsack algorithm thus far. In this chapter, we focus on the

evaluation and performance of our algorithms compared to existing algorithms in the

literature as we mentioned from the previous chapter. First, we will look at our perfor-

mance of proposed greedy algorithms and how well they perform. After that, we will

evaluate the greedy performance against other strategies in various settings according

to our experiment, which are changeable:

Budget is a given parameter setting up to the agent when the simulation is being

started , which can be varied between 500 to 5000 when the number of auction

is fixed to 100, T = 100. The interesting in this setting is a bit challenge to the

agent since he need to manage his budget well and also maximize the number of

wins even though the budget is too small. See the result in Section 4.2.1.

Number of Auctions , also, is a given parameter to the agent when the simulation is

being started. This parameter is varied from 50 to 300 according to our experiment,

and we fixed the initial budget to 4000, B = 4000. This challenge is also interesting

to see how well agent can manage his bidding under fixed budget when the number

of the auction is either small or big number. See the result in Section 4.2.2.

Market Price Parameters are market price distribution’s parameter consisting of 2

parameters: ↵ and �. These parameters have directly influent to the algorithms

since the market price will be increased when the parameters are set too high. In

our work, we consider three settings of these parameters as following:

• ↵ = 10 and � = 5

• ↵ = 11 and � = 9

• ↵ = 15 and � = 9

21
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Since we have developed our approaches thus far from the previous Chapter 3, now

we turn to performance aspect and evaluate our approaches in various settings such as

budget, number of auction and di↵erent parameter of market price distribution. To be

able to evaluate our approaches, we consider other strategies to compare with ours. The

strategies are as following:

4.1 Greedy Algorithms Performance Analysis

In this section, we analyse the performance of our proposed algorithms to see how the

agent performs using those strategies. After the analysis, we issue problems in each

strategy then try to improve the strategies.

4.1.1 Greedy Algorithm

Given the Algorithm 5 above, we show the results in Figure 4.1. Interestingly, in this

results, we observe that when the budget is less than or equal to 3000, he is out of the

budget in the rest of auctions, in the middle of time horizon. We investigate that the

main cause that made agent lost is because he spent too much money in exploration

according to bid the budget, B0
t

. Of course, this is bad news for this algorithm that will

be solved in Improved Greedy-Knapsack, Section 3.4.3. Nonetheless, this algorithm is

the simplest version of the greedy algorithm, and the result is not satisfied the number

of wins that we are looking for since the results are not good enough. What we can see

now in the simplest version of greedy is how to define the future bid b

j�2

, Equation 3.9.

Since the future bids, b
t>1

are defined as a N�1-fraction of budget, That does not make

any sense when the optimal bid is calculated by placing bid with highest accumulative

probability for whole time horizon. As a result, improvement version is needed which

we introduce in the next Section 3.4.2.
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Figure 4.1: Greedy Performance when budget is varied from 500 to 5000 with fixed
number of auction T = 100
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4.1.2 Greedy-Knapsack

Having mentioned in the Section 3.4.2, we use online knapsack problem solving technique

proposed by Lueker (1998). The main reason of using the online knapsack problem is

because of the performance is quite stable. There is no sign of out of budget as the

original greedy does. Secondly, the number of wins under alternative budgets is also

steady, always raised up. The last reason is the budget spent in N -Average case is also

admirable, show in the Figure 4.2.
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Figure 4.2: N-Average Performance when budget is varied from 500 to 5000 with
fixed number of auction T = 100

As we can see that N -Average case is simple strategy, the performance is steady as

it should be. We feel like putting this as a part of future bid estimation does give a

better result. Therefore, we assume that the performance of Greedy-Knapsack should be

increased as well as the N -Average case does. In Figure 4.4, as we made an assumption,

The performance of Greedy-Knapsack is promising, entirely performs better than the

original greedy algorithm even the budget or number of auction is varied, according the

Algorithm 6.

The results also show that the Greedy-Knapsack does better with 20 wins higher than

the original version. To sum it up, we can say that changing the estimation equation of

future bid influences the number of wins since in our the greedy algorithm we estimate

the optimal bid b

⇤
t

according to the accumulative probability in total of time horizon.

However, we feel like this improvement is not su�cient in practice as we mentioned that,

in exploration, the agent still spent too much budget which is need to be optimized. That

leads to the next Section 3.4.3 - Improved Greedy-Knapsack : the last improved version

of greedy algorithm with take maximum bound of bid price into account as a maximum

bound of bid price, bmax

t

, varies in a specified time step t.
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Figure 4.3: Greedy-Knapsack Performance when budget is varied from 500 to 5000
with fixed number of auction T = 100
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Figure 4.4: Greedy-Knapsack vs. Greedy

4.1.3 Improved Greedy-Knapsack

In the final version of greedy algorithm is motivated by the parameterised version of N -

Average Case algorithm, whose results suggest that N -Average, where N is the number

of auction remaining, is not the optimal value. Having said that we, consequently, create

an experiment to see what is the optimal value of N, where the budget is varied from

500 to 5000, and the market price parameters are di↵erent.

In Figure 4.5, the results suggest that A = N is not an optimal value, as we mentioned

above. When we varies this parameter A from 5, 10, 20,..., N , we found that, in a specific

setting such as the budget is equal to 4000, the optimal of A, called A

⇤, is around 40, 50

and 60, however, 50 is the best value since the number of wins in overall always higher

than both of 40 and 60. We also found that the number of wins, when the parameter A

is equal to the optimal of specific settings, is considerably highest, and better than our

Greedy-Knapsack. That is because he places the bid that does not exceed the fraction
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Figure 4.5: Parameterised A-Average Case in various situations

of the current budget B

0
t

. We can see, as a matter of fact, that the results above is

completely stable when A = A

⇤.

As a matter of fact, we decide to change our bidding strategy in exploration into A-

Average Case instead of using bidding the budget, which is an old bidding strategy, at

all the time. The results show that agent does perform better than the former exploration

strategy even, though, in exploration, he does not perform well as the previous one. In

contrast, he can spare the budget for the remaining budget whose market price is lower

than his bid and, of course, that increase the chance of winning in the rest of auctions.

Notwithstanding the increased chance of winning the auction, Figure 4.6(b), there are

evidences of out of budget in this algorithm due to placing bid too high price in ex-

ploitation as we can see in Figure 4.6(a). The result shows that, after exploration, the

agent always bid with the maximum bid price (b⇤
t

= 120) since its probability of winning

bidding that price is always highest.

To be able to solve this problem, we decide to deploy A-Average Case on exploitation

phase as well as in exploration. After we compare the results in Figure 4.7(a) between the

previous Greedy-Knapsack and the new one, we can see the Improved Greedy-Knapsack

does perform better for all various budget. Even the budget is too small, the agent is
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Figure 4.6: Greedy-Knapsack Performance: Old Exploration vs. New Exploration
under Budget = 3000 and T = 100

also well-organized the budget for the whole time horizon which is contrasted to the

previous one that spent too much after exploration phase.
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Figure 4.7: Improved Greedy-Knapsack Performance under Budget = 3000 and T =
100

In conclusion, we summarize that Improved Greedy-Knapsack is now suitable for our

case with outstanding performance. This algorithm can also be calculated in polynomial

time.

In next Section 4.2, we will compare our proposed algorithms with other existing strate-

gies in the literatures under various of settings such as: budget is varied, number of

auctions is varied, and the di↵erence of parameters used in generating the market price.

4.2 Greedy vs. Existing Algorithms

In this section, we focus on how well of our strategies when competing with existing

strategies that are mentioned in the Chapter 3. As we already stated that we consider
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three parameters: budget, a number of auction and market price distribution parameters.

4.2.1 Budget

In this section we show the performance of our approaches under various budget, B =

{500, 1000, 2000, 3000, 4000, 5000} with other strategies mentioned above, except GPL

bidding strategy, which is dynamic programming. We consider this as a special case

since it cannot be calculated in polynomial time. For our analysis, we also consider

other di↵erent settings of market price distribution’s parameters ↵ and �. We consider

three di↵erence of alpha and beta as following:

• ↵ = 10 and � = 5

• ↵ = 11 and � = 9

• ↵ = 15 and � = 9

For the results from those settings, in Figure 4.8, show that our Improved Greedy-

Knapsack does perform very well in provided settings, even though the budget is varied.

The point is that in the original Greedy algorithm and Greedy-Knapsack algorithm that

both of them place bid at high price because the chosen bid price is highest accumulative

probability for all possible bid in time horizon that is the best choice at a certain time

step t. That is contradicted by the final version of the greedy algorithm that is no sign

of out of the budget in the Improved Greedy-Knapsack strategy as, on the other hand,

Greedy and Greedy-Knapsack perform. As a result, The result shows that Improved

Greedy-Knapsack perform better than the first version of the greedy algorithm for at

least 3% up to 18% in various settings. Totally, when we compare our algorithm with

existing algorithm like LuekerLearn algorithm, we claim that our algorithms are entirely

better performing against that LuekerLearn algorithm.

On the other hand, Improved Greedy-Knapsack does not perform well when budget is

too low due to the fraction of budget defined as 50 -Average Case as it uses exploration

and exploitation as a maximum bound of bid price. For that reason, it makes the bid

is too low as the result will be shown in the Section 4.3, which we consider the market

price parameters are a small number. More results of varying budget can be found in

Appendix B.

4.2.2 Number of Auctions

Considering the various budget in the previous, it shows the performance of our Improved

Greedy-Knapsack is outstanding when competes against other strategies. In this section,
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(b) Budget = 3000, T = 100, ↵ = 11 and � = 9
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(c) Budget = 500, T = 100, ↵ = 15 and � = 9
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Figure 4.8: Greedy Srategies vs. Other strategies in various budget and di↵erent
parameters of market price distribution, on average number of wins.

we will focus on another aspect when the budget is fixed, B = 4000. We consider the

number of auction is varied, in this case, to see how well of our approach perform in such

environment when the number of auction is equal to, T = {50, 100, 150, 200, 250, 300}.

In Figure 4.9, the result show that all of the proposed algorithms perform well any

number of auctions, and better than other algorithms in average. However, we can see

that the ratio of the number of wins and the number of the auction is decreasing when

the number of auctions is raised up. That is because the budget is become lower than

the market price, as it show in the Figure 4.10. We define the lower and upper bound

of market price to indicate that market price is usually drawn from this zone, which is

15 and 65 respectively. Besides, the mean line is the most market price that is usually

going to be drawn.

For T = 100, we can see that the overall of placed bid is still higher the mean level. That

means that agent has a high chance of win the auction. On the other hand, when T =

300, the result implies that the budget is being run out starting from N � 160. For this

reason, the placed bid after that time is not going to win since the market price mostly
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Figure 4.9: Greedy vs. Other Strategies when fixed budget and number of auction is
varied, ↵ = 10 and � = 5, on average number of wins
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Figure 4.10: Comparison of bid performance when the number of auction is varied
and given a fixed budget and number of auction is varied, ↵ = 10 and � = 5

higher than his bid, x
t

� b

⇤
t

. As a consequence, when the number of auction is 100,

T = 100 the winning ratio is considerably high, 85

100

= 0.85 comparing to the winning

ratio, 104

300

= 0.346, when the number of auction is set to 300, T = 300.

In Figure 4.11, we show the results that when the number of the auction, T , is varied

from 50 to 300. The results show that Improved Greedy-Knapsack does perform very

well in any settings although the given budget is too low. The trend of results is all the

same in any settings. Surprisingly that Greedy-Knapsack algorithm also performs thus
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(b) Budget = 3000, ↵ = 11 and � = 9
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(c) Budget = 500, ↵ = 15 and � = 9
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Figure 4.11: Greedy Srategies vs. Other strategies in the number of auction is varied
and di↵erent parameters of market price distribution, on average number of wins.

well as similar as the improved greedy-knapsack algorithm. More results of the varying

number of auction can be found in Appendix C.

4.3 Greedy vs. Dynamic Programming

In this section, we focus on a special case that when our algorithms are performing

against dynamic programming, which is claimed as an optimal algorithm. In this ex-

periment, we have to define the market price distribution’s parameter at a very small

number, ↵ = 1 and � = 1.5. Due to the estimation of optimal bid processing in the

dynamic programming approach does take too long, as it has been proved (Tran-Thanh

et al., 2014).

In Figure 4.12, as dynamic programming claimed, it is clearly that dynamic program-

ming perform very well in any settings even the budget is varied comparing with our

algorithms. The main reason is due to the use of 50-Average Case in exploration and ex-

ploitation as the maximum bound of the bid price. That makes the bid price estimated
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(b) Budget = 20, T = 20
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(c) Budget = 30, T = 20

Figure 4.12: Greedy Srategies vs. Dynamic Programming algorithm in various set-
tings, ↵ = 1 and � = 1.5, on average number of wins

as such a smallest value, b⇤
t

< 1, and the market price usually drawn equal to 1, which

is at highest probability, in Figure 3.1(b). Despite the better result, the processing time

used in the simulation is too long as an exponential time. That is contrasted to other

strategies that can be processed in polynomial time.

By the way, in Figure 4.13, it shows the performance of dynamic programming when the

number of auctions is varied and given a fixed budget. The results show that dynamic

programming algorithm performs the best in any settings. However, our approaches do

not perform well as we mentioned the cause in the previous paragraph that the budget

is too small. On the other hand, the Greedy-Knapsack algorithm does perform better

than the Improved Greedy-Knapsack since it does not have a maximum bound of bid

price capping the bid, but it still bid too high that why it does not beat the LuekerLearn

algorithm. We find out that if we change the maximum bound of bid price parameter
~

A to ~

A = {T + (X
t

1�T

T�1

), ..., 1} (LuekerLearn’s equation), the result will be better.

Finally, for the dynamic programming test case, the number of experiments is just only

10 round for the average results. We feel like that sometimes the results could be biased
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(a) Budget = 10, T = 20
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(b) Budget = 20, T = 20
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(c) Budget = 30, T = 20

Figure 4.13: Greedy Strategies vs. Dynamic Programming algorithm in the number
of auction is varied, on average number of wins.

since the market price distribution’s parameters are a small number. For this case, we

think that a 100-rounds would be making the result is more accuracy.



Chapter 5

Cost and Time Analysis

5.1 Cost

As we mentioned in the previous chapters that all of our works towards the completion

of the bidding optimization dissertation were done in the simulation via MATLAB. In

addition, the data we used in the simulation is generated by random function provided

in MATLAB as well. No real data is used in our experiments.

5.2 Project Plan and Time Analysis

The completion of our work such as designing experiments, running experiments plus

improvements and producing this dissertation spanned through a twelve week period. To

be able to finish on time, a Gantt chart has been created as it shows in Figure D.1. This

chart is to plan and monitor the progress of MSc Computer Science project. The Gantt

chart provides the step-by-step from the beginning of research until the submission of

written dissertation process that can be split into a four groups of process:

Background Research and Literature Review this process was started from week

one studying the background of display advertising and existing works in the lit-

erature of bidding optimization whose paper investigating budget constraint in

sequential auctions. This process was done in one week.

Simulation and Experiments design in this process, we mainly focus on designing

the experiments and simulation. We started this process after the literature process

was done from week two to week four. In actual progress, this process is still

continued, since we customize it during the testing process.

Testing we extremely pay attention to this testing process from week 5 to week 10. The

main activity of this process is to integrate our approaches and existing algorithms
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in the recent studies into the simulation for generating results. After that, tune-up

process was done on week nine to ten.

Disseration writing the dissertation is commenced on week nine, and the draft version

was done on week eleven. On the last week, we spend this period on content

corrections. After that, the written dissertation was submitted on Friday of the

week twelve.

However, comparing the planned progress with actual progress is a bit di↵erent since

we found the problem on the testing process, and it is necessary to have it fixed before

writing the dissertation. That leads to the delay of our progress. The longest period

belongs to the testing since we need to tune up the proposed algorithms and also fixed

the errors come out from the simulation.



Chapter 6

Conclusions

6.1 Conclusion

Finally we arrive at the conclusion, in this dissertation, we have proposed our three

heuristic algorithms, Greedy, Greedy-Knapsack and Improved Greedy-Knapsack, for the

problem of sequential1 second price auction under budget constraint given to the agent.

The auction that we are interested in our dissertation is auction that only provides

partial observation, for example, market price (second highest bid), to the winning

agent. Besides, the market price in our model is drawn from the gamma distribution

with fixed parameters.

After that, we model the problem and then proposed algorithms were tested in the

simulation with random data drawing from the gamma distribution with three di↵erent

set of parameters ↵ and �. For each settings we also test the algorithms in various aspect:

(1) budget is varied, and number of auction is fixed (2) number of auction is diverse and

budget is fixed. The proposed algorithms clearly outperform in the simulation. We also

compare our approaches with the existing algorithms like LuekerLearn, the result show

that our algorithms are well-performed when competing with other algorithms. Since

budget constraint and time constraint are already introduced, we, finally, feel that the

last proposed algorithm Improved Greedy-Knapsack is suitable for our problem.

In the evaluation, we found our algorithms perform well in any settings, especially

Improved Greedy-Knapack produces the best result. However, when we evaluated the

particular case, we found our algorithms does not perform well when performing against

dynamic programming, the literature claimed as an optimal bidding strategy. According

to our results, we feel like that when the budget is low our algorithms do not perform

very well, especially Improved Greedy-Knapsack algorithm when the budget is too low.

However, when the budget is increased to infinity our algorithms produce the best result,

1Sequential Auction is also known as repeated auction
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but still cannot beat the optimal strategy. Notwithstanding the best result produced

by dynamic programming strategy, we feel like it cannot be used in practice, as it has

been proved in the work of Tran-Thanh et al. (2014) that it took exponential time for

estimating the optimal bid at a particular time step regarding the estimation of all

possible future optimal bids.

6.2 Future Work

As we have researched sequential second price auction in our case, ideally speaking,

we feel like the best improvement of defining the future bid is to use Subset Sum tech-

nique2. Since in our approach, we will looking for the vector that produce the highest

accumulative probability given the market distribution in time horizon. Also, we feel

like this is not correct way of using MLE as a parameter estimation (gamfit) provided by

MATLAB. In fact, we do not know what the market price distribution of other bidders

in the real situation that look like. We should assume that market price is drawn from

the unknown distribution. For that reason, we think that using of Maximum-likelihood

Estimation (MLE) that we deployed in the experiment for constructing the market price

distribution is not correct. The correct way is presented in the literature by Tran-Thanh

et al. (2014) that using Zeng’s estimator to draw the distribution.

Another intestering aspect is number of auction. In reality, we do not know how many

auctions held in one day due to the number of user serving on the Internet. This aspect

is a bit chanllenge to our approach. We feel like the way that we can focus on is to

define the targeting revenue agent should accomplish. That work is a bit chanllenge as a

future work. The last aspect belongs to simultaneous auction since in the real situation

there is not only a single auction took place at a particular time. There could be two

more simultaneous auctions. The challenge of this aspect is finding how to manage the

budget remaining in the environment that a number of the auction is randomly drawn

from unknown distribution. Besides that agent has to participate in other sequential

auction in time horizon.

2Sub Sum technique is way to find set of vectors that summation of vector is equal to a specified
number. To be able to solve this problem, we have to adopt dynamic programming approach to solving
this issue. Unfortunately, this approach is not satisfied the time constraint, since it requires at least
B

T�1. That is impossible to process in our case.



Appendix A

Market Price Distribution

Having mentioned in the evaluation section 4 that we consider three di↵erernce of pa-

rameters using in term of market price generating.

• Figure A.1: ↵ = 10 and � = 5

• Figure A.2: ↵ = 11 and � = 9

• Figure A.3: ↵ = 15 and � = 9

• Figure A.4: ↵ = 1 and � = 1.5
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Figure A.1: Gamma distribution: Probability Desity Fucntion, ↵ = 10 and � = 5
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Figure A.2: Gamma distribution: Probability Desity Fucntion, ↵ = 11 and � = 9
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Figure A.3: Gamma distribution: Probability Desity Fucntion, ↵ = 15 and � = 9
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Figure A.4: Gamma distribution: Probability Desity Fucntion, ↵ = 1 and � = 1.5.



Appendix B

Results: Varying Budget

In this section, we run the experiment of various budget which is comprised of 6 di↵erent

number of budget: 500, 1000, 2000, 3000, 4000, and 5000. Under the varying budget,

we define number of auctions as a fixed number, T = 100, since we would like to know

that the result is either changed or not if we change the budget. After that, we show

the result of our algorithms comparing the dynamic programming algorithm.

• Figure B.1: ↵ = 10 and � = 5

• Figure B.2: ↵ = 11 and � = 9

• Figure B.3: ↵ = 15 and � = 9

• Figure ??: ↵ = 1 and � = 1.5, Greedy vs. Dynamic Programming
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(a) Budget = 500, T = 100
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(b) Budget = 1000, T = 100
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(c) Budget = 2000, T = 100
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(d) Budget = 3000, T = 100
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(e) Budget = 4000, T = 100
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(f) Budget = 5000, T = 100

Figure B.1: Greedy Strategies vs. Other strategies, on average the number of wins,
in various budget and market price is generated by ↵ = 10 and � = 5.
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(a) Budget = 500, T = 100
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(b) Budget = 1000, T = 100
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(c) Budget = 2000, T = 100
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(d) Budget = 3000, T = 100
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(e) Budget = 4000, T = 100
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(f) Budget = 5000, T = 100

Figure B.2: Greedy Strategies vs. Other strategies, on average the number of wins,
in various budget and market price is generated by ↵ = 11 and � = 9.
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(a) Budget = 500, T = 100
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(b) Budget = 1000, T = 100
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(c) Budget = 2000, T = 100
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(d) Budget = 3000, T = 100
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(e) Budget = 4000, T = 100
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(f) Budget = 5000, T = 100

Figure B.3: Greedy Strategies vs. Other strategies, on average the number of wins,
in various budget and market price is generated by ↵ = 15 and � = 9.
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(a) Budget = 10, T = 20
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(b) Budget = 20, T = 20
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(c) Budget = 30, T = 20

Figure B.4: Greedy Strategies vs. Dynamic Programming, on average the number of
wins, in various budget and market price is generated by ↵ = 1 and � = 1.5.



Appendix C

Results: Varying Number of

Auction

In this section, we also run the experiment of varying number of auctions: 50, 100,

150, 200, 250 and 300 when the budget is fixed to 4000, B = 4000, when starting the

experiment. After that, we show the result of our algorithms performing against the

dynamic programming algorithm.

Fixed budget and varying the number of the auction.

• Figure C.1: ↵ = 10 and � = 5

• Figure C.2: ↵ = 11 and � = 9

• Figure C.3: ↵ = 15 and � = 9

Varying the number of auction and budget is also varied.

• Figure C.4: ↵ = 10 and � = 5

• Figure C.5: ↵ = 11 and � = 9

• Figure C.6: ↵ = 15 and � = 9

• Figure C.7: ↵ = 1 and � = 1.5, Greedy vs. Dynamic Programming
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Figure C.1: Greedy vs. Other Strategies when fixed budget and number of auction
is varied, ↵ = 10 and � = 5
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Figure C.2: Greedy vs. Other Strategies when fixed budget and number of auction
is varied, ↵ = 11 and � = 9
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Figure C.3: Greedy vs. Other Strategies when fixed budget and number of auction
is varied, ↵ = 15 and � = 9
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(a) Budget = 500
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(b) Budget = 1000
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(c) Budget = 2000
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(d) Budget = 3000
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(e) Budget = 4000
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(f) Budget = 5000

Figure C.4: Greedy Strategies vs. Other strategies, on average the number of wins,
when the number of auction is varied and specified budget. The market price is gener-

ated by ↵ = 10 and � = 5.
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(a) Budget = 500

Number of Auction (T)
0 50 100 150 200 250 300

A
ve

ra
g

e
 N

u
m

b
e

r 
o

f 
W

in
s

0

2

4

6

8

10

12

14

16
Greedy vs. Other strategies under the budget =1000

Greedy
Greedy-Knapsack
Improved Greedy-Knapsack
Aggreesive Budget
N-Fraction
LuekerLearn

(b) Budget = 1000
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(c) Budget = 2000
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(d) Budget = 3000
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(e) Budget = 4000
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(f) Budget = 5000

Figure C.5: Greedy Strategies vs. Other strategies, on average the number of wins,
when the number of auction is varied and specified budget. The market price is gener-

ated by ↵ = 11 and � = 9.
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(a) Budget = 500
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(b) Budget = 1000
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(c) Budget = 2000
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(d) Budget = 3000
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(e) Budget = 4000
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(f) Budget = 5000

Figure C.6: Greedy Strategies vs. Other strategies, on average the number of wins,
when the number of auction is varied and specified budget. The market price is gener-

ated by ↵ = 15 and � = 9.
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(a) Budget = 10, T = 20
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(b) Budget = 20, T = 20
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(c) Budget = 30, T = 20

Figure C.7: Greedy Strategies vs. Dynamic Programming algorithm in the number
of auction is varied and di↵erent parameters of market price distribution, on average

number of wins.



Appendix D

Project Plan

52



Appendix D Project Plan 53

Figure D.1: Planned Progress Gantt Chart
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