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#### Abstract

A simplified rectangular differential spatial modulation (S-RDSM) scheme is conceived for massive multiple-input multiple-output (MIMO) systems dispensing with the channel state information (CSI). In the proposed S-RDSM scheme, the information bits are first mapped to a conventional SM symbol and then rectangular differential encoding is invoked between a pair of SM symbols. Then a non-coherent detector relying on a forgetting factor is developed, which requires no CSI at the receiver. Explicitly, a low-complexity hard limited maximum likelihood (HL-ML) detector is conceived for our generalized $S$ RDSM scheme, which is characterized by our theoretical analysis. Furthermore, we derive the optimal forgetting factor in closed form, which is capable of significantly reducing the complexity of the associated optimization. Finally, the upper bounds of the average bit error probability (ABEP) are derived using the moment generating function (MGF), and are validated by our simulation results. Both the theoretical and simulation results have shown that the proposed S-RDSM system outperforms the existing non-coherent schemes, despite operating at $10 \%$ of the benchmarker's complexity, whilst approaching the performance of its coherent $S M$ counterpart at a comparable complexity.


Index Terms-Rectangular Differential Spatial Modulation, Spatial Modulation, Average Bit Error Probability, Maximum Likelihood.

## I. Introduction

LARGE-SCALE multiple-input multiple-output (MIMO) schemes [1]-[3] are capable of significantly increasing the capacity, hence they are deemed to constitute a key technology for next-generation wireless systems. In massive MIMO, the

[^0]transmitter and/or the receiver employs numerous antennas, which require numerous radio frequency (RF) chains, hence imposing a substantial implementation cost, energy consumption and signal processing complexity as well as pilot overhead. In order to simplify the massive MIMO structure, sparse RF chain based spatial modulation (SM) aided MIMO systems have been developed in [5]-[14], where the information bits are conveyed both by the activated transmit antenna (TA) indices as well as by the classic amplitude phase modulation (APM) symbols. Hence SM constitutes a promising low-cost massive MIMO solution for next generation wireless communications [5]-[14].

However, the benefits of the massive SM-MIMO have been mainly exploited under the idealized simplifying assumption of having perfect channel state information (CSI), even though relying on a tolerable pilot overhead is challenging. In order to address these challenges, differential spatial modulation (DSM) techniques [15]- [35], which rely on a single RF transmit structure dispensing with CSI knowledge have been developed. As for the DSM system, there is a pair of classic categories: square DSM (SDSM) [15]-[31] and rectangular DSM (RDSM) [32]-[35].
Specifically, for the SDSM system, one out of $Q$ spreading matrices (SPMs) is activated to disperse $N_{t}$ symbols to $N_{t}$ TAs via $N_{t}$ time instants. The design of SPM plays an important role in striking a trade-off between the transmit rate and the performance of the SDSM system. Specifically, the popular SPM designs include but are not limited to: 1) full SPM (FSPM) design [15]-[29] and 2) full-diversity (FD) SPM design [30]-[31]. For a FSPM-SDSM system, there is a total of $Q=2^{\left\lfloor\log _{2}\left(N_{t}!\right)\right\rfloor}$ legitimate SPMs, where $\lfloor\cdot\rfloor$ is the floor operator. Each $N_{t} \times N_{t}$-element full rank SPM has a single nonzero element in each column. As $N_{t}$ increases, the value of $Q$ increases exponentially, which makes bit-tosymbol mapping, demapping and signal detection challenging. It has been demonstrated in [24], [25] that the FSPM-SDSM structure is capable of supporting at most $N_{t}=32$ TAs. In order to reduce the number of SPMs, FD-SDSM has been developed in [30]-[31], where there is only a total of $Q=N_{t}$ legitimate SPMs for bit-to-symbol mapping, and each SPM only transmits a single APM symbol via $N_{t}$ time slots. Hence the transmission rate is significantly reduced compared to its coherent SM counterpart. Consequently, the known SDSM systems are not suitable for large-scale MIMO configurations.
To circumvent the aforementioned problem, RDSM systems
are developed in [32]- [35] based on the concept of FDSDSM. Specifically, the information bits are firstly mapped to a full-diversity SPM, then they are converted to a nonsquare matrix after differential coding. Hence, one out of $Q=\log 2\left(N_{t}\right)$ SPMs is activated to convey a single symbol via $T$ time instants. Furthermore, the transmission rate of the RDSM using $T=1$ is comparable to that of its coherent SM counterpart. As a result, RDSM becomes a promising candidate for large-scale MIMO communications dispensing with CSI.
In the existing RDSM systems, non-coherent detection relies on the previous estimated symbols, hence tends to suffer from error propagation. To improve the performance of RDSM, a new non-coherent detector relying on a forgetting factor is designed in [32]-[35]. Specifically, in [32]-[33], the forgetting factor is chosen by minimizing the mean square error of the reference signal $\hat{\mathbf{Y}}$. In [34], the forgetting factor is determined through maximizing the effective signal to noise ratio (SNR). However, these design methods require time-consuming exhaustive search, where a large number of random variables are generated. To address this limitation, in [35], an adaptive forgetting factor is proposed, which does not require off-line optimization. However, it only relies on the current received symbols. Thus, this adaptive forgetting factor typically result in a locally optimal solution, rather than the global optimum. On the other hand, the locally optimal nature of this forgetting factor and the resultant error propagation of RDSM render the derivation of average bit error probability (ABEP) bound challenging. Moreover, the exhaustive search based maximum likelihood (ML) detector employed in the RDSM of [32]-[35] imposes a high complexity.

Against this background, the new contributions of this paper are as follows:

1) We propose a simplified RDSM (S-RDSM) system for massive MIMO downlink communications. Specifically, the information bits are first mapped to a conventional SM symbol. Then rectangular differential encoding is employed relying on a pair of adjacent SM symbols, where the complexity of the bit-to-symbol mapping and demapping is comparable to that of its coherent SM counterpart.
2) We employed the hard limited ML (HL-ML) detector for the new generalized S-RDSM system in our theoretical analysis. The complexity of our HL-ML based S-RDSM is independent of the constellation size $L$, and it is a linear function of $N_{t}$ for any value of $T$. Our simulation results indicate that our solution is capable of operating at $10 \%$ complexity of its ML counterpart in the massive MIMO configurations considered.
3) We demonstrate that the transmit signal cardinality of the proposed S-RDSM system is the same as that of its coherent SM counterpart and it is much lower than that of the existing RDSM schemes [33]-[35]. Furthermore, we show that the error propagation encountered by the proposed S-RDSM system is mainly owing to a pair of consecutive blocks. Based on this observation, the approximate ABEP upper bound of our proposed SRDSM system is derived using the moment generating


Fig. 1. System model of conventional DSM systems.
function (MGF) and its accuracy is confirmed by our simulation results.
4) We propose a new forgetting factor, which relies on all the bits of the entire transmission block and optimize it by deriving a closed-form expression, which is capable of significantly reducing the complexity of the forgetting factor optimization.
The remainder of this paper is organized as follows. Section II provides a rudimentary review of the conventional DSM systems. In Section III, the system model and HL-ML detector of our proposed S-RDSM system are introduced. In Section IV, the ABEP upper bound of our S-RDSM system is derived. Section V presents our simulation results. Finally, Section VI concludes this paper.
Notation: $\|\cdot\|^{2}$ denotes the Frobenious norms of a matrix. $|\cdot|$ represents the cardinality of a set. $(\cdot)^{T},(\cdot)^{*}$ and $(\cdot)^{H}$ stand for the transpose, the conjugated, and the Hermitian transpose of a vector/matrix. $\langle x\rangle$ returns the value of $x \bmod N_{t} .\lfloor\cdot\rfloor$ is the floor operation. $\operatorname{diag}[\cdot]$ returns a square diagonal matrix with the elements of vector. $\mathbf{I}_{N_{t}}$ is the $\left(N_{t} \times N_{t}\right)$-element identity matrix. $x \gg y$ and $x \ll y$ indicate that $x$ is much greater and much smaller than $y$, respectively. $\mathbf{E}(\mathbf{x})$ denotes the expectation operator of $\mathbf{x}$.

## II. Review of Conventional DSM Systems

Let us consider a DSM system having $N_{t}$ TAs and $N_{r}$ receiver antennas (RAs). The system models of the square DSM and non-square DSM systems are depicted in Fig. 1.

## A. Conventional square DSM systems

In the SDSM system, the information bits are conveyed by the activated $\operatorname{SPM} \mathbf{A}_{q} q=1, \ldots, Q$ as well as by the APM symbols via $N_{t}$ time slots. As shown in Fig. 1, the information bit segment of length $B$ is partitioned into two parts: 1) $B_{1}=\log _{2}(Q)$ bits are mapped to one of the SPMs $\mathbf{A}_{q}$; and 2) $B_{2}$ bits are mapped to $L$-PSK symbols $s_{1}, \ldots, s_{N_{t}}$


Fig. 2. System model of the proposed S-RDSM system.
that are transmitted by the activated $\mathrm{SPM} \mathbf{A}_{q}$. As a result, the $i$-th signal block is expressed as

$$
\begin{equation*}
\mathbf{X}_{i}=\mathbf{A}_{q} \operatorname{diag}\left[s_{1}, s_{2} \ldots, s_{N_{t}}\right] \tag{1}
\end{equation*}
$$

Differential encoding is employed between a pair of adjacent blocks as

$$
\begin{equation*}
\mathbf{S}_{i}=\mathbf{S}_{i-1} \mathbf{X}_{i} \tag{2}
\end{equation*}
$$

where $\mathbf{S}_{0}=\mathbf{I}_{N_{t}}$.
Let us denote that $\tilde{\mathbf{H}}_{i} \in \mathbb{C}^{N_{r} \times N_{t}}$ and $\tilde{\mathbf{N}}_{i} \in \mathbb{C}^{N_{r} \times N_{t}}$ the channel and the noise matrices, whose elements obey the complex Gaussian distributions $\mathcal{C N}(0,1)$ and $\mathcal{C N}\left(0, \sigma^{2}\right)$. The $i$-th block's received signal $\mathbf{Y}_{i} \in \mathbb{C}^{N_{r} \times N_{t}}$ can be expressed as

$$
\begin{equation*}
\mathbf{Y}_{i}=\tilde{\mathbf{H}}_{i} \mathbf{S}_{i-1} \mathbf{X}_{i}+\tilde{\mathbf{N}}_{i} \tag{3}
\end{equation*}
$$

Assuming that the channel coefficients remain near-constant over $W$ time blocks, i.e., we have $\tilde{\mathbf{H}}_{1} \approx \tilde{\mathbf{H}}_{W}$, the ML detector of SDSM can be formulated as

$$
\begin{equation*}
\hat{\mathbf{X}}_{i}=\underset{\mathbf{X}_{i} \in \mathbb{X}}{\arg \min }\left\|\mathbf{Y}_{i}-\mathbf{Y}_{i-1} \mathbf{X}_{i}\right\|^{2} \tag{4}
\end{equation*}
$$

where $\mathbb{X}$ is the set of SDSM symbols.
The main difference of SDSM system lies in the design of $\mathbf{A}_{q}$. Based on the design of $\mathbf{A}_{q}$, there are two popular types of SDSM systems, namely FSPM-SDSM and FD-SDSM, which are introduced as follows.

## 1) Full SPM based SDSM system:

In the FSPM-SDSM system, there is a total of $N_{t}$ ! SPMs but only $Q=2^{\left\lfloor\log _{2}\left(N_{t}!\right)\right\rfloor}$ SPMs are required for conveying $N_{t}$ symbols. For each $\left(N_{t} \times N_{t}\right)$-element full-rank SPM, there is only a single nonzero element in each column. Hence, the transmission rate of the FSPM-SDSM scheme is $R_{\text {FSPM }}=\left[2^{\left\lfloor\log _{2}\left(N_{t}!\right)\right\rfloor}+N_{t} \log _{2}(L) / N_{t}\right]$ bpcu, where bpcu denotes bits per channel use. For a large value of $N_{t}, Q$ becomes excessive, which makes finding the list bit-to-symbol mapping and demapping challenging.
2) Full diversity based SDSM system:

In the FD-SDSM system, we have a total of $Q=N_{t}$ SPMs as

$$
\begin{equation*}
\left\{\mathbf{A}_{1} \cdots, \mathbf{A}_{N_{t}}\right\}=\left\{\mathbf{I}_{N_{t}}, \mathbf{M}, \mathbf{M}^{2}, \cdots, \mathbf{M}^{N_{t}-1}\right\} \tag{5}
\end{equation*}
$$

where the matrix $\mathbf{M}$ is defined as

$$
\mathbf{M}=\left[\begin{array}{ccccc}
0 & 0 & \cdots & 0 & u  \tag{6}\\
1 & 0 & \cdots & 0 & 0 \\
0 & 1 & \ddots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & 0
\end{array}\right]
$$

where $u$ is designed differently in [30] and [31], respectively. In the FD-SDSM system, each activated SPM only transmits a single $L$-PSK symbol via $N_{t}$ time slots. The transmission rate of the FD-SDSM system is $R_{\mathrm{FD}}=\log _{2}\left(N_{t} L\right) / N_{t}$, which is low for the massive MIMO antenna configuration.

## B. Conventional non-square DSM systems

Again in the RDSM systems, the information bits are conveyed by the activated SPMs $\mathbf{A}_{q} q=1, \ldots, Q$ as well as by the APM symbols via $T\left(1 \leq T \leq N_{t}\right)$ time slots. The SPM is selected based on (5) and (6) with $u=e^{j 2 \pi / L}$. As shown in Fig. 1 (b), $B_{1}=\log _{2}\left(N_{t}\right)$ bits are spread by one of the SPMs $\mathbf{A}_{q}$ and $B_{2}=\log _{2}(L)$ bits are modulated to an $L$-PSK symbols $s_{i}$ as $\mathbf{X}_{i}=\mathbf{A}_{q} s_{i}$. Then differential coding is employed according to $\mathbf{S}_{i}=\mathbf{S}_{i-1} \mathbf{X}_{i}$, where $\mathbf{S}_{0}=\left[\hat{\mathbf{E}}_{1}, \cdots, \hat{\mathbf{E}}_{k}, \cdots \hat{\mathbf{E}}_{N_{t} / T}\right]$, which can be obtained by [34]. Finally, the encoded transmit signal is converted to a nonsquare matrix form formulated as

$$
\begin{equation*}
\mathbf{T}_{i}=\mathbf{S}_{i} \hat{\mathbf{E}}_{1} \tag{7}
\end{equation*}
$$

where $\hat{\mathbf{E}}_{1} \in \mathbb{C}^{N_{t} \times T}$ is designed differently in [34]. The transmission rate of the RDSM system is $R_{\mathrm{CN}}=\log _{2}\left(N_{t} L\right) / T$ bpcu.

Let us denote that $\mathbf{H}_{i} \in \mathbb{C}^{N_{r} \times N_{t}}$ and $\mathbf{N}_{i} \in \mathbb{C}^{N_{r} \times T}$ the channel and the noise matrices, whose elements obey the complex Gaussian distributions $\mathcal{C N}(0,1)$ and $\mathcal{C N}\left(0, \sigma^{2}\right)$. The $i$-th block's received signal $\mathbf{Y}_{i} \in \mathbb{C}^{N_{r} \times T}$ can be expressed as

$$
\begin{equation*}
\mathbf{Y}_{i}=\mathbf{H}_{i} \mathbf{S}_{i-1} \mathbf{X}_{i} \hat{\mathbf{E}}_{1}+\mathbf{N}_{i} \tag{8}
\end{equation*}
$$

Assuming that the channel coefficients remain near-constant over $W$ time blocks, i.e., we have $\mathbf{H}_{1} \approx \mathbf{H}_{W}$, the detector of RDSM in [34] is expressed as

$$
\begin{equation*}
\hat{\mathbf{X}}_{i}=\underset{\mathbf{X}_{i} \in \mathbb{X}_{R}}{\arg \min }\left\|\mathbf{Y}_{i}-\hat{\mathbf{Y}}_{i-1} \mathbf{X}_{i}\right\|^{2} \tag{9}
\end{equation*}
$$

where $\mathbb{X}_{R}$ is the set of RDSM symbols and the value of $\hat{\mathbf{Y}}_{i-1}$ is defined by

$$
\hat{\mathbf{Y}}(i)=\left\{\begin{array}{l}
\sum_{k=1}^{N_{t} / T} \mathbf{Y}(k) \hat{\mathbf{E}}_{k}^{H}, \text { if } i=N_{t} / T  \tag{10}\\
\mathbf{Y}(i) \hat{\mathbf{E}}^{(1-\alpha)}+\hat{\mathbf{Y}}(i-1) \hat{\mathbf{X}}(i) \hat{\mathbf{E}}^{(\alpha)}
\end{array}\right.
$$

with

$$
\left\{\begin{array}{l}
\hat{\mathbf{E}}^{(\alpha)}=\alpha \hat{\mathbf{E}}_{1} \hat{\mathbf{E}}_{1}^{H}+\sum_{k=2}^{N_{t} / T} \hat{\mathbf{E}}_{k} \hat{\mathbf{E}}_{k}^{H}  \tag{11}\\
\hat{\mathbf{E}}^{(1-\alpha)}=(1-\alpha) \hat{\mathbf{E}}_{1}^{H}
\end{array}\right.
$$

Due to the complex design of $\left(\hat{\mathbf{E}}_{1}, \ldots, \hat{\mathbf{E}}_{k}, \ldots, \hat{\mathbf{E}}_{N_{t} / T}\right)$ and the introduction of $\alpha$, it is difficult to derive the ABEP and the low-complexity detector for the conventional RDSM system.

## III. Proposed Simplified Rectangular DSM System

## A. System model

In this section, a novel simplified RDSM system termed as S-RDSM is proposed. The system model is shown in Fig. 2. Specifically, $\log 2\left(N_{t}\right)+\log 2(L)$ bits are first mapped to a conventional SM symbol [6] $\mathbf{x}_{i}$ as

$$
\begin{equation*}
\mathbf{x}_{i}=[\underbrace{0, \cdots, 0}_{q_{i}-1}, s_{i}, \underbrace{0, \cdots, 0,0}_{N_{t}-q_{i}}]^{T}, \tag{12}
\end{equation*}
$$

where $q_{i}$ is the activated TA and $s_{i}$ is the mapped $L$-PSK symbol. Then $\mathbf{x}_{i}$ is mapped to a square matrix by

$$
\mathbf{X}_{i}=\left[\begin{array}{cccccc}
\vdots & \vdots & \cdots & s_{i} & \cdots & 0  \tag{13}\\
s_{i} & 0 & \cdots & 0 & \ddots & \vdots \\
\vdots & \ddots & \ddots & \vdots & \cdots & s_{i} \\
0 & \cdots & s_{i} & 0 & \cdots & 0
\end{array}\right] \in \mathbb{C}^{N_{t} \times N_{t}} .
$$

Next, differential coding is employed according to

$$
\begin{equation*}
\mathbf{S}_{i}=\mathbf{S}_{i-1} \mathbf{X}_{i}, \tag{14}
\end{equation*}
$$

where $\mathbf{S}_{0}=\mathbf{I}_{N_{t}}$. Finally, the encoded S-RDSM transmit symbol is formulated as

$$
\begin{equation*}
\mathbf{T}_{i}=\mathbf{S}_{i-1} \mathbf{X}_{i} \mathbf{E}_{1}=\mathbf{S}_{i-1} \mathbf{X}_{i}^{[1: T]} \tag{15}
\end{equation*}
$$

where $\mathbf{E}_{1}$ and $\mathbf{X}_{i}^{[1: T]}$ are the first $T$ columns of $\mathbf{I}_{N_{t}}$ and $\mathbf{X}_{i}$, respectively. The transmission rate of the proposed S-RDSM system is $R_{\mathrm{ER}}=\log _{2}\left(N_{t} L\right) / T$ bpcu.

## B. ML detector with the forgetting factor $\alpha$

At the receiver, the reference symbols are defined as the 0 -th block signal and the corresponding received signal $\mathbf{Y}_{0}$ $\in \mathbb{C}^{N_{r} \times N_{t}}$ is formulated as:

$$
\begin{equation*}
\mathbf{Y}_{0}=\mathbf{H}_{0} \mathbf{I}_{N_{t}}+\mathbf{N}_{0} \tag{16}
\end{equation*}
$$

and the $i$-th $(i>0)$ block's received signal $\mathbf{Y}_{i} \in \mathbb{C}^{N_{r} \times T}$ can be expressed as

$$
\begin{equation*}
\mathbf{Y}_{i}=\mathbf{H}_{i} \mathbf{S}_{i-1} \mathbf{X}_{i} \mathbf{E}_{1}+\mathbf{N}_{i} \tag{17}
\end{equation*}
$$

where $\mathbf{H}_{0} \in \mathbb{C}^{N_{r} \times N_{t}}$ vs $\mathbf{H}_{i} \in \mathbb{C}^{N_{r} \times N_{t}}$, and $\mathbf{N}_{0} \in \mathbb{C}^{N_{r} \times N_{t}}$ vs $\mathbf{N}_{i} \in \mathbb{C}^{N_{r} \times T}$ denote the channel and the noise matrices, whose elements obey the complex Gaussian distributions $\mathcal{C N}(0,1)$ and $\mathcal{C N}\left(0, \sigma^{2}\right)$. Assuming that the channel coefficients remain near constant over $W$ time blocks, i.e., we have $\mathbf{H}_{1} \approx \mathbf{H}_{W} \approx \mathbf{H}_{0}$, the received signal $\mathbf{Y}_{i}$ can be represented by

$$
\begin{equation*}
\mathbf{Y}_{i}=\mathbf{H}_{i} \mathbf{X}_{1} \cdots \mathbf{X}_{i-1} \mathbf{X}_{i} \mathbf{E}_{1}+\mathbf{N}_{i} \tag{18}
\end{equation*}
$$

Hence, the ML detector without the forgetting factor $\alpha$ is expressed as

$$
\begin{equation*}
\hat{\mathbf{x}}_{i}=\underset{\mathbf{x}_{i} \in \mathcal{X}}{\arg \min }\left\|\mathbf{Y}_{i}-\tilde{\mathbf{Y}}_{i-1} \mathbf{X}_{i} \mathbf{E}_{1}\right\|^{2} \tag{19}
\end{equation*}
$$

where $\chi$ is the set of SM symbol, $\tilde{\mathbf{Y}}_{i-1}=\mathbf{Y}_{0} \mathbf{X}_{1} \cdots \mathbf{X}_{i-1} \mathbf{X}_{i}$ and $\mathbf{X}_{i}$ is obtained by $\mathbf{x}_{i}$ via (13). Due to the non-square structure, the performance of (19) can be further improved by introducing the forgetting factor $\alpha$ as

$$
\begin{equation*}
\hat{\mathbf{x}}_{i}=\underset{\mathbf{x}_{i} \in \mathcal{X}}{\arg \min }\left\|\mathbf{Y}_{i}-\hat{\mathbf{Y}}_{i-1} \mathbf{X}_{i} \mathbf{E}_{1}\right\|^{2} \tag{20}
\end{equation*}
$$

where $\hat{\mathbf{Y}}_{i}$ is defined as

$$
\hat{\mathbf{Y}}_{i}=\left\{\begin{array}{l}
\mathbf{Y}_{0}, \text { if } i=0  \tag{21}\\
\mathbf{Y}_{i} \mathbf{E}^{(1-\alpha)}+\hat{\mathbf{Y}}_{i-1} \hat{\mathbf{X}}_{i} \mathbf{E}^{\alpha}, \text { if } i>0
\end{array}\right.
$$

with $\mathbf{E}^{(1-\alpha)} \in \mathbb{C}^{T \times N_{t}}$ and $\mathbf{E}^{\alpha} \in \mathbb{C}^{N_{t} \times N_{t}}$ given by

$$
\begin{align*}
& \mathbf{E}^{(1-\alpha)}=\left[(1-\alpha) \mathbf{I}_{T}, \mathbf{O}_{T}, \cdots, \mathbf{O}_{T}\right] \\
& \mathbf{E}^{\alpha}=\left[\begin{array}{cccc}
\alpha \mathbf{I}_{T} & \mathbf{O}_{T} & \cdots & \mathbf{O}_{T} \\
\mathbf{O}_{T} & \mathbf{I}_{T} & \cdots & \mathbf{O}_{T} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{O}_{T} & \mathbf{O}_{T} & \cdots & \mathbf{I}_{T}
\end{array}\right] \tag{22}
\end{align*}
$$

where $\alpha \in[0,1], \mathbf{O}_{T}$ is the $(T \times T)$-element zero matrix. It is plausible that (20) is the same as (19) for the case of $\alpha=1$.

Furthermore, the ML detector with $\alpha$ of (20) can also be represented by

$$
\begin{align*}
& \left(\hat{q}_{i}, \hat{s}_{i}\right)=\underset{\forall \mathbf{X}}{\arg \min }\left[\left\|\mathbf{Y}_{i}-\hat{\mathbf{Y}}_{i-1} \mathbf{X} \mathbf{E}_{1}\right\|^{2}\right] \\
& =\underset{\forall(q, s)}{\arg \min }\left[\sum_{\tau=1}^{T}\left\|\mathbf{Y}_{i}^{\tau}-\hat{\mathbf{Y}}_{i-1}^{\langle q+\tau-1\rangle} s\right\|^{2}\right] \\
& =\underset{\forall(q, s)}{\arg \min }\left[\sum_{\tau=1}^{T}\left\|\hat{\mathbf{Y}}_{i-1}^{\langle q+\tau-1\rangle} s\right\|^{2}-2 \Re\left(\sum_{\tau=1}^{T}\left(\mathbf{Y}_{i}^{\tau}\right)^{H} \hat{\mathbf{Y}}_{i-1}^{\langle q+\tau-1\rangle} s\right)\right] \\
& =\underset{\forall(q, s)}{\arg \min }\left[\sum_{\tau=1}^{T}\left\|\hat{\mathbf{Y}}_{i-1}^{\langle q+\tau-1\rangle}\right\|^{2}-2 \Re\left[\sum_{\tau=1}^{T}\left(\mathbf{Y}_{i}^{\tau}\right)^{H} \hat{\mathbf{Y}}_{i-1}^{\langle q+\tau-1\rangle} s\right]\right] . \tag{23}
\end{align*}
$$

## C. Low-complexity HL-ML detector

In this section, our low-complexity HL-ML detector is developed, which detects the activated SPM index and APM symbol separately. For the conventional ML detector of (23), each antenna index corresponds to $L$ constellation symbols and we find the optimal one from $N_{t} L$ indices. In the proposed HL-ML detector, we first obtain the optimal constellation symbol for each antenna index by match filter (MF). Then we estimate the final result from $N_{t}$ ones, which can significantly reduce the complexity.

TABLE I
Advantages over existing DSM schemes.

|  | $\begin{gathered} {[10]} \\ 2013 \end{gathered}$ | $\begin{gathered} {[11,12,14]} \\ 2014 \end{gathered}$ | $\begin{gathered} {[17]} \\ 2015 \end{gathered}$ | $\begin{aligned} & {[19]} \\ & 2015 \end{aligned}$ | $\begin{gathered} {[20]} \\ 2015 \end{gathered}$ | $\begin{aligned} & {[13]} \\ & 2016 \end{aligned}$ | $\begin{gathered} {[15]} \\ 2016 \end{gathered}$ | $\begin{gathered} {[16]} \\ 2016 \end{gathered}$ | $\begin{gathered} {[18]} \\ 2017 \end{gathered}$ | $\begin{gathered} {[25-26]} \\ 2017 \end{gathered}$ | $\begin{gathered} {[21-24]} \\ 2018 \\ 2019 \end{gathered}$ | $\begin{gathered} \hline[27-30] \\ 2017- \\ 2019 \end{gathered}$ | Proposed |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Single or two RF chain | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Finite cardinality | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |  | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Low complexity |  |  |  | $\checkmark$ | $\checkmark$ |  |  |  | $\checkmark$ |  |  |  | $\checkmark$ |
| High throughput |  |  |  |  |  |  | $\checkmark$ |  |  |  |  | $\checkmark$ | $\checkmark$ |
| High diversity |  |  | $\checkmark$ |  |  |  |  |  | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Large scale |  |  |  |  |  |  |  |  |  |  |  | $\checkmark$ | $\checkmark$ |

Specifically, we first obtain the optimal constellation symbol $\tilde{s}_{q}\left(q=1, \ldots, N_{t}\right)$ for each antenna index as

$$
\begin{equation*}
\tilde{s}_{q}=\mathbb{D}\left(\sum_{\tau=1}^{T}\left(\hat{\mathbf{Y}}_{i-1}^{\langle q+\tau-1\rangle}\right)^{H} \mathbf{Y}_{i}^{\tau} / \sum_{\tau=1}^{T}\left\|\hat{\mathbf{Y}}_{i-1}^{\langle q+\tau-1\rangle}\right\|^{2}\right) \tag{24}
\end{equation*}
$$

where $\mathbb{D}(\cdot)$ denotes the digital demodulation function. Then the activated SPM index is estimated by
$\hat{q}_{i}=\underset{q=1, \ldots, N_{t}}{\arg \min }\left[\sum_{\tau=1}^{T}\left\|\hat{\mathbf{Y}}_{i-1}^{\langle q+\tau-1\rangle}\right\|^{2}-2 \Re\left[\sum_{\tau=1}^{T}\left(\mathbf{Y}_{i}^{\tau}\right)^{H} \hat{\mathbf{Y}}_{i-1}^{\langle q+\tau-1\rangle} \tilde{s}_{q}\right]\right]$.
After obtaining the optimal index $\hat{q}_{i}$, the symbol can be finally acquired by

$$
\begin{equation*}
\hat{s}_{i}=\mathbb{D}\left(\sum_{\tau=1}^{T}\left(\hat{\mathbf{Y}}_{i-1}^{\left\langle\hat{q}_{i}+\tau-1\right\rangle}\right)^{H} \mathbf{Y}_{i}^{\tau} / \sum_{\tau=1}^{T}\left\|\hat{\mathbf{Y}}_{i-1}^{\left\langle\hat{q}_{i}+\tau-1\right\rangle}\right\|^{2}\right) \tag{26}
\end{equation*}
$$

We note that (25) and (26) have been proven to be the same as (23) in Appendix A. According to [23], the complexities of the ML and HL-ML detectors are quantified in terms of the number of real-valued floating point (flop) operations. For specific matrices $\mathbf{A} \in \mathbb{C}^{m \times n}, \mathbf{B} \in \mathbb{C}^{n \times p}, \mathbf{c} \in \mathbb{C}^{n \times 1}$ and $\mathbf{d} \in \mathbb{C}^{n \times 1}$, the operations of $\mathbf{A B},\|\mathbf{c}\|_{F}^{2}$ and $\mathbf{c} \pm \mathbf{d}$ require $8 m n p-2 m p, 4 n-1$, and $2 n$ flops, respectively [12]. The complexity of ML and HL-ML detectors can be expressed as

$$
\begin{align*}
& \mathrm{C}_{\mathrm{ML}}=(\underbrace{6 N_{r} T}_{\hat{\mathbf{Y}}_{i-1} \mathbf{X}_{i} \mathbf{E}_{1}}+\underbrace{2 N_{r} T}_{\mathbf{Y}_{i}-\hat{\mathbf{Y}}_{i-1} \mathbf{X}_{i} \mathbf{E}_{1}}+\underbrace{4 N_{r} T}_{\|\cdot\|^{2}}) N_{t} L, \\
& \mathrm{C}_{\mathrm{HL}-\mathrm{ML}}=[\underbrace{\left(4 N_{r}-1\right) T}_{\sum_{\tau=1}^{T}\left\|\hat{\mathbf{Y}}_{i-1}^{\langle q+\tau}\right\|^{2}}+\underbrace{\left(8 N_{r} T-2 T\right)}_{\sum_{\tau=1}^{T}\left(\mathbf{Y}_{i}^{\tau}\right)^{H} \hat{\mathbf{Y}}_{i-1}^{\langle q+\tau\rangle}}+\underbrace{2}_{\hat{s}_{i}}+2] N_{t} \\
& =12 N_{r} T N_{t}-3 T N_{t}+4 N_{t} . \tag{27}
\end{align*}
$$

The resultant complexity reduction ratio can be formulated as:

$$
\begin{align*}
& r_{c}=\left(\mathrm{C}_{\mathrm{ML}}-\mathrm{C}_{\mathrm{HL}-\mathrm{ML}}\right) / \mathrm{C}_{\mathrm{ML}}=\frac{12 N_{r} T L-12 N_{r} T+3 T-4}{12 N_{r} T L}  \tag{28}\\
& \approx 1-\frac{1}{L}
\end{align*}
$$

According to (28), it is plausible that the proposed lowcomplexity detector is capable of reducing the complexity to about $25 \%, 12.5 \%, 6.25 \%$ and $3.125 \%$ of that of the ML detector for QPSK, 8-PSK, 16-PSK and 32-PSK, respectively.

TABLE II
Comparisons with existing DSM systems.

| Scheme | Transmission <br> rate | Cardinality <br> of transmit <br> signal | Detection <br> compelxity <br> order |
| :---: | :---: | :---: | :---: |
| FAM <br> -SDSM [17] | $\frac{2^{\left[\log _{2}\left(N_{t}!\right)\right]}}{+N_{t}}$ | $N_{t}!$ | $O\left(N_{t}!\right)$ |
| FD <br> -SDSM [30] | $\frac{\log _{2}\left(N_{t} L\right)}{N_{t}}$ | $N_{t} L^{2}$ | $O\left(N_{t} L\right)$ |
| RDSM [34] [35] | $\log _{2}\left(L N_{t}\right) / T$ | $N_{t} L^{2}$ | $O\left(N_{t} L\right)$ |
| STBC | $\log _{2}\left(L^{2} N_{t} / 2\right) / 2$ | $\gg N_{t} L$ | $O\left(N_{t}\right)$ |
| -RDSM [33] | $\log ^{\text {Proposed }}$ S-RDSM | $\log _{2}\left(L N_{t}\right) / T$ | $N_{t} L$ |
| $O\left(N_{t}\right)$ |  |  |  |

## D. Advantages over the existing DSM schemes

Table I and II compares the proposed S-RDSM scheme to the existing DSM schemes. In the proposed S-RDSM scheme, we have $u=1$ of (6), which is the main difference with respect to the conventional RDSM scheme of [34]. As observed from Tables I and II, the advantages of the proposed SRDSM represented by its simple structure may be summarized as follows.

1) High throughput: The throughput of the S-RDSM scheme using $T=1$ is comparable to that of coherent SM, which is much higher than that of the existing SDSM systems [15]-[31].
2) Finite cardinality: The cardinality of the proposed $S$ RDSM's transmit signal is $\left|\mathbf{S}_{i}\right|=\left|\mathbf{X}_{1} \mathbf{X}_{2} \cdots \mathbf{X}_{i}\right|=$ $N_{t} L$, which is much lower than that of the existing DSM schemes. As a result, the unbounded differential constellation size issues are further mitigated. The cardinality of the encoded signal of different RDSM schemes is calculated in detail as follows.
The main difference between the proposed S-RDSM scheme and the RDSM scheme of [34] is that $u$ of (6) is equal to 1 . According to (6), we have
$\mathbf{M}^{1}=\left[\begin{array}{ccc}0 \cdots & 0 u \\ 1 \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 10\end{array}\right], \cdots, \mathbf{M}^{N_{t}}=\left[\begin{array}{ccc}u 0 & \cdots & 0 \\ 0 u \cdots & 0 \\ \vdots \vdots & \ddots & \vdots \\ 0 & \cdots & u\end{array}\right]$
$\mathbf{M}^{L N_{t}}=\left[\begin{array}{cccc}u^{L} & 0 & \cdots & 0 \\ 0 & u^{L} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & u^{L}\end{array}\right], \mathbf{M}^{L N_{t}+1}=\left[\begin{array}{cccc}0 & 0 & 0 & u^{L+1} \\ u^{L} & 0 & 0 & 0 \\ \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & u^{L} & 0\end{array}\right]$.

Since $u=e^{j 2 \pi / L}$ is designed in [34], we have $u^{L}=1$. The cardinality of the transmit signal of [34] is $\left|\mathbf{S}_{i}\right|=$ $\left|\mathbf{M}^{i}\right||\mathcal{S}|=N_{t} L^{2}$, where $|\mathcal{S}|$ is the cardinality of the $L$ PSK symbol.
In the proposed S-RDSM system, we have $u=1$. The cardinality of the corresponding transmit signal is $\left|\mathbf{S}_{i}\right|_{p}=N_{t} L$.
3) Simplified transmit structure: More importantly, as a benefit of the finite cardinality and special structure, the error propagation in the proposed S-RDSM system is mainly imposed by a pair of adjacent blocks, which is helpful for our ABEP performance analysis and it will be exploited in the next section.

## IV. Simplified Forgetting Factor Optimization

## A. Conventional optimization

Assuming that no error is encountered by the previous $(i-1)$ blocks, the reference signal can be formulated as:

$$
\begin{equation*}
\hat{\mathbf{Y}}_{i-1}=\mathbf{H} \mathbf{S}_{i-1}+\hat{\mathbf{N}}_{i-1} \tag{30}
\end{equation*}
$$

with $\hat{\mathbf{N}}_{i-1}=\mathbf{N}_{i-1} \mathbf{E}^{(1-\alpha)}+\hat{\mathbf{N}}_{i-2} \hat{\mathbf{X}}_{i-1} \mathbf{E}^{\alpha}$, where $\hat{\mathbf{N}}_{0}=\mathbf{N}_{0}$, which is demonstrated in Appendix B. The forgetting factor can be optimized according to:

$$
\begin{equation*}
\hat{\alpha}=\underset{\alpha}{\arg \min } \sum_{i=1}^{W / T} \mathbf{E}\left(\left\|\hat{\mathbf{N}}_{i}\right\|^{2}\right) \approx \underset{\alpha}{\arg \min } \sum_{i=1}^{W / T} \mathbf{E}\left(\left\|\tilde{\mathbf{N}}_{i}\right\|^{2}\right) \tag{31}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{\mathbf{N}}_{i}=\mathbf{N}_{i} \mathbf{E}^{(1-\alpha)}+\tilde{\mathbf{N}}_{i-1} \mathbf{M}_{1} \mathbf{E}^{\alpha} \tag{32}
\end{equation*}
$$

where $\tilde{\mathbf{N}}_{0}=\mathbf{N}_{0}$ and $\mathbf{M}_{1}$ is the $\mathbf{M}$ of (6) with $u=1$.

## B. Proposed optimization

According to (31), the optimal forgetting factors have to be obtained through simulation, where a large number of random variables are generated. To reduce the complexity of the optimization, the closed form of (31) is derived in this section. Specifically, (32) can be further represented by

$$
\begin{align*}
& \tilde{\mathbf{N}}_{i}=\mathbf{N}_{i} \mathbf{E}^{(1-\alpha)}+\tilde{\mathbf{N}}_{i-1} \mathbf{M}_{1} \mathbf{E}^{\alpha} \\
& =\mathbf{N}_{i} \mathbf{E}^{(1-\alpha)}+\mathbf{N}_{i-1} \mathbf{E}^{(1-\alpha)} \mathbf{M}_{1} \mathbf{E}^{\alpha}+\cdots+  \tag{33}\\
& \mathbf{N}_{1} \mathbf{E}^{(1-\alpha)}\left(\mathbf{M}_{1} \mathbf{E}^{\alpha}\right)^{i-1}+\hat{\mathbf{N}}_{0}\left(\mathbf{M}_{1} \mathbf{E}^{\alpha}\right)^{i} \\
& =\left[\tilde{\mathbf{N}}_{i}^{1}, \tilde{\mathbf{N}}_{i}^{2}, \cdots, \tilde{\mathbf{N}}_{i}^{N_{t}}\right]
\end{align*}
$$

where we have

$$
\begin{equation*}
\tilde{\mathbf{N}}_{i}^{u} \sim \mathcal{C N}\left(0,\left(\sum_{j=0}^{i-1}\left\|\Psi_{j}^{u}\right\|^{2}+\left\|\Upsilon_{i}^{u}\right\|^{2}\right) \sigma^{2}\right), u=1, \ldots, N_{t} \tag{34}
\end{equation*}
$$

with

$$
\begin{align*}
& \Psi_{i}=\Psi_{i-1} \mathbf{M}_{1} \mathbf{E}^{\alpha}  \tag{35}\\
& \Upsilon_{i}=\Upsilon_{i-1} \mathbf{M}_{1} \mathbf{E}^{\alpha}
\end{align*}
$$

where $\Psi_{0}=\mathbf{E}^{(1-\alpha)}, \Upsilon_{0}=\mathbf{I}_{N_{t}}, \Psi_{j}^{u}$ and $\Upsilon_{i}^{u}$ denote the $u$-th column of $\Psi_{j}$ and $\Upsilon_{i}$, respectively. The average noise variance of the $i$-th block is expressed as:

$$
\begin{equation*}
\sigma_{i}^{2}=\frac{\sum_{u=1}^{N_{t}}\left(\sum_{j=0}^{i-1}\left\|\Psi_{j}^{u}\right\|^{2}+\left\|\Upsilon_{i}^{u}\right\|^{2}\right)}{N_{t}} \sigma^{2} \tag{36}
\end{equation*}
$$

which plays an important role in the ABEP analysis. Then $\sum_{i=1}^{W / T}\left\|\tilde{\mathbf{N}}_{i}\right\|^{2}$ in (31) can be represented by

$$
\begin{equation*}
\varphi=\sum_{i=1}^{W / T}\left\|\tilde{\mathbf{N}}_{i}\right\|^{2}=\sum_{i=1}^{W / T} \sum_{u=1}^{N_{t}}\left\|\tilde{\mathbf{N}}_{i}^{u}\right\|^{2}=\sum_{i=1}^{W / T} \sum_{u=1}^{N_{t}} \varphi_{i}^{u} \tag{37}
\end{equation*}
$$

where $\varphi_{i}^{u}=\left\|\tilde{\mathbf{N}}_{i}^{u}\right\|^{2}$. Hence, the mean value of (37) can be expressed as

$$
\begin{equation*}
\mathbf{E}\left(\sum_{i=1}^{W / T}\left\|\tilde{\mathbf{N}}_{i}\right\|^{2}\right)=\mathbf{E}(\varphi)=\left.\frac{\partial M_{\varphi}(s)}{\partial s}\right|_{s=0} \tag{38}
\end{equation*}
$$

where $M_{\varphi}(s)=\int_{\varphi} e^{\varphi s} f_{\varphi}(\varphi) d_{\varphi}$. Since we have

$$
\begin{equation*}
\frac{2 \varphi_{i}^{u}}{\left(\sum_{j=0}^{i-1}\left\|\Psi_{j}^{u}\right\|^{2}+\left\|\Upsilon_{i}^{u}\right\|^{2}\right) \sigma^{2}} \sim \chi^{2}\left(2 N_{r}\right) \tag{39}
\end{equation*}
$$

the MGF of $\varphi_{i}^{u}$ can be further obtained by

$$
\begin{equation*}
M_{\varphi_{i}^{u}}(s)=\left(1-\left(\sum_{j=0}^{i-1}\left\|\Psi_{j}^{u}\right\|^{2}+\left\|\Upsilon_{i}^{u}\right\|^{2}\right) \sigma^{2} s\right)^{-N_{r}} \tag{40}
\end{equation*}
$$

Then, the MGF of $\varphi$ is given by

$$
\begin{equation*}
M_{\varphi}(s)=\prod_{i=1}^{W / T} \prod_{u=1}^{N_{t}}\left(1-\left(\sum_{j=0}^{i-1}\left\|\Psi_{j}^{u}\right\|^{2}+\left\|\tilde{\Upsilon}_{i}^{u}\right\|^{2}\right) \sigma^{2} s\right)^{-N_{r}} \tag{41}
\end{equation*}
$$

As a result, (38) is represented by

$$
\begin{equation*}
\left.\frac{\partial M_{\varphi}(s)}{\partial s}\right|_{s=0}=\sum_{i=1}^{W / T} \sum_{u=1}^{N_{t}}\left(\sum_{j=0}^{i-1}\left\|\Psi_{j}^{u}\right\|^{2}+\left\|\Upsilon_{i}^{u}\right\|^{2}\right) \sigma^{2} N_{r} \tag{42}
\end{equation*}
$$

Finally, (31) is simplified according to:

$$
\begin{align*}
& \hat{\alpha}=\underset{\alpha}{\arg \min } \mathbf{E}\left(\sum_{i=1}^{W / T}\left\|\tilde{\mathbf{N}}_{i}\right\|^{2}\right) \\
& =\underset{\alpha}{\arg \min }\left\{\sum_{i=1}^{W / T} \sum_{u=1}^{N_{t}}\left[\left(\sum_{j=0}^{i-1}\left\|\Psi_{j}^{u}\right\|^{2}\right)+\left\|\Upsilon_{i}^{u}\right\|^{2}\right] \sigma^{2} N_{r}\right\} \\
& =\underset{\alpha}{\arg \min }\left\{\sum_{i=1}^{W / T} \sum_{u=1}^{N_{t}}\left[\left(\sum_{j=0}^{i-1}\left\|\Psi_{j}^{u}\right\|^{2}\right)+\left\|\Upsilon_{i}^{u}\right\|^{2}\right]\right\} \\
& =\underset{\alpha}{\arg \min }\left\{\sum_{i=1}^{W / T}\left[\left\|\Upsilon_{i}\right\|^{2}+\sum_{j=0}^{i-1}\left\|\Psi_{j}\right\|^{2}\right]\right\} \tag{43}
\end{align*}
$$

It is plausible that the forgetting factor optimization is independent of both $N_{r}$ as well as of $\sigma^{2}$ and can be expressed in closed form without relying on any simulations.

## C. Effective SNR analysis

According to (36), the average noise variance of $W / T$ blocks is expressed as

$$
\begin{equation*}
\bar{\sigma}_{v}^{2}=\underbrace{\frac{\sum_{i=1}^{W / T}\left[\left\|\Upsilon_{i}\right\|^{2}+\sum_{j=0}^{i-1}\left\|\Psi_{j}\right\|^{2}\right]}{W / T}}_{\beta} \sigma^{2}, \tag{44}
\end{equation*}
$$



Fig. 3. Theoretical forgetting factor design and effective SNR analysis for $T=1$, which is suitable for all the SNRs.


Fig. 4. Theoretical forgetting factor design and effective SNR analysis for $T=2$, which is suitable for all the SNRs.
which is used for performance prediction. Moreover, the specific effective SNR analysis can be derived based on the noise variance of (36). In particular, the SNR-loss of the $i$-th block due to non-coherent detection can be formulated as:

$$
\begin{align*}
& \operatorname{SNR}_{i}^{P}=\frac{1}{\sigma^{2}+\sigma_{i}{ }^{2}}=\frac{1}{1+\frac{\sum_{u=1}^{N_{t}} \sum_{j=0}^{i}\left\|\Psi_{j}^{u}\right\|^{2}+\left\|\Upsilon_{i}^{u}\right\|^{2}}{N_{t}}} \mathrm{SNR}_{i}^{\text {Coherent }}  \tag{45}\\
& =\mathrm{SNR}_{i}^{\text {Coherent }}-\underbrace{10 \log _{10}\left[1+\frac{\sum_{u=1}^{N_{t}} \sum_{j=0}^{i-1}\left\|\Psi_{j}^{u}\right\|^{2}+\left\|\Upsilon_{i}^{u}\right\|^{2}}{N_{t}}\right]}_{\text {Lost SNR (dB) }}
\end{align*}
$$

As a result, the average SNR-loss for $W / T$ blocks is expressed as

$$
\begin{equation*}
\mathrm{SNR}_{\mathrm{Lost}}=\frac{\sum_{i=1}^{W / T}-10 \log _{10}\left[1+\frac{\sum_{u=1}^{N_{t}}\left(\sum_{j=0}^{i-1}\left\|\Psi_{j}^{u}\right\|^{2}+\left\|\Upsilon_{i}^{u}\right\|^{2}\right)}{N_{t}}\right]}{W / T} \tag{46}
\end{equation*}
$$

In order to gain further insights, Figs. 3 and 4 present the optimal forgetting factor via (43), the average noise variance $\beta$ of (44) and the average SNR-loss of (46) in the case of $T=1$ and $T=2$, respectively. As observed from Fig. 3, the value of $\beta$ decreases as $W$ increases and $N_{t} / W$ decreases, hence resulting in reduced performance loss. Specifically, the value of $\beta$ may be reduced to around 0 for $N_{t}=4$ and $W=2^{12}$, which indicates that non-coherent detection did not impose any extra noise and it is capable of approaching the performance of its coherent counterpart. Similar trends can be observed in the case of $T=2$ in Fig. 4.

## V. ABEP analysis of S-RDSM Systems

In this section, the ABEP bound of the proposed S-RDSM scheme is derived. In the proposed S-RDSM system, noncoherent detection relies on the previous estimated data, which may result in error propagation. As a result, the analysis of error propagation is pivotal in the derivation of the ABEP bound of the proposed S-RDSM system. Assuming that the transmit signals of the $i$-th, the $(i+1)$-st and the $(i+2)$-nd block are $\mathbf{x}_{i}^{t}$ and $\mathbf{x}_{i+1}^{m}, \mathbf{x}_{i+2}^{p}$, respectively, and the corresponding estimated signals are $\mathbf{x}_{i}^{j}, \mathbf{x}_{i+1}^{k}$ and $\mathbf{x}_{i+2}^{r}$, respectively, the error propagation and the ABEP analysis are discussed in the sequel.

## A. Error propagation analysis

Assuming that no error occurs at the $i$-th and $(i+1)$-st block, according to (30), the reference signals $\hat{\mathbf{Y}}_{i}^{t}$ and $\hat{\mathbf{Y}}_{i+1}^{m}$ having no error are formulated as

$$
\begin{align*}
& \hat{\mathbf{Y}}_{i}^{t}=\mathbf{Y}_{i} \mathbf{E}^{(1-\alpha)}+\hat{\mathbf{Y}}_{i-1} \mathbf{X}_{i}^{t} \mathbf{E}^{\alpha} \\
& =\mathbf{H} \mathbf{S}_{i-1}\left(\mathbf{X}_{i}^{t} \mathbf{E}_{1} \mathbf{E}^{(1-\alpha)}+\mathbf{X}_{i}^{t} \mathbf{E}^{\alpha}\right)+\mathbf{N}_{i} \mathbf{E}^{(1-\alpha)}+\hat{\mathbf{N}}_{i-1} \mathbf{X}_{i}^{t} \mathbf{E}^{\alpha} \\
& =\mathbf{H S}_{i}+\mathbf{N}_{i} \mathbf{E}^{(1-\alpha)}+\hat{\mathbf{N}}_{i-1} \mathbf{X}_{i}^{t} \mathbf{E}^{\alpha}, \\
& \hat{\mathbf{Y}}_{i+1}^{m}=\mathbf{Y}_{i+1} \mathbf{E}^{(1-\alpha)}+\hat{\mathbf{Y}}_{i}^{t} \mathbf{X}_{i+1}^{m} \mathbf{E}^{\alpha} \\
& =\mathbf{Y}_{i+1} \mathbf{E}^{(1-\alpha)}+\mathbf{Y}_{i} \mathbf{E}^{(1-\alpha)} \mathbf{X}_{i+1}^{m} \mathbf{E}^{\alpha}+\hat{\mathbf{Y}}_{i-1} \mathbf{X}_{i}^{t} \mathbf{E}^{\alpha} \mathbf{X}_{i+1}^{m} \mathbf{E}^{\alpha} \\
& =\mathbf{H S}_{i+1}+\mathbf{N}_{i+1} \mathbf{E}^{(1-\alpha)}+\hat{\mathbf{N}}_{i} \mathbf{X}_{i+1}^{m} \mathbf{E}^{\alpha} . \tag{47}
\end{align*}
$$

When an error occurs during a block signal's detection, the reference signals will include erroneous results, which results in error propagation. Assuming that the erroneous result starts at the $i$-th block, the error propagations of both the $(i+1)$-st block, the $(i+2)$-nd blocks are analyzed.

1) Error occurs at the i-th block:

Assuming that the error occurs at the $i$-th block and the transmit signal $\mathbf{x}_{i}^{t}$ is estimated to $\mathbf{x}_{i}^{j}$, the probability $P\left(\mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{j}\right)$ of this pairwise error probability (PEP) event can be calculated as

$$
\begin{align*}
& P\left(\mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{j} \mid \mathbf{H}\right) \\
& =P\left(\left\|\mathbf{Y}_{i}-\hat{\mathbf{Y}}_{i-1} \mathbf{X}_{i}^{t} \mathbf{E}_{1}\right\|^{2} \geq\left\|\mathbf{Y}_{i}-\hat{\mathbf{Y}}_{i-1} \mathbf{X}_{i}^{j} \mathbf{E}_{1}\right\|^{2}\right) \\
& =P\left(\left\|\mathbf{N}_{i}-\overline{\mathbf{N}}_{i}^{t}\right\|^{2} \geq\left\|\mathbf{H} \mathbf{S}_{i-1}\left(\mathbf{X}_{i}^{t} \mathbf{E}_{1}-\mathbf{X}_{i}^{j} \mathbf{E}_{1}\right)+\mathbf{N}_{i}-\overline{\mathbf{N}}_{i}^{j}\right\|^{2}\right) \\
& \approx Q\left(\sqrt{\frac{\left\|\mathbf{H} \mathbf{S}_{i-1}\left(\mathbf{X}_{i}^{t} \mathbf{E}_{1}-\mathbf{X}_{i}^{j} \mathbf{E}_{1}\right)\right\|^{2}}{2\left(\sigma^{2}+\sigma_{i}^{2}\right)}}\right) \tag{48}
\end{align*}
$$

where we have $\overline{\mathbf{N}}_{i}^{t}=\hat{\mathbf{N}}_{i-1} \mathbf{X}_{i}^{t} \mathbf{E}_{1}, \overline{\mathbf{N}}_{i}^{j}=\hat{\mathbf{N}}_{i-1} \mathbf{X}_{i}^{j} \mathbf{E}_{1}$ and $\sigma_{i}^{2}$ can be obtained via (36). According to (86)-(94) of Appendix C, we have

$$
\begin{align*}
& P\left(\mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{j}\right) \\
& =\left[\frac{1}{2}-\frac{1}{2} \sqrt{\frac{c_{1}}{1+c_{1}}}\right] \sum_{k=0}^{T N_{r}-1}\binom{T N_{r}-1+k}{k}\left[\frac{1}{2}+\frac{1}{2} \sqrt{\frac{c_{1}}{1+c_{1}}}\right]^{k} \tag{49}
\end{align*}
$$

where $c_{1}=\left|\mathbf{x}_{i}^{t}-\mathbf{x}_{i}^{j}\right|^{2} / 4\left(\sigma^{2}+\sigma_{i}^{2}\right)$.
Since the $i$-th block's signal $\mathbf{X}_{i}^{t}$ is estimated as $\mathbf{X}_{i}^{j}$, the reference signals $\hat{\mathbf{Y}}_{i}^{j}$ having one error can be expressed as

$$
\begin{align*}
& \hat{\mathbf{Y}}_{i}^{j}=\mathbf{Y}_{i} \mathbf{E}^{(1-\alpha)}+\hat{\mathbf{Y}}_{i-1} \mathbf{X}_{i}^{j} \mathbf{E}^{\alpha} \\
& =\left(\mathbf{H S}_{i} \mathbf{E}_{1}+\mathbf{N}_{i}\right) \mathbf{E}^{(1-\alpha)}+\left(\hat{\mathbf{H}}_{i-1}+\hat{\mathbf{N}}_{i-1}\right) \mathbf{X}_{i}^{j} \mathbf{E}^{\alpha} \\
& =\mathbf{H S}_{i-1}\left(\mathbf{X}_{i}^{t} \mathbf{E}_{1} \mathbf{E}^{(1-\alpha)}+\mathbf{X}_{i}^{j} \mathbf{E}^{\alpha}\right)+\mathbf{N}_{i} \mathbf{E}^{(1-\alpha)}+\hat{\mathbf{N}}_{i-1} \mathbf{X}_{i}^{j} \mathbf{E}^{\alpha} . \tag{50}
\end{align*}
$$

This erroneous reference signals will give rise to error propagations during the ensuring signal detection.
2) Error propagation of the $(i+1)$-st block:

For the detection of the $(i+1)$-st block with no error propagation, there are only two outcomes: 1) $\mathbf{x}_{i+1}^{m}$ has the smallest Euclidean distance (ED); 2) $\mathbf{x}_{i+1}^{u}\left(\mathbf{x}_{i+1}^{u} \neq \mathbf{x}_{i+1}^{m}\right)$ has the smallest ED. When the erroneous reference signals are employed for signal detection, there are also two error events corresponding to these two outcomes. However, at high SNRs, both $P\left(\mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{j}\right) \ll 10^{-3}$ and $P\left(\mathbf{x}_{i+1}^{m} \rightarrow \mathbf{x}_{i+1}^{u}\right) \ll$ $10^{-3}$ hold true, hence we have $P\left(\mathbf{x}_{i+1}^{m} \rightarrow \mathbf{x}_{i+1}^{m}\right) \approx 1$ and $\sum_{u \neq m}^{2^{B}} P\left(\mathbf{x}_{i+1}^{m} \rightarrow \mathbf{x}_{i+1}^{u}\right) \ll 10^{-3}$. Then it is readily seen that
$\underbrace{P\left(\mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{j}\right) \sum_{u \neq m}^{2^{B}} P\left(\mathbf{x}_{i+1}^{m} \rightarrow \mathbf{x}_{i+1}^{u}\right)}_{\ll 10^{-3} P\left(\mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{j}\right)} \ll \underbrace{P\left(\mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{j}\right) P\left(\mathbf{x}_{i+1}^{m} \rightarrow \mathbf{x}_{i+1}^{m}\right)}_{P\left(\mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{j}\right)}$.
Hence, the error propagation imposed by the events of $\mathbf{x}_{i}^{j} \neq \mathbf{x}_{i}^{t}$ and $\mathbf{x}_{i+1}^{u} \neq \mathbf{x}_{i+1}^{m}$ can be neglected. As a result, we mainly consider the error propagation caused by the events of $\mathbf{x}_{i}^{j} \neq \mathbf{x}_{i}^{t}$ and $\mathbf{x}_{i+1}^{u}=\mathbf{x}_{i+1}^{m}$. In this case, we originally have

$$
\begin{equation*}
\left\|\mathbf{Y}_{i+1}-\hat{\mathbf{Y}}_{i}^{t} \mathbf{X}_{i+1}^{m} \mathbf{E}_{1}\right\|^{2}=\min _{\mathbf{x}_{i+1} \in \chi}\left\|\mathbf{Y}_{i+1}-\hat{\mathbf{Y}}_{i}^{t} \mathbf{X}_{i+1} \mathbf{E}_{1}\right\|^{2} \tag{52}
\end{equation*}
$$

Since $\mathbf{x}_{i}^{t}$ has been estimated to $\mathbf{x}_{i}^{j}$, the detection of the $(i+1)$ st block signal becomes

$$
\begin{equation*}
\left\|\mathbf{Y}_{i+1}-\hat{\mathbf{Y}}_{i}^{j} \mathbf{X}_{i+1}^{k} \mathbf{E}_{1}\right\|^{2}=\min _{\mathbf{x}_{i+1} \in \chi}\left\|\mathbf{Y}_{i+1}-\hat{\mathbf{Y}}_{i}^{j} \mathbf{X}_{i+1} \mathbf{E}_{1}\right\|^{2} \tag{53}
\end{equation*}
$$

Specifically, the right parts of (52) and (53) can be further represented by

$$
\begin{align*}
& \mathbf{Y}_{i+1}-\hat{\mathbf{Y}}_{i}^{t} \mathbf{X}_{i+1} \mathbf{E}_{1}=\mathbf{H S}_{i} \mathbf{X}_{i+1}^{m} \mathbf{E}_{1}+\mathbf{N}_{i+1} \\
& -\left(\mathbf{H S}_{i}+\mathbf{N}_{i} \mathbf{E}^{(1-\alpha)}+\hat{\mathbf{N}}_{i-1} \mathbf{X}_{i}^{t} \mathbf{E}^{\alpha}\right) \mathbf{X}_{i+1} \mathbf{E}_{1} \\
& =\mathbf{H S}_{i-1}\left(\mathbf{X}_{i}^{t} \mathbf{X}_{i+1}^{m} \mathbf{E}_{1}-\mathbf{X}_{i}^{t} \mathbf{X}_{i+1} \mathbf{E}_{1}\right)+  \tag{54}\\
& \mathbf{N}_{i+1} \underbrace{-\mathbf{N}_{i} \mathbf{E}^{(1-\alpha)} \mathbf{X}_{i+1} \mathbf{E}_{1}-\hat{\mathbf{N}}_{i-1} \mathbf{X}_{i}^{t} \mathbf{E}^{\alpha} \mathbf{X}_{i+1} \mathbf{E}_{1}}_{\mathbf{N}_{i+1}(\alpha)},
\end{align*}
$$

and

$$
\begin{align*}
& \mathbf{Y}_{i+1}-\hat{\mathbf{Y}}_{i}^{j} \mathbf{X}_{i+1} \mathbf{E}_{1}=\mathbf{H S}_{i} \mathbf{X}_{i+1} \mathbf{E}_{1}+\mathbf{N}_{i+1} \\
& -\left(\mathbf{H S}_{i}+\mathbf{N}_{i} \mathbf{E}^{(1-\alpha)}+\hat{\mathbf{N}}_{i-1} \mathbf{X}_{i}^{j} \mathbf{E}^{\alpha}\right) \mathbf{X}_{i+1} \mathbf{E}_{1} \\
& =\mathbf{H S}_{i-1}\left(\mathbf{X}_{i}^{t} \mathbf{X}_{i+1}^{m} \mathbf{E}_{1}-\mathbf{X}_{i}^{j} \mathbf{X}_{i+1} \mathbf{E}_{1}\right)+  \tag{55}\\
& \mathbf{N}_{i+1} \underbrace{-\mathbf{N}_{i} \mathbf{E}^{(1-\alpha)} \mathbf{X}_{i+1} \mathbf{E}_{1}-\hat{\mathbf{N}}_{i-1} \mathbf{X}_{i}^{j} \mathbf{E}^{\alpha} \mathbf{X}_{i+1} \mathbf{E}_{1}}_{\mathbf{N}_{i+1, e}(\alpha)}
\end{align*}
$$

Since the variances of $\mathbf{N}_{i+1}(\alpha)$ and $\mathbf{N}_{i+1, e}(\alpha)$ are similar, we have

$$
\begin{equation*}
\left\|\mathbf{Y}_{i+1}-\hat{\mathbf{Y}}_{i}^{t} \mathbf{X}_{i+1}^{m} \mathbf{E}_{1}\right\|^{2} \approx\left\|\mathbf{Y}_{i+1}-\hat{\mathbf{Y}}_{i}^{j} \mathbf{X}_{i+1}^{k} \mathbf{E}_{1}\right\|^{2} \tag{56}
\end{equation*}
$$

Then it becomes plausible that $\mathbf{X}_{i}^{t} \mathbf{X}_{i+1}^{m}=\mathbf{X}_{i}^{j} \mathbf{X}_{i+1}^{k}$ and $\mathbf{X}_{i}^{t} \mathbf{x}_{i+1}^{m}=\mathbf{X}_{i}^{j} \mathbf{x}_{i+1}^{k}$. Specifically, assuming that $\left(q_{i}^{t}, s_{i}^{t}\right)$, $\left(q_{i+1}^{m}, s_{i+1}^{m}\right),\left(q_{i}^{j}, s_{i}^{j}\right)$ and $\left(q_{i+1}^{k}, s_{i+1}^{k}\right)$ are the SPM index and APM symbol of $\mathbf{x}_{i}^{t}, \mathbf{x}_{i+1}^{m}, \mathbf{x}_{i}^{j}$ and $\mathbf{x}_{i+1}^{k}$, both the index $l_{i+1}^{j, k}$ and the symbol $s_{i+1}^{j, k}$ of $\mathbf{X}_{i}^{j} \mathbf{x}_{i+1}^{k}$, as well as the index $l_{i+1}^{t, m}$ and
the symbol $s_{i+1}^{t, m}$ of $\mathbf{X}_{i}^{t} \mathbf{x}_{i+1}^{m}$ can be obtained by

$$
\begin{align*}
l_{i+1}^{j, k} & =\left\{\begin{array}{l}
q_{i}^{j}+q_{i+1}^{k}-1, \text { if } q_{i}^{j}+q_{i+1}^{k}-1 \leq N_{t} \\
q_{i}^{j}+q_{i+1}^{k}-1-N_{t}, \text { else }
\end{array}\right. \\
l_{i+1}^{t, m} & =\left\{\begin{array}{l}
q_{i}^{t}+q_{i+1}^{m}-1, \text { if } q_{i}^{t}+q_{i+1}^{m}-1 \leq N_{t} \\
q_{i}^{t}+q_{i+1}^{m}-1-N_{t}, \text { else },
\end{array}\right.  \tag{57}\\
s_{i+1}^{j, k} & =s_{i}^{j} s_{i+1}^{k}, s_{i+1}^{t, m}=s_{i}^{t} s_{i+1}^{m}
\end{align*}
$$

Since $\mathbf{X}_{i}^{j} \mathbf{x}_{i+1}^{k}=\mathbf{X}_{i}^{t} \mathbf{x}_{i+1}^{m}$ holds true, we have

$$
\begin{equation*}
l_{i+1}^{j, k}=l_{i+1}^{t, m}, s_{i+1}^{j, k}=s_{i+1}^{t, m} \tag{58}
\end{equation*}
$$

As a result, for a given transmit signal $\mathbf{x}_{i}^{t}$ and $\mathbf{x}_{i+1}^{m}$ as well as for the erroneous result $\mathbf{x}_{i}^{j}$, the $(i+1)$-st block signal will be definitely detected as

$$
\begin{align*}
& q_{i+1}^{k}=\left\{\begin{array}{l}
q_{i}^{t}+q_{i+1}^{m}-q_{i}^{j}+N_{t}, \text { if } q_{i}^{t}+q_{i+1}^{m}-q_{i}^{j}<1 \\
q_{i}^{t}+q_{i+1}^{m}-q_{i}^{j}, \text { if } 1 \leq q_{i}^{t}+q_{i+1}^{m}-q_{i}^{j} \leq N_{t} \\
q_{i}^{t}+q_{i+1}^{m}-q_{i}^{j}-N_{t}, \text { if } N_{t}<q_{i}^{t}+q_{i+1}^{m}-q_{i}^{j}
\end{array}\right. \\
& s_{i+1}^{k}=s_{i}^{j *} s_{i}^{t} s_{i+1}^{m} . \tag{59}
\end{align*}
$$

3) Error propagation of the $(i+2)$-nd block:

For the detection of the $(i+2)$-nd block without error propagation, there are also two outcomes: 1) $\mathbf{x}_{i+2}^{p}$ has the smallest ED; 2) $\mathbf{x}_{i+1}^{u}\left(\mathbf{x}_{i+2}^{u} \neq \mathbf{x}_{i+2}^{p}\right)$ has the smallest ED, which results in different error propagations. Due to the same reason as illustrated in the $(i+1)$-st block's analysis, the error propagation is mainly caused by the events of $\mathbf{x}_{i}^{j} \neq \mathbf{x}_{i}^{t}$, $\mathbf{x}_{i+1}^{m} \neq \mathbf{x}_{i+1}^{k}$ and $\mathbf{x}_{i+2}^{u}=\mathbf{x}_{i+2}^{p}$.

Based on the erroneous estimated results $\mathbf{x}_{i}^{j}$ and $\mathbf{x}_{i+1}^{k}$, the reference signal used for the $(i+2)$-nd block's detection is updated via (21) as

$$
\begin{align*}
& \hat{\mathbf{Y}}_{i+1}^{k}=\mathbf{Y}_{i+1} \mathbf{E}^{(1-\alpha)}+\hat{\mathbf{Y}}_{i}^{j} \mathbf{X}_{i+1}^{k} \mathbf{E}^{\alpha} \\
& =\mathbf{Y}_{i+1} \mathbf{E}^{(1-\alpha)}+\left(\mathbf{Y}_{i} \mathbf{E}^{(1-\alpha)}+\hat{\mathbf{Y}}_{i-1} \mathbf{X}_{i}^{j} \mathbf{E}^{\alpha}\right) \mathbf{X}_{i+1}^{k} \mathbf{E}^{\alpha} \\
& =\mathbf{Y}_{i+1} \mathbf{E}^{(1-\alpha)}+\mathbf{Y}_{i} \mathbf{E}^{(1-\alpha)} \mathbf{X}_{i+1}^{k} \mathbf{E}^{\alpha}+\hat{\mathbf{Y}}_{i-1} \mathbf{X}_{i}^{j} \mathbf{E}^{\alpha} \mathbf{X}_{i+1}^{k} \mathbf{E}^{\alpha} \\
& =\mathbf{H S}_{i+1} \mathbf{E}_{1} \mathbf{E}^{(1-\alpha)}+\mathbf{H S}_{i} \mathbf{E}_{1} \mathbf{E}^{(1-\alpha)} \mathbf{X}_{i+1}^{k} \mathbf{E}^{\alpha}+ \\
& \mathbf{H S}_{i-1} \mathbf{X}_{i}^{t} \mathbf{E}^{\alpha} \mathbf{X}_{i+1}^{m} \mathbf{E}^{\alpha}+\mathbf{N}_{i+1} \mathbf{E}^{(1-\alpha)}+\mathbf{N}_{i} \mathbf{E}^{(1-\alpha)} \mathbf{X}_{i+1}^{k} \mathbf{E}^{\alpha} \\
& +\hat{\mathbf{N}}_{i-1} \mathbf{X}_{i}^{t} \mathbf{E}^{\alpha} \mathbf{X}_{i+1}^{m} \mathbf{E}^{\alpha} \\
& =\mathbf{H S}_{i}\left(\mathbf{X}_{i+1}^{m} \mathbf{E}_{1} \mathbf{E}^{(1-\alpha)}+\mathbf{E}_{1} \mathbf{E}^{(1-\alpha)} \mathbf{X}_{i+1}^{k} \mathbf{E}^{\alpha}+\mathbf{E}^{\alpha} \mathbf{X}_{i+1}^{m} \mathbf{E}^{\alpha}\right) \\
& =\mathbf{H S}_{i+1}+\mathbf{H S}_{i}\left[\mathbf{E}_{1} \mathbf{E}^{(1-\alpha)}\left(\mathbf{X}_{i+1}^{k} \mathbf{E}^{\alpha}-\mathbf{X}_{i+1}^{m} \mathbf{E}^{\alpha}\right)\right] \\
& +\mathbf{N}_{i+1} \mathbf{E}^{(1-\alpha)}+\mathbf{N}_{i} \mathbf{E}^{(1-\alpha)} \mathbf{X}_{i+1}^{k} \mathbf{E}^{\alpha}+\hat{\mathbf{N}}_{i-1} \mathbf{X}_{i}^{t} \mathbf{E}^{\alpha} \mathbf{X}_{i+1}^{m} \mathbf{E}^{\alpha} . \tag{60}
\end{align*}
$$

For the case of $\alpha=1$, we have $\mathbf{H S}_{i}\left[\mathbf{E}_{1} \mathbf{E}^{(1-\alpha)}\left(\mathbf{X}_{i+1}^{k} \mathbf{E}^{\alpha}-\right.\right.$ $\left.\left.\mathbf{X}_{i+1}^{m} \mathbf{E}^{\alpha}\right)\right]=\mathbf{N}_{i} \mathbf{E}^{(1-\alpha)} \mathbf{X}_{i+1}^{k} \mathbf{E}^{\alpha}=\mathbf{O}_{N_{r} \times N_{t}}$. Then it becomes plausible that we have $\hat{\mathbf{Y}}_{i+1}^{k}=\hat{\mathbf{Y}}_{i+1}^{m}$ and hence no error is encountered by the reference signal $\hat{\mathbf{Y}}_{i+1}^{k}$.

For the case of $\alpha \neq 1$, since $\mathbf{x}_{i}^{t}$ has been estimated to $\mathbf{x}_{i}^{j}$, $\mathbf{x}_{i+1}^{m}$ has been estimated to $\mathbf{x}_{i+1}^{k}$, the detection of the $(i+2)$-nd block becomes

$$
\begin{equation*}
\left\|\mathbf{Y}_{i+2}-\hat{\mathbf{Y}}_{i+1}^{k} \mathbf{X}_{i+2}^{r} \mathbf{E}_{1}\right\|^{2}=\min _{\mathbf{x}_{i+2} \in \chi}\left\|\mathbf{Y}_{i+2}-\hat{\mathbf{Y}}_{i+1}^{k} \mathbf{X}_{i+2} \mathbf{E}_{1}\right\|^{2} \tag{61}
\end{equation*}
$$

Specifically, the values of $\mathbf{Y}_{i+2}-\hat{\mathbf{Y}}_{i+1}^{k} \mathbf{X}_{i+2}^{p} \mathbf{E}_{1}$ and
$\mathbf{Y}_{i+2}-\hat{\mathbf{Y}}_{i+1}^{k} \mathbf{X}_{i+2}^{r} \mathbf{E}_{1}$ can be further represented by

$$
\mathbf{Y}_{i+2}-\hat{\mathbf{Y}}_{i+1}^{k} \mathbf{X}_{i+2}^{p} \mathbf{E}_{1}
$$

$$
=\underbrace{\left.\mathbf{I}_{i}\left[\begin{array}{c}
(1-\alpha) \\
\mathbf{H S}_{i}\left[\mathbf{I}_{1} \mathbf{E}^{(1-\alpha)} \mathbf{E}^{(1-\alpha)}\right.
\end{array} \mathbf{X}_{i+1}^{k} \mathbf{E}^{\alpha}-\mathbf{X}_{i+1}^{m} \mathbf{E}^{\alpha}\right)\right] \mathbf{X}_{i+2}^{p} \mathbf{E}_{1}}_{\substack{\mathbf{N}^{\text {error }} \\
i+2, p}}+\mathbf{N}_{i+2}
$$

$\mathbf{Y}_{i+2}-\hat{\mathbf{Y}}_{i+1}^{k} \mathbf{X}_{i+2}^{r} \mathbf{E}_{1}$
$=\mathbf{H S}_{i+2} \mathbf{E}_{1}-\mathbf{H} \mathbf{S}_{i+1}$
$=\mathbf{H S}_{i+2} \mathbf{E}_{1}-\mathbf{H} \mathbf{H}_{i+1} \mathbf{X}_{i+2}^{r} \mathbf{E}_{1}-$
$\underbrace{\mathbf{H S}_{i}\left[\mathbf{E}_{1} \mathbf{E}^{(1-\alpha)}\left(\mathbf{X}_{i+1}^{k} \mathbf{E}^{\alpha}-\mathbf{X}_{i+1}^{m} \mathbf{E}^{\alpha}\right)\right] \mathbf{X}_{i+2}^{r} \mathbf{E}_{1}}_{\substack{\mathbf{N}_{i+2, r}^{\text {error }}}}+\mathbf{N}_{i+2}$

$$
\begin{equation*}
\underbrace{-\left(\mathbf{N}_{i+1} \mathbf{E}^{(1-\alpha)}+\mathbf{N}_{i} \mathbf{E}^{(1-\alpha)} \mathbf{X}_{i+1}^{k} \mathbf{E}^{\alpha}+\hat{\mathbf{N}}_{i-1} \mathbf{X}_{i}^{t} \mathbf{E}^{\alpha} \mathbf{X}_{i+1}^{m} \mathbf{E}^{\alpha}\right) \mathbf{X}_{i+2}^{r} \mathbf{E}_{1}}_{\mathbf{N}_{i+2, e, r}(\alpha)} \tag{63}
\end{equation*}
$$

Since the variances of $\mathbf{N}_{i+2, e, p}(\alpha)$ and $\mathbf{N}_{i+2, e, r}(\alpha)$ are close to $\sigma_{i+2}^{2}$, and the average variances of $\mathbf{N}_{i+2, r}^{\text {error }}$ and $\mathbf{N}_{i+2, p}^{\text {error }}$ are similar, we have

$$
\begin{align*}
& P\left(\mathbf{X}_{i+2}^{p} \rightarrow \mathbf{X}_{i+2}^{r} \mid \hat{\mathbf{Y}}_{i+1}^{k}\right) \\
& =P\left(\left\|\mathbf{Y}_{i+2}-\hat{\mathbf{Y}}_{i+1}^{k} \mathbf{X}_{i+2}^{r} \mathbf{E}_{1}\right\|^{2}\right) \leq P\left(\left\|\mathbf{Y}_{i+2}-\hat{\mathbf{Y}}_{i+1}^{k} \mathbf{X}_{i+2}^{p} \mathbf{E}_{1}\right\|^{2}\right) \\
& =Q\left(\sqrt{\frac{\left\|\mathbf{H S}_{i+1}\left(\mathbf{X}_{i+2}^{p} \mathbf{E}_{1}-\mathbf{x}_{i+2}^{r} \mathbf{E}_{1}\right)\right\|^{2}}{2\left(\sigma^{2}+V\left(\mathbf{N}_{i+2}^{e r r o r o r}\right)+\sigma_{i+2}^{2}\right.}}\right) \tag{64}
\end{align*}
$$

where $V\left(\mathbf{N}_{i+2}^{\text {error }}\right)$ denotes the variance of $\mathbf{N}_{i+2, r}^{\text {error }}$ or $\mathbf{N}_{i+2, p}^{\text {error }}$. Upon considering $T=1$ and $M=4$ for example, the value of $V\left(\mathbf{N}_{i+2}^{\text {error }}\right)$ belongs to the set

$$
\begin{equation*}
V\left(\mathbf{N}_{i+2}^{\text {error }}\right)=\left(0, \alpha_{1}^{2} \alpha^{2}, \alpha_{1}^{2}, 2 \alpha_{1}^{2} \alpha^{2}, 2 \alpha_{1}^{2}, 4 \alpha_{1}^{2} \alpha^{2}, 4 \alpha_{1}^{2}\right) \tag{65}
\end{equation*}
$$

with $\alpha_{1}=1-\alpha$. The corresponding probabilities can be obtained via (98) of Appendix D as

$$
\begin{align*}
& P\left(V\left(\mathbf{N}_{i+2}^{\text {error }}=\alpha_{1}^{2} \alpha^{2}\right)=\frac{\left(N_{t}-1\right) 2 M^{2}}{\left(N_{t} M\right)^{3} N_{t}}\right. \\
& P\left(V\left(\mathbf{N}_{i+2}^{\text {error }}=\alpha_{1}^{2}\right)=\frac{\left(N_{t}-1\right)^{2} 2 M^{2}}{\left(N_{t} M\right)^{3} N_{t}}\right. \\
& P\left(V\left(\mathbf{N}_{i+2}^{\text {error }}=2 \alpha_{1}^{2} \alpha^{2}\right) \frac{2 M^{2}}{\left(N_{t} M\right)^{3}}\right.  \tag{66}\\
& P\left(V\left(\mathbf{N}_{i+2}^{\text {error }}=2 \alpha_{1}^{2}\right)=\frac{2\left(N_{t}-1\right) M^{2}}{\left(N_{t} M\right)^{3}}\right. \\
& P\left(V\left(\mathbf{N}_{i+2}^{\text {error }}=4 \alpha_{1}^{2} \alpha^{2}\right)=\frac{M^{2}}{\left(N_{t} M\right)^{3}}\right. \\
& P\left(V\left(\mathbf{N}_{i+2}^{\text {error }}=4 \alpha_{1}^{2}\right)=\frac{\left(N_{t}-1\right) M^{2}}{\left(N_{t} M\right)^{3}}\right.
\end{align*}
$$

The average value of $V\left(\mathbf{N}_{i+2}^{\text {error }}\right)$ can be obtained by (65)-(66). To provide further insights, Table III presents the value of $V\left(\mathbf{N}_{i+2}^{\text {error }}\right)$ for $T=1$ and $M=4$. Observe from Table III that the probability of $V\left(\mathbf{N}_{i+2}^{\text {error }}\right)=\alpha_{1}^{2}=(1-\alpha)^{2}$ is the largest and decreases as $N_{t}$ increases. Since $\alpha$ is chosen close to 1 , the value of $V\left(\mathbf{N}_{i+2}^{\text {error }}\right)=\alpha_{1}^{2}$ is small. To be more specific, Table IV presents the average value of $V\left(\mathbf{N}_{i+2}^{\text {error }}\right)$ for $\alpha=0.8$ and $M=4$. Observe from Table IV that the average value of $V\left(\mathbf{N}_{i+2}^{\text {error }}\right)$ is close to zero in the context of large-scale MIMO setups. As a result, we have

$$
\begin{align*}
& P\left(\mathbf{X}_{i}^{t} \rightarrow \mathbf{X}_{i}^{j}, \mathbf{X}_{i+2}^{p} \rightarrow \mathbf{X}_{i+2}^{r}\right) \\
& =P\left(\mathbf{X}_{i+2}^{p} \rightarrow \mathbf{X}_{i+2}^{r} \mid \hat{\mathbf{Y}}_{i+1}^{k}\right) P\left(\mathbf{X}_{i}^{t} \rightarrow \mathbf{X}_{i}^{j}\right)  \tag{67}\\
& \approx P\left(\mathbf{X}_{i+2}^{p} \rightarrow \mathbf{X}_{i+2}^{r}\right) P\left(\mathbf{X}_{i}^{t} \rightarrow \mathbf{X}_{i}^{j}\right)
\end{align*}
$$

Since $P\left(\mathbf{X}_{i+2}^{p} \rightarrow \mathbf{X}_{i+2}^{r}\right) \ll 10^{-3}$ at high SNRs, we have $P\left(\mathbf{X}_{i}^{t} \rightarrow \mathbf{X}_{i}^{j}, \mathbf{X}_{i+2}^{p} \rightarrow \mathbf{X}_{i+2}^{r}\right) \ll P\left(\mathbf{X}_{i}^{t} \rightarrow \mathbf{X}_{i}^{j}\right)$. It can

TABLE III
THE VALUE OF $V\left(N_{i+2}^{\text {ERROR }}\right)$ OF (65) AND ITS CORRESPONDING PROBABILITY OF (66) FOR $T=1$ AND $M=4$.

| $\frac{P N\left(N+N_{i}^{\text {error }}\right)}{N_{t}}$ | 0 | $\alpha_{1}^{2} \alpha^{2}$ | $\alpha_{1}^{2}$ | $2 \alpha_{1}^{2} \alpha^{2}$ | $2 \alpha_{1}^{2}$ | $4 \alpha_{1}^{2} \alpha^{2}$ | $4 \alpha_{1}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N_{t}=4$ | 0.58 | 0.09 | 0.28 | 7e-3 | 0.02 | $4 \mathrm{e}-3$ | 0.01 |
| $N_{t}=8$ | 0.77 | 0.03 | 0.19 | 1e-2 | 7e-3 | $5 \mathrm{e}-4$ | 3e-3 |
| $N_{t}=16$ | 0.88 | 7e-3 | 0.11 | 1e-4 | 2e-3 | 1e-4 | 9e-4 |

Average value of $V\left(N_{i+2}^{\text {ERROR }}\right)$ FOR $\alpha=0.8$ and $M=4$ CALCULATING
$i+2$

| T | $N_{t}$ | 4 | 8 |
| :---: | :---: | :---: | :---: |
| $T=1$ | 0.0182 | 0.0095 | 0.0049 |
| $T=2$ | 0.0328 | 0.0182 | 0.0095 |

be concluded that the error propagation of the $(i+2)$-nd block can be neglected. Hence the error propagation is mainly encountered by a pair of adjacent blocks.

## B. Approximate upper bound of the S-RDSM system

According to our error propagation analysis, the ABEP of the $(i+1)$-st block is mainly associated with the $i$-th block's signal detection, which has two estimated results at the $i$-th block: 1) $\mathbf{x}_{i}^{j}=\mathbf{x}_{i}^{t}$;2) $\mathbf{x}_{i}^{j} \neq \mathbf{x}_{i}^{t}$. Hence the approximate upper ABEP bound of the $(i+1)$-st block can be formulated as:

$$
\begin{align*}
& P_{b, i+1}^{U}=\underbrace{\frac{1}{2^{B}} \sum_{t=1}^{2^{B}} P_{b, \mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{t}}^{i+1} P\left(\mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{t}\right)}_{\text {ABEP of } \mathbf{x}_{i}^{j}=\mathbf{x}_{i}^{t}}+ \\
& \underbrace{\frac{1}{2^{B}} \sum_{t=1}^{2^{B}} \sum_{j=1}^{2^{B}} P_{b, \mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{j}}^{i+1} P\left(\mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{j}\right)}_{\text {ABEP of } \mathbf{x}_{i}^{j} \neq \mathbf{x}_{i}^{t}}, \tag{68}
\end{align*}
$$

where $P_{b, \mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{t}}^{i+1}$ and $P_{b, \mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{j}}^{i+1}$ denote the ABEP of the conditions of $\mathbf{x}_{i}^{j}=\mathbf{x}_{i}^{t}$ and $\mathbf{x}_{i}^{j} \neq \mathbf{x}_{i}^{t}$ at the $(i+1)$-st block, respectively.

1) Calculation of $P\left(\mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{t}\right)$ :

The probability of $P\left(\mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{t}\right)$ is obtained by

$$
P\left(\mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{t}\right)=\left\{\begin{array}{l}
0, \text { if } \sum_{j=1, j \neq t}^{2^{B}} P\left(\mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{j}\right)>1  \tag{69}\\
1-\sum_{j=1, j \neq t}^{2^{B}} P\left(\mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{j}\right), \text { else }
\end{array}\right.
$$

2) Calculation of $P_{b, \mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{t}}^{i+1}$ :

In this case, we can ignore the effect of error propagation, hence the value of $P_{b, \mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{t}}^{i+1}$ can be formulated as:

$$
\begin{equation*}
P_{b, \mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{t}}^{i+1}=\frac{1}{B 2^{B}} \sum_{t=1}^{2^{B}} \sum_{j=1, j \neq t}^{2^{B}} P\left(\mathbf{x}_{i+1}^{m} \rightarrow \mathbf{x}_{i+1}^{k}\right) d\left(\mathbf{x}_{i+1}^{m}, \mathbf{x}_{i+1}^{k}\right), \tag{70}
\end{equation*}
$$

where $d\left(\mathbf{x}_{i+1}^{m}, \mathbf{x}_{i+1}^{k}\right)$ is the Hamming distance (HD) of $\mathbf{x}_{i+1}^{m}$ and $\mathbf{x}_{i+1}^{k}, P\left(\mathbf{x}_{i+1}^{m} \rightarrow \mathbf{x}_{i+1}^{k}\right)$ denotes the PEP, which can be obtained by (49) with $c_{1}=\left|\mathbf{x}_{i+1}^{m}-\mathbf{x}_{i+1}^{k}\right|^{2} / 4\left(\sigma^{2}+\sigma_{i+1}^{2}\right)$.


Fig. 5. Theoretical ABEP results of the proposed S-RDSM system with $N_{t}=4, N_{r}=4, W=256$, which are calculated by (73).
3) Calculation of $P_{b, \mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{j}}^{i+1}$ : For the case of the event of $\mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{j}$, the value of $P_{b, \mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{j}}^{i+1}$ can be formulated as:
$P_{b, \mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{j}}^{i+1}=\frac{1}{B 2^{B}} \sum_{m=1}^{2^{B}} \sum_{k=1}^{2^{B}} P\left(\mathbf{x}_{i+1}^{m} \rightarrow \mathbf{x}_{i+1}^{k} \mid \mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{j}\right) d\left(\mathbf{x}_{i+1}^{m}, \mathbf{x}_{i+1}^{k}\right)$,
where $P\left(\mathbf{x}_{i+1}^{m} \rightarrow \mathbf{x}_{i+1}^{k} \mid \mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{j}\right)$ is the PEP event under the condition of $\mathbf{x}_{i}^{j} \neq \mathbf{x}_{i}^{t}$, which is close to 1 based on our error propagation analysis and $d\left(\mathbf{x}_{i+1}^{m}, \mathbf{x}_{i+1}^{k}\right)$ can be obtained by (59). By substituting (69), (70), (71) and (49) into (68), we can derive the approximate upper bound of the ABEP as

$$
\begin{align*}
& P_{b, i+1}^{U}=\frac{1}{2^{B}} \sum_{t=1}^{2^{B}}[\underbrace{P_{b, \mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{t}}^{i+1}}_{\text {by }(70)} \underbrace{P\left(\mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{t}\right)}_{\text {by }(69)}+\sum_{j \neq t}^{2^{B}} \underbrace{P\left(\mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{j}\right)}_{\text {by }(49)} \\
& \frac{1}{B 2^{B}} \sum_{m=1}^{2^{B}} \underbrace{d\left[\left(q_{i+1}^{k}, s_{i+1}^{k}\right),\left(q_{i+1}^{m}, s_{i+1}^{m}\right)\right.}_{\text {by }(59)}] \tag{72}
\end{align*}
$$

As a result, the average approximate upper ABEP bound for $W / T$ blocks is obtained by

$$
\begin{equation*}
P_{b}^{U}=\frac{\sum_{i=1}^{W / T} P_{b, i+1}^{U}}{W / T} \tag{73}
\end{equation*}
$$

## VI. Simulation Results

In this section, the performance of the proposed S-RDSM, of the existing RDSM and of coherent SM systems are compared in flat Rayleigh fading channels. In all the comparisons, the HL-ML detector is employed for the proposed S-RDSM system and the ML detector is used for the other systems.

Figs. 5-8 portrays the theoretical ABEP upper bounds of our proposed S-RDSM systems in conjunction with different


Fig. 6. Theoretical ABEP results of the proposed S-RDSM system with $N_{t}=8, N_{r}=4, W=256$, which are calculated by (73).


Fig. 7. Theoretical ABEP results of the proposed S-RDSM system with $N_{t}=16, N_{r}=4, W=256$, which are calculated by (73).
number of TAs $N_{t}=4,8,16,64$ at $W=256, N_{r}=4$. The factors of $\alpha=0.88,0.84,0.78,0.71,0.62$ are used for $N_{t}=$ $4,8,16,64$ at $T=1$, while $\alpha=0.87,0.81,0.73,0.64,0.55$ are used for $N_{t}=4,8,16,64$ at $T=2$. Moreover, the theoretical coherent SM results having an identical throughput are added as benchmarkers.

Observe from Figs. 5-8 that the upper bounds derived for the proposed S-RDSM systems operating both with and without a forgetting factor become very tight upon increasing the SNR values. Furthermore, the proposed S-RDSM system using the optimized forgetting factor is capable of providing significant performance gains over its counterpart operating without a forgetting factor. As the ratio $N_{t} / W$ decreases, the performance advantage of using the optimal factor becomes more dominant.

Figs. 9 and 10 compare the performance of the proposed S-RDSM system to that of the existing RDSM systems and coherent SM systems at 8 bpcu and 9 bpcu , respectively. Specifically, in Fig. 8, $N_{t}=64, N_{r}=4, T=1, L=4$


Fig. 8. Theoretical ABEP results of the proposed S-RDSM system with $N_{t}=64, N_{r}=4, W=256$, which are calculated by (73).
and $W=256,512,1024,2048$ are used for the proposed S RDSM system, while $N_{t}=64, N_{r}=4, T=1, L=4$ and $W=256$ are used in the conventional RDSM [34] systems; $\alpha=0.62,0.7,0.78,0.84$ are employed for $W=$ $256,512,1024,2048 ; N_{t}=64, N_{r}=4, L=4$ are employed for the coherent SM system. In Fig. $9, N_{t}=128, N_{r}=4, T=$ $1, L=4$ are employed for both the proposed S-RDSM and the conventional RDSM systems, while $N_{t}=128, N_{r}=4, L=4$ are employed for its coherent SM counterpart. $\alpha=0.7$ and $\alpha=0.8$ are selected for $W=1024$ and 2048, respectively. Furthermore, the coherent SM relying on realistic estimated channel has been added for comparison. According to [37], the estimated channel matrix can be expressed as

$$
\begin{equation*}
\widehat{\mathbf{H}}=\mathbf{H}+\mathbf{H}_{e} \tag{74}
\end{equation*}
$$

where $\mathbf{H}_{e} \in \mathbb{C}^{N_{r} \times N_{t}}$, whose elements obey the complex Gaussian distributions $\mathcal{C N}\left(0, \sigma_{e}^{2}\right)$.

It is observed from Figs. 9-10 that the performance of the proposed S-RDSM system is comparable to that of conventional RDSM systems, despite its simplified structure. As predicted in Fig. 3(b), the performance of the proposed S-RDSM system improves, as the value of $W$ increases. This is because as $W$ increases, the average noise variance imposed by the noncoherent detector is reduced. Furthermore, it is also seen from Figs. $9-10$ that the proposed S-RDSM system is capable of providing a $1.5-\mathrm{dB}$ performance gain over the coherent SM with $\sigma_{e}^{2}=\sigma^{2}$.

## VII. Conclusions

Simplified rectangular differential spatial modulation was conceived for massive MIMO downlink communication without the knowledge of CSI. The proposed S-RDSM system retains all the advantages of its coherent SM counterpart, including its high transmit rate, low-complexity bit-to-symbol mapping and signal detection. The approximate ABEP upper bounds of the proposed S-RDSM system have been derived and validated by the simulation results. Furthermore, we proposed a novel forgetting factor optimization method relying


Fig. 9. Performance comparisons of the proposed S-RDSM systems to the existing RDSM and coherent SM systems having $N_{t}=64$ at 8 bpcu.


Fig. 10. Performance comparisons of the proposed S-RDSM systems to the existing RDSM and coherent SM systems having $N_{t}=128$ at 9 bpcu .
on a closed-form expression instead of simulations, as seen in the literature. Both the simulation and theoretical results have demonstrated that the proposed S-RDSM system using the optimized forgetting factor is capable of approaching the performance of its coherent counterpart, but without CSI knowledge, which is very attractive for future massive MIMO communications.

Appendix A

## Proof of HL-ML detector

According to (23), (25) and (26), it becomes plausible that the main difference between the ML detector and the HL-ML detector is the way of obtaining $\hat{s}_{i}$. If we can prove that the
following expression
$\tilde{s}_{q}=\arg \min _{\forall s}\left[\sum_{\tau=1}^{T}\left\|\hat{\mathbf{Y}}_{i-1}^{\langle q+\tau-1\rangle}\right\|^{2}-2 \Re\left(\sum_{\tau=1}^{T}\left(\mathbf{Y}_{i}^{\tau}\right)^{H} \hat{\mathbf{Y}}_{i-1}^{\langle q+\tau-1\rangle} s\right)\right]$
$=\underset{\forall s}{\arg \max } \Re(\underbrace{\sum_{\tau=1}^{T}\left(\mathbf{Y}_{i}^{\tau}\right)^{H} \hat{\mathbf{Y}}_{i-1}^{\langle q+\tau-1\rangle} / \sum_{\tau=1}^{T}\left\|\hat{\mathbf{Y}}_{i-1}^{\langle q+\tau-1\rangle}\right\|^{2}}_{a+j b} s)$,
(75)
holds true, then we can conclude that the outputs of the HLML detector and the ML detector are identical.

Specifically, assuming $\tilde{s}_{q}=\mathbb{D}(a-j b)=c+j d, s=c_{1}+$ $j d_{1} \neq \tilde{s}_{q}$ and $c^{2}+d^{2}=c_{1}^{2}+d_{1}^{2}=1$, we have

$$
\begin{equation*}
\left|a-j b-\tilde{s}_{q}\right|^{2}<|a-j b-s|^{2} \tag{76}
\end{equation*}
$$

hence we obtain

$$
\begin{align*}
& (a-c)^{2}+(b+d)^{2}<\left(a-c_{1}\right)^{2}+\left(b+d_{1}\right)^{2} \\
& \Uparrow \\
& \widehat{\Downarrow}-2 a c+c^{2}+2 b d+d^{2}<-2 a c_{1}+c_{1}^{2}+2 b d+d_{1}{ }^{2}  \tag{77}\\
& a c-b d>a c_{1}-b d_{1} \\
& \widehat{\mathbb{\pi}} \\
& \Re[(a+j b)(c+j d)]>\Re\left[(a+j b)\left(c_{1}+j d_{1}\right)\right] .
\end{align*}
$$

As a result, to satisfy (75), we should have

$$
\begin{aligned}
& \tilde{s}_{q}=\mathbb{D}(a-j b) \\
& =\mathbb{D}\left[\left(\sum_{\tau=1}^{T}\left(\mathbf{Y}_{i}^{\tau}\right)^{H} \hat{\mathbf{Y}}_{i-1}^{\langle q+\tau-1\rangle} / \sum_{\tau=1}^{T}\left\|\hat{\mathbf{Y}}_{i-1}^{\langle q+\tau-1\rangle}\right\|^{2}\right)^{*}\right] \\
& =\mathbb{D}\left[\sum_{\tau=1}^{T}\left(\hat{\mathbf{Y}}_{i-1}^{\langle q+\tau-1\rangle}\right)^{H} \mathbf{Y}_{i}^{\tau} / \sum_{\tau=1}^{T}\left\|\hat{\mathbf{Y}}_{i-1}^{\langle q+\tau-1\rangle}\right\|^{2}\right] .
\end{aligned}
$$

According to the above analysis, when $\tilde{s}_{q}$ is defined by (24), then (25) and (26) yield the same performance as the ML detector of (20).

## Appendix B

Proof of Eq. (30)

$$
\begin{align*}
& \hat{\mathbf{Y}}_{i-1}=\mathbf{Y}_{i-1} \mathbf{E}^{(1-\alpha)}+\hat{\mathbf{Y}}_{i-2} \hat{\mathbf{X}}_{i-1} \mathbf{E}^{\alpha} \\
& =\mathbf{Y}_{i-1} \mathbf{E}^{(1-\alpha)}+\left(\mathbf{Y}_{i-2} \mathbf{E}^{(1-\alpha)}+\hat{\mathbf{Y}}_{i-3} \hat{\mathbf{X}}_{i-2} \mathbf{E}^{\alpha}\right) \hat{\mathbf{X}}_{i-1} \mathbf{E}^{\alpha} \\
& =\mathbf{Y}_{i-1} \mathbf{E}^{(1-\alpha)}+\mathbf{Y}_{i-2} \mathbf{E}^{(1-\alpha)} \hat{\mathbf{X}}_{i-1} \mathbf{E}^{\alpha} \\
& +\mathbf{Y}_{i-3} \mathbf{E}^{(1-\alpha)} \hat{\mathbf{X}}_{i-2} \mathbf{E}^{\alpha} \hat{\mathbf{X}}_{i-1} \mathbf{E}^{\alpha} \\
& +\cdots+\mathbf{Y}_{1} \mathbf{E}^{(1-\alpha)} \hat{\mathbf{X}}_{2} \mathbf{E}^{\alpha} \cdots \hat{\mathbf{X}}_{i-1} \mathbf{E}^{\alpha}+\hat{\mathbf{Y}}_{0} \hat{\mathbf{X}}_{1} \mathbf{E}^{\alpha} \cdots \hat{\mathbf{X}}_{i-1} \mathbf{E}^{\alpha} \\
& =\mathbf{H}\left(\mathbf{S}_{i-1} \mathbf{E}_{1} \mathbf{E}^{(1-\alpha)}+\mathbf{S}_{i-2} \mathbf{E}_{1} \mathbf{E}^{(1-\alpha)} \hat{\mathbf{X}}_{i-1} \mathbf{E}^{\alpha}+\cdots+\right. \\
& \left.\mathbf{S}_{1} \mathbf{E}_{1} \mathbf{E}^{(1-\alpha)} \hat{\mathbf{X}}_{2} \mathbf{E}^{\alpha} \cdots \hat{\mathbf{X}}_{i-1} \mathbf{E}^{\alpha}+\hat{\mathbf{X}}_{1} \mathbf{E}^{\alpha} \hat{\mathbf{X}}_{2} \mathbf{E}^{\alpha} \cdots \hat{\mathbf{X}}_{i-1} \mathbf{E}^{\alpha}\right)+\hat{\mathbf{N}}_{i-1} \tag{79}
\end{align*}
$$

with

$$
\hat{\mathbf{N}}_{i-1}=\mathbf{N}_{i-1} \mathbf{E}^{(1-\alpha)}+\mathbf{N}_{i-2} \mathbf{E}^{(1-\alpha)} \hat{\mathbf{X}}_{i-1} \mathbf{E}^{\alpha}+\cdots+
$$

$$
\begin{equation*}
\mathbf{N}_{1} \mathbf{E}^{(1-\alpha)} \hat{\mathbf{X}}_{2} \mathbf{E}^{\alpha} \cdots \hat{\mathbf{X}}_{i-1} \mathbf{E}^{\alpha}+\mathbf{N}_{0} \hat{\mathbf{X}}_{1} \mathbf{E}^{\alpha} \hat{\mathbf{X}}_{2} \mathbf{E}^{\alpha} \cdots \hat{\mathbf{X}}_{i-1} \mathbf{E}^{\alpha} \tag{80}
\end{equation*}
$$

Assuming that no error is encountered by the previous $(i-1)$ blocks, since $\mathbf{E}_{1} \mathbf{E}^{(1-\alpha)}+\mathbf{E}^{\alpha}=\mathbf{I}_{N_{t}}$, we have
$\mathbf{S}_{i-1} \mathbf{E}_{1} \mathbf{E}^{(1-\alpha)}+\mathbf{S}_{i-2} \mathbf{E}_{1} \mathbf{E}^{(1-\alpha)} \hat{\mathbf{X}}_{i-1} \mathbf{E}^{\alpha}+\cdots+$
$\mathbf{S}_{1} \mathbf{E}_{1} \mathbf{E}^{(1-\alpha)} \hat{\mathbf{X}}_{2} \mathbf{E}^{\alpha} \cdots \hat{\mathbf{X}}_{i-1} \mathbf{E}^{\alpha}+\hat{\mathbf{X}}_{1} \mathbf{E}^{\alpha} \hat{\mathbf{X}}_{2} \mathbf{E}^{\alpha} \cdots \hat{\mathbf{X}}_{i-1} \mathbf{E}^{\alpha}$
$=\mathbf{S}_{i-1} \mathbf{E}_{1} \mathbf{E}^{(1-\alpha)}+\mathbf{S}_{i-2} \mathbf{E}_{1} \mathbf{E}^{(1-\alpha)} \hat{\mathbf{X}}_{i-1} \mathbf{E}^{\alpha}+\cdots+$
$\mathbf{S}_{1} \hat{\mathbf{X}}_{2} \mathbf{E}^{\alpha} \cdots \hat{\mathbf{X}}_{i-1} \mathbf{E}^{\alpha}$
$=\mathbf{S}_{i-1} \mathbf{E}_{1} \mathbf{E}^{(1-\alpha)}+\mathbf{S}_{i-2} \hat{\mathbf{X}}_{i-1} \mathbf{E}^{\alpha}$
$=\mathbf{S}_{i-2}\left(\hat{\mathbf{X}}_{i-1} \mathbf{E}_{1} \mathbf{E}^{(1-\alpha)}+\hat{\mathbf{X}}_{i-1} \mathbf{E}^{\alpha}\right)$
$=\mathbf{S}_{i-2} \hat{\mathbf{X}}_{i-1}$
$=\mathbf{S}_{i-1}$.

Hence, Eq. (71) can be simplified by (30).

Appendix C
Proof of EQ. (49)
According to (48), the PEP event of $P\left(\mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{j} \mid \mathbf{H}_{i}\right)$ can be expressed as
$P\left(\mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{j} \mid \mathbf{H}_{i}\right)$
$=P\left(\left\|\mathbf{Y}_{i}-\hat{\mathbf{Y}}_{i-1} \mathbf{X}_{i}^{t,[1: T]}\right\|^{2} \geq\left\|\mathbf{Y}_{i}-\hat{\mathbf{Y}}_{i-1} \mathbf{X}_{i}^{j,[1: T]}\right\|^{2}\right)$
$=P(\|\underbrace{\mathbf{N}_{i}-\tilde{\mathbf{N}}_{i}^{t}}_{\Theta_{i, t}}\|^{2} \geq\|\underbrace{\mathbf{N}_{i}-\tilde{\mathbf{N}}_{i}^{j}}_{\Theta_{i, j}}-\underbrace{\mathbf{H}_{i} \mathbf{S}_{i-1}\left(\mathbf{X}_{i}^{t,[1: T]}-\mathbf{X}_{i}^{j,[1: T]}\right)}_{\Delta}\|^{2})$
$=P\left(\sum_{\tau=1}^{T}\left\|\Theta_{i, t}^{\tau}\right\|^{2} \geq \sum_{\tau=1}^{T}\left\|\Theta_{i, j}^{\tau}-\Delta^{\tau}\right\|^{2}\right)$,
where $\tilde{\mathbf{N}}_{i}^{t}=\hat{\mathbf{N}}_{i-1} \mathbf{X}_{i}^{t,[1: T]}, \quad \tilde{\mathbf{N}}_{i}^{j}=\hat{\mathbf{N}}_{i-1} \mathbf{X}_{i}^{j,[1: T]}{ }^{(82)}$, $\Delta^{\tau}, \Theta_{i, t}^{\tau}, \Theta_{i, j}^{\tau}$ are the $\tau$ column of $\Delta, \Theta_{i, t}, \Theta_{i, j}$. Since we have $\Theta_{i, t} \in \mathcal{C N}\left(0, \sigma^{2}+\sigma_{i}^{2}\right), \Theta_{i, j} \in \mathcal{C N}\left(0, \sigma^{2}+\sigma_{i}^{2}\right)$ at high SNRs, (82) can be further represented by

$$
\begin{equation*}
P\left(\mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{j} \mid \mathbf{H}_{i}\right)=P\left(\sum_{\tau=1}^{T} 2 \Re\left[\left(\Theta_{i, t}^{\tau}\right)^{H} \Delta^{\tau}\right] \geq \sum_{\tau=1}^{T}\left\|\Delta^{\tau}\right\|^{2}\right) \tag{83}
\end{equation*}
$$

with

$$
\begin{equation*}
\left.2 \Re\left[\left(\Theta_{i, t}^{\tau}\right)^{H} \Delta^{\tau}\right] \in \mathcal{N}\left(0,2\left(\sigma^{2}+\sigma_{i}^{2}\right)\right)\left\|\Delta^{\tau}\right\|^{2}\right) \tag{84}
\end{equation*}
$$

Hence, we can obtain that

$$
\begin{equation*}
\sum_{\tau=1}^{T} 2 \Re\left[\left(\Theta_{i, t}^{\tau}\right)^{H} \Delta^{\tau}\right] \in \mathcal{N}\left(0,2\left(\sigma^{2}+\sigma_{i}^{2}\right) \sum_{\tau=1}^{T}\left\|\Delta^{\tau}\right\|^{2}\right) \tag{85}
\end{equation*}
$$

and $P\left(\mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{j} \mid \mathbf{H}_{i}\right)$ can be expressed as

$$
\begin{equation*}
P\left(\mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{j} \mid \mathbf{H}_{i}\right) \approx Q\left(\sqrt{\sum_{\tau=1}^{T}\left\|\Delta^{\tau}\right\|^{2} / 2\left(\sigma^{2}+\sigma_{i}^{2}\right)}\right) \tag{86}
\end{equation*}
$$

where we have $Q(x)=\frac{1}{\pi} \int_{0}^{\frac{\pi}{2}} \exp \left(-\frac{x^{2}}{2 \sin \theta^{2}}\right) d_{\theta}$. As a result, the PEP value can be expressed as

$$
\begin{align*}
& P\left(\mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{j}\right)=\frac{1}{\pi} \int_{0}^{\frac{\pi}{2}} \int_{\gamma} f_{\gamma}(\gamma) \exp \left(-\frac{\gamma}{4\left(\sigma^{2}+\sigma_{i}^{2}\right) \sin \theta^{2}}\right) d_{\theta} \\
& =\frac{1}{\pi} \int_{0}^{\frac{\pi}{2}} M_{\gamma}\left(-\frac{1}{4\left(\sigma^{2}+\sigma_{i}^{2}\right) \sin \theta^{2}}\right) d_{\theta} \tag{87}
\end{align*}
$$

where $\gamma=\left\|\mathbf{H}_{i} \mathbf{S}_{i-1}\left(\mathbf{x}_{i}^{t}-\mathbf{x}_{i}^{j}\right)\right\|^{2}=\sum_{\tau=1}^{T}\left\|\Delta^{\tau}\right\|^{2}$ and

$$
\begin{align*}
& M_{\gamma}(s)=\int_{\gamma} e^{\gamma s} f_{\gamma}(\gamma) d \gamma=\int_{\Delta} e^{\sum_{\tau=1}^{T}\left\|\Delta^{\tau}\right\|^{2} s} f_{\Delta}(\Delta) d \Delta \\
& =\int_{\Delta^{1}} e^{\left\|\Delta^{1}\right\|^{2} s} f_{\Delta^{1}}\left(\Delta^{1}\right) d \Delta^{1} \cdots \int_{\Delta^{1}} e^{\left\|\Delta^{T}\right\|^{2} s} f_{\Delta^{T}}\left(\Delta^{T}\right) d \Delta^{T} \\
& =\prod_{\tau=1}^{T} M_{\left\|\Delta^{\tau}\right\|^{2} s}(s) \tag{88}
\end{align*}
$$

Moreover, the value of $\left\|\Delta^{\tau}\right\|^{2}$ can be further expressed as

$$
\begin{align*}
& \gamma^{\tau}=\left\|\Delta^{\tau}\right\|^{2}=\left\|\mathbf{H}_{i} \mathbf{S}_{i-1}\left(\mathbf{X}_{i}^{t,[\tau]}-\mathbf{X}_{i}^{j,[\tau]}\right)\right\|^{2} \\
& =\left\|\mathbf{h}_{l_{i}^{t, \tau}} s_{i-1} s_{i}^{t}-\mathbf{h}_{l_{i}^{j, \tau}} s_{i-1} s_{i}^{j}\right\|^{2}  \tag{89}\\
& =\sum_{r=1}^{N_{r}} \underbrace{\left|h_{l_{i}^{t, \tau}}^{r} s_{i-1} s_{i}^{t}-h_{l_{i}^{j, \tau}}^{r} s_{i-1} s_{i}^{j}\right|^{2}}_{\gamma_{r}^{\tau}} .
\end{align*}
$$

According to (57), the index of the $\tau$-th column of $\mathbf{X}_{i}^{t}$ and $\mathbf{X}_{i}^{j}$ can be expressed as
$l_{i}^{t, \tau}=\left\{\begin{array}{l}q_{i-1}+q_{i}^{t}+\tau-2, \text { if } q_{i-1}+q_{i}^{t}+\tau-2 \leq N_{t} ; \\ q_{i-1}+q_{i}^{t}+\tau-2-N_{t}, \text { if } q_{i-1}+q_{i}^{t}+\tau-2>N_{t},\end{array}\right.$
$l_{i}^{j, \tau}=\left\{\begin{array}{l}q_{i-1}+q_{i}^{j}+\tau-2, \text { if } q_{i-1}+q_{i}^{t}+\tau-2 \leq N_{t} ; \\ q_{i-1}+q_{i}^{j}+\tau-2-N_{t}, \text { if } q_{i-1}+q_{i}^{t}+\tau-2>N_{t},\end{array}\right.$
where $q_{i-1}$ and $s_{i-1}$ are the SPM index and APM symbol of the first column of $\mathbf{S}_{i-1}$. Hence, $\gamma_{r}^{\tau}$ can be further expressed as

$$
\gamma_{r}^{\tau}=\left\{\begin{array}{l}
\left|s_{i-1}\right|^{2}\left|s_{i}^{t}-s_{i}^{j}\right|^{2}\left|h_{l_{i}^{t, \tau}}^{r}\right|^{2}, \text { if } q_{i}^{t}=q_{i}^{j}  \tag{91}\\
\left|s_{i-1}\right|^{2}\left|h_{l_{i}^{t, \tau}}^{r} s_{i}^{t}-h_{l_{i}^{j, \tau}}^{r} s_{i}^{n}\right|^{2}, \text { if } q_{i}^{t} \neq q_{i}^{j}
\end{array}\right.
$$

Since $\left|h_{l_{i}^{t, \tau}}^{r}\right|^{2} \sim \operatorname{EXP}(1)$ and $\left|h_{l_{i}^{t, \tau}}^{r} s_{i}^{t}-h_{l_{i}^{j}}^{r} s_{i}^{n}\right|^{2} \sim \chi^{2}(2)$ follow the exponentially and chi-square distributions, respectively, while the MGF of $\gamma_{r}^{\tau}$ is given by

$$
\begin{align*}
& M_{\gamma_{r}^{\tau}}(s)=\left\{\begin{array}{l}
\left(1-\left|s_{i}^{t}-s_{i}^{j}\right|^{2} s\right)^{-1}, \text { if } q_{i}^{t}=q_{i}^{j} \\
(1-2 s)^{-1}, \text { if } q_{i}^{t} \neq q_{i}^{j}
\end{array}\right.  \tag{92}\\
& =\left(1-\left|\mathbf{x}_{i}^{t}-\mathbf{x}_{i}^{j}\right|^{2} s\right)^{-1}
\end{align*}
$$

According to (88) and (92), the MGF of $\gamma$ is obtained by

$$
\begin{equation*}
M_{\gamma}(s)=\prod_{\tau=1}^{T} \prod_{r=1}^{N_{r}} M_{\gamma_{r}^{\tau}}(s)=\left(1-\left|\mathbf{x}_{i}^{t}-\mathbf{x}_{i}^{j}\right|^{2} s\right)^{-T N_{r}} \tag{93}
\end{equation*}
$$

According to (87), the value of $P\left(\mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{j}\right)$ can be finally formulated as

$$
\begin{align*}
& P\left(\mathbf{x}_{i}^{t} \rightarrow \mathbf{x}_{i}^{j}\right)=\frac{1}{\pi} \int_{0}^{\frac{\pi}{2}} \int_{\gamma} f_{\gamma}(\gamma) \exp \left(-\frac{\gamma}{4\left(\sigma^{2}+\sigma_{i}^{2}\right) \sin \theta^{2}}\right) d_{\theta} \\
& =\frac{1}{\pi} \int_{0}^{\frac{\pi}{2}}\left(1+\frac{\left\|\mathbf{x}_{i}^{t}-\mathbf{x}_{i}^{j}\right\|^{2}}{4\left(\sigma^{2}+\sigma_{i}^{2}\right)}\right)^{-T N_{r}} d_{\theta} \\
& =\left[\frac{1}{2}-\frac{1}{2} \sqrt{\frac{c}{1+c}}\right] \sum_{k=0}^{T N_{r}-1}\binom{T N_{r}-1+k}{k}\left[\frac{1}{2}+\frac{1}{2} \sqrt{\frac{c}{1+c}}\right]^{k}, \tag{94}
\end{align*}
$$

where $c=\left\|\mathbf{x}_{i}^{t}-\mathbf{x}_{i}^{j}\right\|^{2} / 4\left(\sigma^{2}+\sigma_{i}^{2}\right)$.

## Appendix D

Proof of (66)
In this section, we demonstrated that the value of $\mathbf{H S}_{i}\left[\mathbf{E}_{1} \mathbf{E}^{(1-\alpha)}\left(\mathbf{X}_{i+1}^{k} \mathbf{E}^{\alpha}-\mathbf{X}_{i+1}^{m} \mathbf{E}^{\alpha}\right)\right] \mathbf{X}_{i+2} \mathbf{E}_{1}$ is always a zero matrix or a matrix having small values. Assuming that
$\tilde{\mathbf{Y}}_{i}=\mathbf{H S}_{i} \mathbf{E}_{1}$, whose elements obey $\mathcal{C N}(0,1)$ we have

$$
\begin{aligned}
& \tilde{\mathbf{Y}}_{i} \mathbf{E}^{(1-\alpha)} \mathbf{X}_{i+1}^{m} \mathbf{E}^{\alpha} \mathbf{X}_{i+2} \mathbf{E}_{1} \\
& =\left[(1-\alpha) \tilde{\mathbf{Y}}_{i}^{1}, \cdots,(1-\alpha) \tilde{\mathbf{Y}}_{i}^{T}, \mathbf{0}, \cdots, \mathbf{0}\right] \mathbf{X}_{i+1}^{m} \mathbf{E}^{\alpha} \mathbf{X}_{i+2} \mathbf{E}_{1} \\
& =\left[(1-\alpha) s_{i+1}^{m} \tilde{\mathbf{Y}}_{i}^{q_{i+1}^{m}}, \cdots,(1-\alpha) s_{i+1}^{m} \tilde{\mathbf{Y}}_{i}^{T}, \mathbf{0}, \cdots, \mathbf{0},\right. \\
& \left.(1-\alpha) s_{i+1}^{m} \tilde{\mathbf{Y}}_{i}^{1}, \cdots,(1-\alpha) s_{i+1}^{m} \tilde{\mathbf{Y}}_{i}^{q_{i+1}^{m}-1}\right] \mathbf{E}^{\alpha} \mathbf{X}_{i+2} \mathbf{E}_{1}, \\
& \tilde{\mathbf{Y}}_{i} \mathbf{E}^{(1-\alpha)} \mathbf{X}_{i+1}^{k} \mathbf{E}^{\alpha} \mathbf{X}_{i+2} \mathbf{E}_{1} \\
& =\left[(1-\alpha) \tilde{\mathbf{Y}}_{i}^{1}, \cdots,(1-\alpha) \tilde{\mathbf{Y}}_{i}^{T}, \mathbf{0}, \cdots, \mathbf{0}\right] \mathbf{X}_{i+1}^{k} \mathbf{E}^{\alpha} \mathbf{X}_{i+2} \mathbf{E}_{1} \\
& =\left[(1-\alpha) s_{i+1}^{k} \tilde{\mathbf{Y}}_{i}^{q_{i+1}^{k}}, \cdots,(1-\alpha) s_{i+1}^{k} \tilde{\mathbf{Y}}_{i}^{T}, \mathbf{0}, \cdots, \mathbf{0},\right.
\end{aligned}
$$

$$
\begin{equation*}
\left.(1-\alpha) s_{i+1}^{k} \tilde{\mathbf{Y}}_{i}^{1}, \cdots,(1-\alpha) s_{i+1}^{k} \tilde{\mathbf{Y}}_{i}^{q_{i+1}^{k}-1}\right] \mathbf{E}^{\alpha} \mathbf{X}_{i+2} \mathbf{E}_{1} \tag{95}
\end{equation*}
$$

To achieve a high throughput, we usually have $T=1$, so that we have

$$
\begin{align*}
& V\left(\mathbf{N}_{i r 2}^{\text {error }}\right) \\
& =V\left[\stackrel{\mathbf{Y}_{i}}{i} \mathbf{E}^{(1-\alpha)}\left(\mathbf{X}_{i+1}^{m}-\mathbf{X}_{i+1}^{k}\right) \mathbf{E}^{\alpha} \mathbf{X}_{i+2}^{r} \mathbf{E}_{1}\right] \\
& =\left\{\begin{array}{l}
V\left(\mathbf{Y}_{\Delta}\right), \text { if } q_{i+1}^{k}=q_{i+1}^{m}, s_{i+1}^{k} \neq s_{i+1}^{m}, \\
V_{m}+V_{k}, \text { if } q_{i+1}^{k} \neq q_{i+1}^{m},
\end{array}\right. \tag{96}
\end{align*}
$$

with

$$
\left.\left.\left.\begin{array}{l}
\mathbf{Y}_{\Delta}=\left[\cdots(1-\alpha) \Lambda_{i+1} \tilde{\mathbf{Y}}_{i}^{q_{i+1}^{k}}, \cdots, \mathbf{0},\right] \mathbf{E}^{\alpha} \mathbf{X}_{i+2}^{r} \mathbf{E}_{1} \\
V\left(\mathbf{Y}_{\Delta}\right) \\
=\left\{\begin{array}{l}
(1-\alpha)^{2} \alpha^{2} \Lambda_{i+1}^{2} \mathbf{1}, \text { if } q_{i+1}^{k}=q_{i+2}^{r}=1, \\
(1-\alpha)^{2} \Lambda_{i+1}^{2} \mathbf{1}, \text { if } q_{i+1}^{k} \neq 1,\left\langle q_{i+1}^{k}+q_{i+2}^{r}-1\right\rangle=1, \\
\mathbf{0}_{N_{r} \times 1}, \text { else, }
\end{array}\right. \\
V_{m}=V\left(\tilde{\mathbf{Y}}_{i} \mathbf{E}^{(1-\alpha)} \mathbf{X}_{i+1}^{m} \mathbf{E}^{\alpha} \mathbf{X}_{i+2}^{r} \mathbf{E}_{1}\right)
\end{array}\right\} \begin{array}{l}
(1-\alpha)^{2} \alpha^{2} \mathbf{1}, \text { if } q_{i+1}^{m}=q_{i+2}^{r}=1 \\
(1-\alpha)^{2} \mathbf{1}, \text { if } q_{i+1}^{m} \neq 1,\left\langle q_{i+1}^{m}+q_{i+2}^{r}-1\right\rangle=1 \\
\mathbf{0}, \text { else }
\end{array}\right\} \begin{array}{l}
V_{k}=V\left(\tilde{\mathbf{Y}}_{i} \mathbf{E}^{(1-\alpha)} \mathbf{X}_{i+1}^{k} \mathbf{E}^{\alpha} \mathbf{X}_{i+2}^{r} \mathbf{E}_{1}\right)
\end{array}\right\} \begin{aligned}
& (1-\alpha)^{2} \alpha^{2} \mathbf{1}, \text { if } q_{i+1}^{k}=q_{i+2}^{r}=1, \\
& (1-\alpha)^{2} \mathbf{1}, \text { if } q_{i+1}^{k} \neq 1,\left\langle q_{i+1}^{k}+q_{i+2}^{r}-1\right\rangle=1,  \tag{97}\\
& \mathbf{0}, \text { else },
\end{aligned}
$$

where $V(x)$ represents the variance of $x$ and $\Lambda_{i+1}=s_{i+1}^{m}-$ $s_{i+1}^{k}$.

$$
\begin{align*}
& V\left(\mathbf{N}_{i+2}^{\text {error }}\right) \\
& =\left\{\begin{array}{l}
(1-\alpha)^{2} \alpha^{2} \Lambda_{i+1}^{2} \mathbf{1}, \text { if } q_{i+1}^{k}=q_{i+1}^{m}=q_{i+2}^{r}=1, \\
(1-\alpha)^{2} \Lambda_{i+1}^{2} \mathbf{1}, \text { if } q_{i+1}^{k}=q_{i+1}^{m} \neq 1,\left\langle q_{i+1}^{m}+q_{i+2}^{r}-1\right\rangle=1, \\
(1-\alpha)^{2} \alpha^{2} \mathbf{1}, \text { if } q_{i+2}^{r}=1, q_{i+1}^{m}=1, q_{i+1}^{k} \neq 1, \\
(1-\alpha)^{2} \alpha^{2} \mathbf{1}, \text { if } q_{i+2}^{r}=1, q_{i+1}^{m} \neq 1, q_{i+1}^{k}=1, \\
(1-\alpha)^{2} \mathbf{1}, \text { if } q_{i+2}^{r} \neq 1, q_{i+1}^{m} \neq q_{i+1}^{k},\left\langle q_{i+1}^{m}+q_{i+2}^{r}-1\right\rangle=1 \\
\mathbf{0}, \text { else. }
\end{array}\right. \tag{98}
\end{align*}
$$

According to (98), we can obtain the corresponding probabilities by (66).
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