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Dual-fuel combustion is an attractive strategy for utilising lean mixtures of alternative

fuels such as natural gas in internal combustion engines. In pilot ignited dual-fuel, a

pilot injection of a more reactive fuel such as diesel provides the source of ignition for the

fuel-lean mixture, resulting in high thermal efficiency and low emissions. The dual-fuel

combustion process involves competition between deflagration, diffusion and autoignition

combustion modes, presenting a challenge for established turbulent combustion models

commonly tailored to model a single combustion mode. The present study addresses

three key challenges that arise in dual-fuel engines, in addition to the challenges of the

better-understood single fuel diesel engine: (a) the chemical interaction of the fuels on

the ignition process; (b) the effect of the inhomogeneous and reactive conditions on the

flame structure; (c) and the effect of both fuels on flame propagation speed.

Chemical Explosive Mode Analysis of dual-fuel combustion reveals a complex process in

which the majority of the inhomogeneous mixture is consumed by deflagration. Thus,

the description of the effect of dual-fuel conditions on the propagation process is crit-

ical to the understanding and modelling of dual-fuel combustion. Flame propagation

speed is analysed in detail using both laminar and turbulent conditions. The results

reveal that the flame speed depends on chemical contribution of both fuels, and also

depends significantly on the release of heat and pre-ignition chemical species ahead of

the flame. A new model is developed to accurately capture these effects. The effects

of dual-fuel composition on the ignition process are studied through laminar and tur-

bulent simulations using methane as surrogate for natural gas. In order to isolate the

thermal and chemical contributions of methane, the ignition process is compared with

a simulation in which methane is treated as inert. Methane is known to retard ignition

of higher-hydrocarbons. However, the analysis provided in this thesis reveals that the

combination of the chemical effects of methane with the molecular transport makes an

additional contribution to the retardation of ignition.



iv

A combination of different approaches is identified for modelling the premixed and non-

premixed phases of dual-fuel combustion. Two different modelling approaches are de-

veloped: a hybrid mixture fraction Conditional Moment Closure/G-equation approach;

and a mixture fraction-progress variable Double Conditional Moment Closure (DCMC).

The predictions are assessed by comparison to previous experimental data for a dual-

fuel Rapid Compression-Expansion Machine. The hybrid model can adequately describe

ignition and the transition to premixed flame propagation, and ignition of the premixed

end gas. However, the hybrid approach is sensitive to the criteria used to couple the

models, and these criteria are avoided with the DCMC approach. The DCMC model

is applied as a tabulated flamelet solution assuming statistical homogeneity in space

and time. The novel application of DCMC in dual-fuel showed good prediction of heat

release rate compared with the experimental data and highlights the potential of the

model to predict dual-fuel combustion.
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Chapter 1

Introduction

Energy generation by means of combustion has become a concern for the global environ-

ment. The year of 2016 was marked by breaking the world temperature record, almost

1◦C above the initial measurements made during the 1880s [148]. The temperature in-

crease is attributed to the industrial revolution and human activities, with two-thirds

of this global warming occurring since 1975. Even if 1◦C seems to be a small amount,

studies have shown that during the Ice Age the average world temperature was around

5◦C lower than in the 1880s [34]. According to Hansen et al. [74], the main contribution

to global warming comes from greenhouse gases emitted by human activities. Figure

1.1 shows the various contributions to the world temperature change predicted with the

GISS modelE atmospheric model [196]. The results are presented in terms of effective

forcing, defined as the perturbation on Earth’s energy balance, as a function of time.

The predominant forcing for temperature rise comes unquestionably from the increase

in greenhouse gases in the atmosphere. If emissions continue to increase at the same

rate as nowadays, the predicted temperature increase for 2100 is 2.7◦C. The authors

conclude that CO2 emissions are the critical issue for global temperature change. In-

creasing energy efficiency and the usage of renewable fuels is a mid-term approach to

tackle the issues concerning global warming. Also, efforts should be made to efficiently

use the remaining gas and oil resources until acceptable energy alternatives are available.

The increasing global demand for energy makes the reduction of total greenhouse gases

emissions a challenging task. Figure 1.2 shows the global energy consumption in terms of

1
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Figure 1.1: Contributions to the world temperature change [73].

million tonnes oil equivalent from 1990 until 2015. The hydroelectricity, nuclear energy

and renewables still make a small contribution compared to the main sources: coal, oil

and natural gas. Between the last three fuels, natural gas can offer life cycle greenhouse

gas emissions benefits when applied to internal combustion engines [144].

Figure 1.2: World energy consumption over the years 1990-2015 [26].

Natural gas is an attractive alternative to conventional fuels due to its high carbon-to-

hydrogen ratio and because its resistance to knock enables higher compression ratios.
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When burned under fuel-lean conditions, natural gas engines can achieve low fuel con-

sumption and NOx emissions [43, 102]. However, the simple change in fuel on an engine

may not produce a significant reduction of harmful emissions. The low reactivity of

natural gas makes its use in direct-injection compression-ignition engines challenging,

since the long ignition delay may result in over-mixing before autoignition occurs. Spark-

ignition (SI) of ultra-lean natural gas mixtures increase the engine cycle variability due to

low flame speeds and ignition unreliability. It becomes necessary to improve the engine

efficiency by changing its characteristics and developing new combustion strategies.

Low temperature combustion arises as a novel low-emission concept to meet the stringent

pollutant and CO2 regulations. The concept involves combustion of highly-diluted mix-

tures in order to reduce the peak temperature and consequent NOx formation. Low tem-

perature technologies include Homogeneous Charge Compression Ignition (HCCI) and

Reactivity Controlled Compression Ignition (RCCI), both potentially achieving thermal

efficiencies above 50% and meeting emissions regulation [173], with the RCCI concept

achieving greater operational flexibility. The reactivity-controlled compression ignition

(RCCI) approach seeks to control ignition timing and location for less reactive fuels,

such as natural gas, through addition of a more reactive fuel, such as diesel [114, 173].

In pilot-ignited dual-fuel engines, an example of the RCCI approach, pilot injection of

a more reactive fuel produces multiple ignition sites for the premixed natural gas/air.

The overall performance combines the high efficiency of a compression-ignition engine

with the relatively low emissions associated with lean-premixed natural gas combustion

[232].

The challenges associated with the development of a dual-fuel engine comes in part

from the complex physics involved. Pilot-ignited dual-fuel combustion combines au-

toignition of the more reactive fuel and transition from an autoigniting diffusion flame

to a premixed flame propagation. In terms the computational modelling of the problem,

the combustion complexity renders established turbulent combustion models, usually

tailored to CI or SI engines, inadequate to capture all the physics in a dual-fuel engine.

In summary, new combustion strategies are needed in order to reduce emissions of car-

bon dioxide and harmful gases. However, new types of engine operation often introduce

additional complex phenomena. The objective of this thesis is to contribute to the



Chapter 1. Introduction 4

fundamental understanding of dual-fuel combustion and the development predictive ap-

proaches relevant to internal combustion engine applications.

1.1 Outline

Given the objective, this thesis proceeds in three parts: (1) reviewing the current state of

knowledge and modelling for dual-fuel combustion technology; (2) numerical investiga-

tion of fundamental aspects of dual-fuel combustion, as required for model development;

and (3) development of dual-fuel combustion models for internal combustion engine

application.

1.2 Publications

This section lists the journal publications, submissions, and conferences papers produced

in this thesis. Planned submissions are also included.

1.2.1 2016

Soriano, B. S., Matheson, T., Richardson, E. S. (2016). Flame speed model for autoigni-

tive mixtures of methane and n-heptane. Conference paper presented at 16th Brazilian

Congress of Thermal Sciences and Engineering, Vitoria, Brazil.

1.2.2 2017

Soriano, B. S., Richardson, E. S., Wright, Y., Schlatter, S. (2017). Conditional moment

closure and G-equation hybrid modelling For dual-fuel methane/N-heptane combustion.

Conference paper presented at European Combustion Meeting, Dubrovnik, Croatia.

Soriano, B. S., Richardson, E. S., Schlatter, S., Wright, Y. (2017). Conditional Mo-

ment Closure modelling for dual-fuel combustion engines with pilot-assisted compres-

sion ignition. Paper presented at SAE 2017 Powertrains, Fuels and Lubricants, Beijing,

China.DOI: 10.4271/2017-01-2188.
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Soriano, B. S., Richardson, E. S. (2017). Advanced hybrid modelling for pilot ignited

dual-fuel combustion. Conference paper presented at the 24th ABCM International

Congress of Mechanical Engineering, Curitiba, Brazil.

1.2.3 2019

Soriano, B. S., Richardson, E. S. (2019). Investigation of flame propagation in au-

toignitive blends of n-heptane and methane fuel. Combustion Theory and Modelling.

Accepted. https://doi.org/10.1080/13647830.2019.1614228.

Soriano, B. S., Richardson, E. S. Numerical investigation of dual-fuel combustion-

initiation in a turbulent mixing layer between DME and methane/air. In preparation.

Submission to Combustion and Flame (Based on Chapter 5).

Richardson E.S., Soriano B.S. Statistical dependence of mixture fraction and progress

variable in partially-premixed combustion. In preparation. Submission to Combustion

and Flame. (Based on input from Chapter 6).

Soriano, B. S., Richardson, E. S., Seddik O., Pandurangi S., Wright Y. Investigation of

Double-Conditional Moment Closure approach for dual-fuel combustion. In preparation.

(Based on input from Chapter 8)





Chapter 2

Background

This chapter analyses and reviews current understanding and modelling for dual-fuel

combustion processes. The review highlights fundamental questions concerning com-

bustion physics and limitations in the established dual-fuel modelling addressed in later

chapters.

2.1 Dual-fuel engines

The main technical requirements for successful implementation of lean combustion in

internal combustion engines (ICE), with minimum exhaust emissions and high thermal

efficiency are: high compression ratio, a highly effective ignition system, thorough mix-

ing, e.g. achieved by high turbulence levels and swirl at the end of compression, and

potentially catalytic coating on the combustion chamber [128]. Catalytic contributions

and investigation of different techniques to enhance turbulence are outside the scope of

this research. The advantage of high compression ratio effect can be realised by adopt-

ing natural gas in an existing CI engine without serious mechanical modifications [232].

However, the low reactivity of natural gas imposes a challenge for the ignition of the

mixture.

Different types of ignition systems have been tested in natural gas SI engines, ranging

from inductive and capacitive discharge systems to a plasma jets [49]. The use of another

more ignitable mixture to start the combustion of a main mixture has extensively been

studied in the past and seems to be a promising concept. Some techniques initiate

7
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combustion by addition of heat while some others generate radical species that enhance

ignition and broaden the flammability limits [70, 242].

According to Wei and Geng [232], there are three main methods to apply natural gas

in diesel engines. The first is called dual-fuel, where the gas is injected in the intake

manifold to generate a well-mixed charge that is ignited by a pilot jet of a more reactive

fuel. This method reduces the engine volumetric efficiency generally by about 1-4%

due to the fuel gas volume and the lack of latent heat of vaporization [90, 104]. In

the second, called High Pressure Direct Injection (HPDI), the gas is directly injected

in the cylinder during the compression stroke along with a pilot jet of a reactive fuel

providing the ignition [56]. The third method consists of direct injection of gas in a

region with a hot externally-heated surface to enhance ignition. It is worth emphasizing

that the present study is focused in the dual-fuel combustion method. A multiple hole

fuel injector can distribute the reactive pilot fuel in different regions of the combustion

chamber, and that fuel can increase the burn rate and reduce combustion duration of

the background lean natural gas mixtures [139, 195]. Combustion initiation in dual fuel

engines is fundamentally different compared to premixed systems ignited by a spark plug

since an additional fuel is present and ignition is determined by the reaction kinetics

and the pilot spray interaction with turbulence.

Figure 2.1: Schematic representation of a dual-fuel engine [219].

Reports about dual-fuel applications utilizing natural gas in large diesel engines date

from 1950, when about 300,000 horsepower had been installed, mainly in mineral ex-

traction in the USA [61]. In dual-fuel applied to CI engines, the amount of diesel

injection should be modified in order to achieve comparable or higher values of pressure

inside the cylinder during combustion. Some experiments show a decrease in the peak

pressure for higher natural gas concentrations attributed to a longer ignition delay and
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combustion duration [82, 152, 153]. On the other hand, other results reveal an increase

in both pressure rise rate and pressure peak which is explained by the fast heat release

by the premixed mixture when ignited close to TDC [123]. Among other parameters,

the inlet temperature significantly affects the peak pressure resulting from the NG ox-

idation whereas the pilot jet ignition delay time remains approximately constant [231].

The small change in ignition delay time with respect to temperature can be explained by

the Negative Temperature Coefficient (NTC) behaviour of diesel-like fuels, whereas the

propagation speed increases non-linearly with unburnt temperature. The NTC usually

occurs for higher hydrocarbon molecules, like diesel, and corresponds to an increase in

ignition delay time for a certain range of unburnt temperature due to chemical effects.

Additional explanation for the n-heptane NTC behaviour is given in Ref. [121].

A range of evidence suggests that chemical interaction between the two fuels results in

differences during autoignition and flame propagation. Several studies have reported

that the ignition delay time and ignition location of the pilot spray change consid-

erably with the amount of premixed methane in the combustion chamber [7, 87, 88,

115, 117, 186, 195, 215]. An increase of ignition delay time may be expected because

methane/air mixtures have ignition delay time orders of magnitude greater than that for

n-heptane/air mixtures at similar conditions. However, it is not well established to what

extent the effect of NG addition is only due to chemical kinetics interaction between the

two fuels. Moreover, natural gas can interact differently depending on the fuel used in

the pilot injection.

In practice, the amount of diesel fuel utilised to ignite the premixed charge varies, with 1

to 30% of energy coming from the pilot fuel [104, 184, 195]. In dual-fuel combustion, the

pilot region is the major contributor to NOx formation due to high temperatures [87].

Considering the Zeld’ovich thermal mechanism of formation of NOx, high temperature

is necessary to provide the high activation energy for the oxygen atom to break the

nitrogen molecule, and this reaction time scale is slow compared to the fuel oxidation

process [217]. According to Kitamura et al. [98], temperatures above 2200K enhance

NOx formation and hence lower NOx emissions are obtained by using smaller pilot spray

in a lean homogeneous natural gas-air mixture [106, 118]. In fact, the oxides of nitrogen

can be lower than in SI engines under comparable conditions [87]. The injection timing

also affects the NOx formation when keeping the mass of pilot fuel constant. Peak

NOx production is observed for pilot injection around -35 ATDC, depending on the
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inlet temperature [184]. For earlier injections, higher values of heat release are observed

and the combustion has shorter duration. On the other hand, in a later injection, the

combustion takes place in the expansion stroke resulting in low heat release rate and

temperature. Intermediate injection timings may be required in order to give satisfactory

combustion performance, even if the NOx production is relative high due to a longer

combustion duration and high pilot heat release.

Particulate matter and soot are considerably lower in dual-fuel than than diesel engines

mainly due to the properties of NG. The high hydrogen to carbon ratio and the lack

of carbon-carbon bonds lower the tendency to soot production. The majority of soot

formation then comes from the pilot injection.

The main pollutant of concern in dual-fuel engines is unburned hydrocarbons (HC)

produced at low and part load operations [118, 152, 185, 243, 249]. Liu et al. [118]

measured the HC emissions composition for three different engine speeds and loads

and concluded that around 90% of the total amount of unburned hydrocarbon consists

of unreacted methane. At high engine load the unburned hydrocarbon emissions are

reduced considerably, but did not achieve the same level as a CI engine operating only

with diesel [185]. The low flame speed of natural gas combined with a lean mixture

and a flame propagation occurring in the expansion stroke contribute to possible flame

quenching. The flame heat transfer to the combustion chamber wall can also lead to

flame quenching, leaving a layer of unburned mixture which can go out of the engine

during the exhaust stroke [118]. According to Korakianitis et al. [104], an equivalence

ratio of 0.4 is the threshold where the HC emissions considerably increase. For such

conditions, the correct prediction of the flammability limits are important to assess the

engine performance and emissions. The incomplete combustion of natural gas also helps

to increase the CO emissions [118]. Usually, high CO emissions occur in a fuel-rich

mixture due to the lack of oxygen to react with the fuel [76]. However, the carbon

monoxide is also a result of low combustion temperature slowing the oxidation process

[152].

A way to overcome the high production of CO and HC is to operate in HPDI mode,

described before, or to increase the amount of pilot fuel injected. The second option

increases the volume of the ignition region and contributes to a higher cylinder temper-

ature for NG combustion. However, high pressures and temperatures can lead to the
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autoignition of the end-gas [55, 194]. Moreover, as mentioned before, the increase in

diesel injection increases the NOx formation. The trade-off between CO/HC and NOx

emissions should be considered in the engine development. Nonetheless, premixed com-

bustion of a homogeneous natural gas/air mixture ignited by injection of a small diesel

pilot spray has been applied in many marine and stationary large-bore engines. Due to

the especially high cost of prototyping and testing large-bore engines, it is particularly

valuable to have reliable computational models for dual fuel combustion that can reduce

the need for development through trial and error testing of engine hardware.

2.2 Physics of dual-fuel combustion

The combustion process in pilot-assisted compression ignition engines is fundamentally

different from either spark-ignition or conventional diesel engines. Different ratios of pilot

fuel and lean-premixed fuel lead to different combustion characteristics. The equivalence

ratio of the premixed charge and injection parameters of the pilot fuel, such as start of

injection, are the leading order parameters affecting the heat release rate profile [102].

Figure 2.2 presents a schematic representation of combustion process in dual-fuel engines.

Pilot fuel is injected in the combustion chamber containing a lean premixed charge of

natural gas/air. Similar to single-fuel direction-injection systems, the ignition occurs in

mixture conditions favourable for autoignition [55]. Following formation of one or more

ignition kernels, combustion transitions into a turbulent flame in a process involving

competing phenomena, including autoignition, premixed and non-premixed flames. In

the purely premixed combustion mode, fuel and oxidizer are mixed at the molecular

level prior to oxidation, whereas in the non-premixed mode the fuel and oxidizer mix

within the reaction zone. The case where fuel and oxidiser come from different streams

but are partially mixed prior oxidation has been traditionally called partially premixed

combustion [160]. The low reactivity of fuel lean natural gas mixture results in slow

flame propagation and flame quenching can occur if volumetric expansion in the engine

cylinder causes excessive cooling before the charge is fully burned.
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Figure 2.2: Schematic representation of dual-fuel combustion.

2.2.1 Dual-fuel ignition

The ignition process of a single-fuel direct-injection systems is relatively well-established

in the literature [54, 136]. The main factors influencing the ignition process in single-fuel

compression-ignition engines include thermochemical variables such as the ambient tem-

perature, pressure and oxygen concentration, and spray parameters such as the nozzle

geometry and the injection pressure and duration [112, 126, 155, 157, 158, 163]. Igni-

tion of a single fuel occurs at a preferential composition given the thermochemical state

of oxidiser and fuel, the so-called most reactive mixture fraction (ξMR) [136]. Mixture

fraction is a conserved scalar that discribes the fraction of mass that originated from

the fuel stream. The low-temperature combustion employed in diesel engines to limit

NOx emission can exhibit two-stage ignition [48] and a strong sensitivity to the fluid

dynamic straining caused by the spray injection [112]. The fluid straining is often mea-

sured in terms of scalar dissipation rate. It enhances the transport of radicals away from

the reaction zone and can accelerate, retard or preclude ignition depending on scalar

dissipation rate and thermochemical conditions [175].

In the dual-fuel context, the ignition process is affected by the reaction kinetics of both

fuels and by the turbulent mixing in the spray. The addition of premixed natural gas

delays the ignition of the pilot fuel and changes its location in the more reactive fuel

spray [193, 214]. The retarded autoignition process is related both to the reduced oxygen

concentration and due to radical consumption by the methane molecule [214]. Nonethe-

less, the concept of most reactive mixture fraction is observed to be valid for dual-fuel

combustion [55]. The mixing rate of the fuel is characterized by the mixture fraction
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scalar dissipation rate. The response of fuel blends to different levels of scalar dissipa-

tion rate prior to ignition can also contribute to the increased ignition delays observed in

experiments in dual-fuel combustion [194, 215], however it is not clear how significantly

the presence of two different fuels affect the response to scalar dissipation. The effects of

fuel addition in the oxidiser stream of a partially-premixed single-fuel counter-flow au-

toignition configuration were investigated in Ref. [175] using dimethyl-ether. Increasing

amounts of DME in the oxidiser lead to a greater resilience to scalar dissipation rate due

to transport of radicals from the lean premixed side to the rich fuel stream. Nonetheless,

the findings cannot be extrapolated for dual-fuel conditions. Dimethyl ether autoignition

characteristics and chemical kinetics are considerably different from methane which in-

hibit low temperature chemistry in large hydrocarbon fuels [214]. DME/CH4 fuel blends

have been tested in an atmospheric counterflow burner showing that the methane ad-

dition increases the resilience to fluid dynamics strain, increasing the scalar dissipation

rate extinction limits of the hot flame, but that it reduces the resilience of the cool-flame

[176].

The ignition of the premixed charge happens via transfer of heat and of radical and

intermediate species from a region of ignition kernels [55]. However, the ignition of the

pilot fuel involves ignition in inhomogeneous mixture leading to complex flame structures

that can affect the ignition of the premixed fuel. Hydrocarbons exhibiting two-stage

ignition can present a poly-brachial flame structure during ignition in low-temperature

combustion conditions [109]. The poly-brachial structure corresponds to a cool-flame

branch related to the first-stage ignition and a high-temperature diffusion, lean-premixed

and rich-premixed branches. In a study by Jin et al [84], performed simultaneously but

independent from the similar work in Chapter 5, it was observed that the poly-brachial

flames also occur during the ignition of a dual-fuel mixture. The effects of the premixed

fuel chemical kinetics, however, have not been analysed directly and therefore further

investigations are required.

2.2.2 Dual-fuel flames

Flame speed is critical in dual-fuel engines. Slow flame propagation may result in un-

burned hydrocarbons and carbon monoxide emissions [105], whereas excessively fast

propagation may lead to autoignition of the end gas and consequent engine damage.
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The displacement speed in the pilot-fuel region can be affected by mixture inhomogene-

ity [177, 180] and the heat and intermediate chemical species released by pre-ignition

chemical reactions [207], in addition to the usual complexities of turbulence. The con-

sumption of the premixed charge can transition from a flame propagation to an ignition

front depending on the equivalence ratio, temperature and amount of pilot injection [55].

Classification of the different combustion modes (e.g. deflagration, ignition of diffusion

fronts) involved in dual-fuel combustion is not trivial, however it provides valuable in-

formation regarding which strategy should be used to model the combustion process in

dual-fuel engines. Since the rate of fuel consumption can change significantly depending

on the operating conditions of the engine [102], the turbulent combustion model should

not be tailored to just one specific combustion mode. Many attempts have been made to

model dual-fuel combustion but there is still little knowledge regarding the combustion

modes involved in the inhomogeneous dual-fuel pilot region. A well-established method-

ology to identify ignition from deflagration fronts is to compare the diffusion/reaction

budgets using species mass fractions or energy transport equations [71, 109, 207]. The

comparisons are limited to one-dimensional analyses and therefore are not attractive

to understand the overall combustion process. The Chemical Explosive Mode Analysis

(CEMA) has been used to detect different flame features such as ignition, extinction

and premixed flames [124, 246]. CEMA is based on the eigen-analysis of the Jacobian

involving the source terms in the species and energy equations therefore it is able to

characterize the chemical dynamics of the combustion process. The chemical explosive

mode is associated with a positive eigenvalue and indicates whether the thermochemi-

cal state leads to ignition when isolated. The identification of the different combustion

modes was obtained for specific applications by defining a Damkhöler number based

on the timescale of the chemical explosive mode and scalar dissipation rate. More re-

cently, Xu et al [241] used CEMA to compute the ratio between the projected chemical

and diffusion source terms to identify different local combustion modes. The method-

ology presents a systematic tool to distinguish between ignition, extinction and flame

propagation, however so far it has not been applied to dual-fuel conditions.
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2.3 Modelling of turbulent combustion

The solution of the system of equations for turbulent flows using the finite volumes ap-

proximation requires great computational effort. In general, three techniques are used to

simulate a turbulent flow: Direct Numerical Simulation (DNS), which solves all turbu-

lent scales; Large Eddy Simulation (LES), where the most energetic turbulent scales are

solved and models are applied for the smaller ones; and Reynolds Averaged Navier-Stokes

(RANS), most utilized by industry, applies models for the turbulent kinetic energy spec-

trum. Due to its computational cost, the application of DNS in turbulent reactive flows

remains limited to fundamental studies using simplified configurations. Apart from the

challenges of DNS related to accurate numerical integration of the governing equations

in turbulent non-reactive flows, additional requirements need to be considered in the

Direct Numerical Simulation of turbulent combustion. The main contributors to the

excessive computational effort required to apply DNS in real engine problems are: the

additional transport equations required for each chemical species considered; the thin

reaction layers encountered at high temperatures and pressures; and the small chemical

timescales of the chemical kinetics. The LES and RANS techniques involve the spatial

filtering or ensemble averaging of the terms in the transport equations leading to un-

closed terms for which additional modelling must be provided, for example involving the

turbulent fluxes and reaction rates. In particular, the high non-linearity of the reaction

rate with respect to the thermochemical state implies that the mean or filtered reaction

rate required in RANS or LES is significantly different to the reaction source term eval-

uated based on the mean or filtered temperature and chemical composition available in

RANS or LES, so that

ω̇(Y, T ) ̸= ω̇(Y, T ). (2.1)

2.3.1 Turbulent combustion modelling strategies

Numerical modelling of turbulent combustion can be divided in two main types of

approaches considering the assumptions regarding the combustion mode, i.e. mode-

dependent and mode-independent. Even though turbulent combustion models can be

classified without a prior assumption regarding the combustion mode [227], in reality
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the well-established models are often tailored to premixed or non-premixed combustion

modes. Simply speaking, premixed flame models [8, 23, 45, 131, 221, 233] fail to describe

the diffusion-controlled and auto-ignition processes in diesel-like combustion, whereas

non-premixed combustion models [99, 160, 237] cannot account for flame propagation

in the gaseous premixed fuel/air mixture. Examples of mode-independent approaches

are the well-mixed or first moment approach, where effects of sub-grid fluctuation are

ignored. The key mode-independent method is the transported PDF approach, where

a modelled transport equation is solved for joint probability density function of a set

of variables in order to account for turbulent fluctuations [75]. Although, in principle,

applicable to combustion in any mode it has proven difficult to formulate PDF mod-

elling that wors accurately in premixed combustion applications. Despite the restrictions

attached to the mode-dependent approaches, they can provide a good description (in

specific situations) of the reaction-diffusion coupling with computational efficiency su-

perior to transported PDF methods.

In this thesis, the focus is on the application of mode-dependent approaches for dual-fuel

combustion. However, the complexity of the ignition due to the simultaneous occurrence

of liquid fuel evaporation and chemical reactions of both fuels, and the later development

of different combustion modes present a challenge for the established mode-dependent

models [55, 230]. Two different approaches are considered here: a hybrid approach,

where two different mode-dependent models are coupled to account for the premixed and

non-premixed combustion; and a generalized model called Double Conditional Moment

Closure (DCMC), where the problem is described by two conditioning parameters that

account for the two different combustion modes.

This section proceeds with (a) a review of dual-fuel modelling efforts in light of the classi-

fication presented; (b) introduction to Conditional Moment Closure, a mode-dependent

approach that is the main modelling approach used in this thesis; and (c) summary of

the modelling strategies pursued in this study.

2.3.2 Application of turbulent combustion modelling to dual-fuel

Some attempts have been made to model dual-fuel combustion using phenomenological

models, where empirical expressions are coupled with the thermodynamic energy con-

servation equation [6, 129, 138, 139, 164], or using quasi-two zone [6] and multi-zone
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[117] models. These types of models demand relatively little computational effort and

can give an overall description of the engine behaviour. The limitations arise from the

fact that such models are not totally predictive and they require calibration with ex-

perimental data. Also, they do not consider the three-dimensionality of the combustion

process, and this may cause errors in the emissions predictions.

Multi-dimensional Computational Fluid Dynamics (CFD) approaches promise greater

predictivity. The most used method is to combined two models; one to compute

the non-premixed combustion of diesel and another for premixed flame propagation

[3, 32, 119, 143, 194]. In this approach, the pilot fuel ignition model acts as a trigger to

start a separate model for combustion of the premixed charge. The limitation of this ap-

proach results from the poor consideration of the thermo-chemical interaction between

the fuels which may cause deviations in the heat release rate predictions. In Cameretti et

al. [32], for example, a challenging problem was the criterion for the ignition of methane.

The model constants were adjusted differently for each of the two test cases in order to

match the experiment. Schlatter [194] utilized a radical mass fraction as a tracer for the

methane ignition as suggested in some DNS cases [14, 55, 56]. In order to account for the

influence of the gaseous fuel on the ignition processes of the pilot fuel, an approach with

detailed reaction mechanisms has been proposed for natural gas pilot ignition engines

[127]. This Reynolds Averaged Navier Stokes-based approaches employ the so-called

direct integration (DI) of the chemical kinetics, which considers that the turbulent fluid

is locally well-mixed within the CFD cell, neglecting turbulence-chemistry interaction

entirely. Direct integration methods cannot describe premixed flame propagation or

the substantial influence of mixture fraction and temperature fluctuations during au-

toignition and combustion of fuel sprays [19, 136]. Hence this approach is restricted to

cases where it is accurate to neglect turbulence-chemistry interactions both during the

premixed combustion phase and during the pilot combustion phase.

In Refs. [250] and [203], dual fuel combustion was modelled by an adaptation of the

characteristic timescale model (CTC), originally developed for diffusion-controlled com-

bustion, and an extension of the model to account for addition of natural gas. Diesel

and natural gas were lumped together to represent the fuel scalar in the combustion

model according to their mass fractions in the respective cell of the computational do-

main. It was assumed that both the diesel and methane react at the same reaction rates.
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Ignition was then modelled using the Shell ignition model [72, 192] which can success-

fully capture the auto-ignition of hydrocarbons in high-temperature and high-pressure

environments. In this formulation the Shell model cannot account for the influence of

the gaseous fuel on the ignition process of the pilot fuel despite the fact that, as pre-

sented in Chapter 4 and in Ref. [138, 195], the addition of methane has a substantial

impact on the autoignition kinetics of diesel-like fuels. The model predictions for heat

release rates, pressure evolutions and emissions were in good agreement with experi-

mental results for natural gas substitution rates up to 90% (i.e. 10% diesel fuel pilot

quantity). However, with substitution rates above 90%, where pilot masses are small,

the agreement deteriorated rapidly due to the CTC models inability to accurately track

the flame propagation processes which become prevalent with small pilot amounts and

high natural gas substitution rates.

In order to account for the premixed flame propagation process of dual fuel combustion, a

hybrid model was proposed in Ref. [202]. A level-set approach (G-equation) was chosen

for the modelling of the premixed turbulent flame, which was extended with a new

formulation for the determination of the laminar flame speed by chemistry tabulation.

Due to the application of multiple models to cater for different stages in the dual fuel

combustion process, a careful implementation of the coupling between those models is

needed [202]. The extension to the G-equation model for the premixed combustion

phase resulted in close agreement with experimental heat release profiles for natural gas

substitution rates up to 98%. Furthermore it was highlighted that accurate laminar flame

speed data for engine-like conditions is required to predict flame propagation rates and

flame-wall interactions affecting emission of unburned hydrocarbons. A similar hybrid

approach was presented by Cordiner et al. [46], combining the Shell ignition model with

the coherent flame model.

The flame speeds of a wide range of two-component blends have been modelled to

acceptable accuracy under non-autoignitive conditions using flame speed mixing-rules

[58, 77, 244] as a function of the flame speeds of the individual fuel components. The

success of these simple mixing rules indicates that the kinetic couplings between different

fuels have a minor effect on the flame propagation under non-autoignitive conditions.

Under autoignitive conditions however, the laminar flame speed increases due to the

local accumulation of radical species and of the heat released prior to combustion [71].

It has not been established whether this effect is significant in dual-fuel engines. In
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Chapter 4 it is found that thermochemical conditions of the fuel blends that result in a

two-stage autoignition also result in a two-stage increase in flame speed by as much as

15%.

Recently, in Ref. [198] a hybrid flamelet generated manifold (FGM) hybrid model was de-

veloped to capture the auto-ignition and flame propagation of lean premixed methane-air

mixtures. The different combustion modes were represented by flamelet tables generated

by either a non-premixed counter-flow configuration (Conditional Moment Closure) or a

purely premixed flame for different mixture fraction compositions. The model presented

good agreement with a limited set of experimental data for a Rapid Compression Ma-

chine (RCEM), however it neglects stratification effects in the premixed flames close to

the spray and still requires a user-specified criterion to decide when each table is used.

The well-mixed LES approach has been applied to dual-fuel combustion at conditions

based on the Engine Combustion Network (ECN) Spray A [86]. Previous studies have

reported small sensitivity to sub-grid scales during the autoignition process for the grid

resolution used. The study provided valuable information regarding the early stages of

dual-fuel combustion, however the used approach for the premixed phase of combustion

has not been validated and DNS-like resolution may be required.

2.3.3 The Conditional Moment Closure framework

The Conditional Moment Closure (CMC) is an advanced predictive model originally

developed by Klimenko [100] and Bilger [16]. The CMC model is a more refined de-

scription of turbulent combustion [222], where the mean thermochemical state of the

mixture is conditioned to a variable which it depends on. Conditional Moment Closure

(CMC) modelling seeks to relate turbulent fluctuations of composition and temperature

to fluctuations of a smaller number of conditioning variables. The correct choice of the

conditional variable reduces the fluctuations of the scalars and in various cases allows

the closure of the reaction rates using first-order approximation as in Eq. 2.2, where

the unconditional mean reaction rate is obtained from the conditional mean reaction

rate evaluated using the conditional mean thermochemical state and the probability of

finding conditioning variable in a given spatial location.
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ω̇(Y, T ) =

∫ 1

0

〈
ω̇(Y, T )|ξξξ = ηηη

〉
P (ηηη)dηηη (2.2)

Higher levels of fluctuation require second-order closure, using variances and covariances,

or using an additional conditioning variable [38]. Figure 2.3 presents situation where

the conditional fluctuations around the conditional mean are significantly reduced when

two conditioning variables were used.

Figure 2.3: Scatter of intermediate mass fraction at a fixed time. Large filled
circles are the conditional mean. Plot on the left corresponds mass fraction
conditioned on mixture fraction ⟨Yi|η⟩; whereas on the right mass fraction is
conditioned on η close to stoichiometric and ζ: ⟨Yi|ξ = 1/3, ζ⟩ [111].

CMC has been successfully applied to nonpremixed combustion such as bluff body flames

[96, 145, 178, 210] and jet flames [29, 57, 62, 146, 191, 224, 237] and also developed

for premixed flames in Refs. [9, 10, 130, 187–189, 220, 223]. A simple approach for

implementing CMC method is to assume spatial homogeneity of the conditional space

leading to a zero-dimensional CMC as presented in [33, 53, 211]. In spray autoignition,

spatial variations of single conditional moments are not negligible and spatial CMC

or DCMC should be used. Studies with one-dimensional CMC are presented in [57,

97, 145, 146, 178, 191], whereas two-dimensional CMC was used in Refs. [22, 29, 52,

53, 146, 210, 224] and three-dimensional in Refs. [52, 62, 179, 188, 238]. Conditional

moments often show smaller dependence on physical location than the unconditional

means, therefore the spatial CMC can adopt a coarser grid or a lower dimension than

that used in the CFD. Most of these studies are for non-premixed combustion and

among these, all use the mixture fraction as conditioning variable. The mixture fraction

characterizes mixing of the fuel and oxidiser and is the natural choice for this combustion

mode [99]. The conditioning variable in premixed CMC is a progress variable whose

definition maybe case dependent. The progress variable is often a function of species

mass fractions [9, 10] and/or temperature [130] such that it equals zero in the unburnt

state and unity in the fully reacted mixture [99]. In Ref. [187–189] the authors used the
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total enthalpy (a conserved scalar given bysensible plus chemical enthalpy) to define a

conditioning quantity in order to capture the fluctuations of the unburnt temperature

seen in Homogeneous Charge Compression Ignition (HCCI) engines.

The spatial discretization of the conditional averages result in a considerable increase

in computational time depending on the number of CMC cells used. Navarro-Martinez

and Kronenburg [146] reported a factor of five increase in CPU time changing from a

spatial one-dimensional CMC solution to a two-dimensional discretization. A possible

approach to avoid this cost is to introduce n additional conditioning variable that is

carefully chosen in order to reduce the fluctuations around the conditional mean. The

conditional scatter during the ignition phase of a dual-fuel combustion motivates double-

conditioning on mixture fraction and progress variable [55]. However, by conditioning

on both on two variables the spatial variation of the conditional moments is reduced,

possibly justifying a ‘zero-dimensional’ DCMC approach.

Few studies are found in the literature using DCMC. In Ref. [39], DCMC based on

mixture fraction and scalar dissipation rate was developed to capture extinction and

reignition in non-premixed combustion. Kronenburg [111] used DNS data to show the

feasibility of using DCMC conditioned on mixture fraction and progress variable for

modelling extinction and reignition. In Ref. [33], the authors have shown that the addi-

tion of a second conserved scalar conditioning variable in the CMC approach to account

for fluctuactions in the unburnt state is reasonable for the prediction of autoignition in

thermally and fuel-stratified mixtures. The use of mixture fraction and total enthalpy

presented good predictions compared with the DNS results of autoignition in thermally

inhomogeneous mixtures [187]. The importance of the cross-dissipation term was eval-

uated and found to have a small effect in the prediction of heat release rate in that

case.

In the dual-fuel context, the mixture fraction and progress variable conditioning param-

eters is necessary capture both the non-premixed autoignition and the fully premixed

flame propagation. The mixture fraction-progress variable methodology presented good

results has been applied for a partially-premixed spray flame giving good agreement with

experimental data in terms of lift-off height and overall flame structure [205]. Nonethe-

less, the assumptions made to close all terms in the DCMC model is a topic of ongoing

research and requires further investigation for dual-fuel combustion. Both nonpremixed
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CMC and DCMC based on mixture fraction and progress variable are mathematically

presented in Chapter 3.

2.3.3.1 The joint-PDF

The unconditional Favre-averaged or Favre-filtered quantity φ required for RANS or

LES is obtained, in the context of double conditioning, by integration with the mixture

fraction and progress variable joint-PDF

φ̃ =

∫ 1

0

∫ 1

0
⟨φ|ξ = η, c = ζ⟩ P̃ (ξ = η, c = ζ) dηdζ. (2.3)

The transported PDF approach is a possible method to simulate the joint-PDF [11]. The

computational cost of transported PDF methods are generally high due to the need to

simulate the evolution of several realisations of the chemical composition in each CFD cell

and result in a computationally expensive approach to apply in practical simulations. In

addition, transported-PDF modelling for the premixed phase of combustion is not well-

developed and therefore presumed PDF modelling has been developed. The presumed

PDF approach employs algebraic functions to represent P as a function of a number of

moments of the joint distribution [50].

The modelling of the joint mixture fraction ξ and progress variable c distribution is

a topic of ongoing research. The statistical independence of ξ-c is often assumed in

turbulent combustion modelling [21, 79, 113, 197], hence the joint-PDF is expressed as

the product of the marginal distributions as

P̃ (η, ζ) ≈ P̃ (η) P̃ (ζ) . (2.4)

DNS investigations of partially-premixed flames have shown that the assumption may

not be appropriate [229]. Although the predictions of the turbulent combustion models

previously mentioned [21, 79, 113, 197] presented satisfactory agreement with the refer-

ence data, it remains difficult to access the real impact of the statistical independence

assumption. A direct comparison of the joint-PDF shapes is presented in Ref. [182] for a

lifted-jet flame. The authors used the model for the joint distribution presented in Ref.

[50], where the Plackett copula introduces the statistical dependence into the marginal



Chapter 2. Background 23

PDFs used for mixture fraction and progress variable. The statistical independence as-

sumption showed good predictions of the ensemble-averaged reaction rate close to the

flame base but over estimates at downstream positions. Therefore, the influence of the

assumptions regarding the joint-PDF can be dependent on the case considered since the

statistical independence is more likely to occur in flames with significant variance for

mixture fraction and progress variable.

The presumed β distribution is the common choice for modelling the PDF of mixture

fraction in non-premixed calculations using Conditional Moment Closure [22, 51, 66,

237, 239]. It presented better predictions than the clipped Gaussian distribution during

the mixing process of a non-premixed gaseous n-heptane experiment [51, 132]. In multi-

phase simulations involving a fuel liquid spray, the mixture fraction β-PDF should be

corrected for the mixture fraction at saturation due to the low estimate of the probability

at those conditions [22].

The marginal PDF of progress variable has been modelled in a number of different ways.

Cha & Pitsch [40] tested the β-PDF for progress variable in the context of extinction

and reignition using the second order closure for the chemical source term in conditional

moment closure modelling. Even though the results present a good agreement with DNS

data in terms of the conditional average temperature at stoichiometric mixture fraction,

the presumed PDF does not predict correctly the shape of the unimodal and bimodal

distributions. The good predictions are obtained with a cancellation of errors between

the presumed distribution and the nonlinear source term. In fact, the β distribution does

not incorporate information regarding the reaction-diffusion process and the effects of

different fuels that affect the distribution of progress variable within the flame. A laminar

flamelet based PDF is presented in Ref. [25] for the thin flamelet regime, i.e. when the

Kolmogorov scale is larger than the characteristic time scale of the laminar flame. The

interior PDF is assumed to be inversely proportional to the progress variable gradient

computed in a one-dimensional planar flame. The results showed good agreement with

DNS data and revealed improved predictions for the shape of the PDF in comparison

with the presumed β-PDF and delta function proposed in [24]. An improved version

of the laminar based PDF for all range of c mean and variance can be found in Ref.

[83]. Acknowledging the fact that the modified laminar based PDF can present an

over prediction of the probability followed by a sharp cut-off in the region of c ≈ 1, a

new modelling for the progress variable PDF was proposed in Ref. [225] based on the
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solution of a modelled turbulent flame representation obtained using the Linear Eddy

Model. The new approach presented a better agreement with DNS results in comparison

with β-PDF, laminar PDF [25] and modified laminar PDF [83]. These findings suggest

that incorporating information about the reaction-diffusion dynamics associated with

the specific combustion process can give improved modelling for a given set of input

moments. Despite the good predictions of the model proposed by [225], the generation

of the PDFs rely on one-dimensional premixed solutions that neglect fuel stratification

as present in dual-fuel combustion and modern combustion devices.

The marginal distribution of progress variable in the context of dual-fuel combustion

has not been investigated so far. The interaction between different combustion modes

with different fuel blends can have a significant impact on the distribution and therefore

requires further investigation.

2.3.4 Objectives for model development

Dual-fuel combustion can be modelled in different ways considering the computational

time available or the degree of accuracy required in the results. Table 2.1 presents four

possible combinations of mode-dependent models. From the left to the right and from

the top to the bottom the models increase in complexity. The simplest method τign &

G-eq, uses an algebraic model, here named τign, to capture ignition timing and a G-

equation premixed flamelet model for the flame propagation. For a better description of

the ignition phase, the non-premixed CMC approach can be used with the G-equation

flamelet model: CMC (ξ) & G-eq. A different approach is to combine the simple τign

model with the more advanced a premixed model, called CMC (c). Ultimately, the most

advanced (and costly) approach combines the two CMC models generating a double

conditioned model, therefore avoiding the need for the user to specify the criteria for

switching between the ignition and premixed models.

Table 2.1: Structural modelling approaches for dual-fuel combustion

τign & G-eq CMC (ξ) & G-eq

τign & CMC (c) DCMC (ξ, c)
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Application of these possible model combinations raises a number of questions covered in

Theory and modelling of dual-fuel combustion, including the dependence of the ignition

time and location on dual-fuel conditions required for τign (Ch. 4 & 5); the behaviour

and modelling of the laminar and turbulent flame speed under dual-fuel conditions, as

required for the G-equation model (Ch. 4 & 5 & 7); the structure of the dual-fuel

combustion and the consequent suitability of CMC or DCMC approaches (Ch. 7 & 8);

modelling of the conditional scalar dissipation rates and (joint) PDFs associated with

these models (Ch. 5 & 6).





Chapter 3

Formulation

This chapter first sets out the governing equations and properties of turbulent flows used

for DNS-based fundamental investigations of dual-fuel combustion in Chapters 4 and 5.

Subsequently the formulation is set out for the Conditional Moment Closure modelling

developed in Chapters 6, 7 and 8.

3.1 Governing equations for reactive flow

Combustion involves chemical reactions taking place within a fluid flow. Fuel is provided

either as a solid, liquid or gas, and heat may be provided or removed by conduction,

convection or radiation. The governing equations for reactive gaseous flow are set out

below including source terms accounting for supply of fuel from a second phase, molecular

transport and chemical production of different species, heat and thermal radiation.

3.1.1 Mass conservation equation

The mass conservation equation for a single-phase fluid is

∂ρ

∂t
+∇ · (ρu) = ρΠ (3.1)

where ρ is the density of the fluid, t is time, u is the velocity vector. The source term Π

represents mass addition, for example the evaporated liquid mass per unit volume and

27
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time.

3.1.2 Species conservation equation

The mass conservation equation for species k is defined as

∂ρYk
∂t

+∇ · (ρ (u+Vk)Yk) = ρω̇k + ρΠk (3.2)

where Vk is the diffusion velocity vector and ω̇k is the reaction rate of species k. The

term Πk is the source term due to inter-phase mass transfer for species k. Different

methods are used to obtain the diffusion velocity, the most complex one considers a

binary diffusion matrix specifying different transport properties for each pair of species in

the mixture [234]. The result is a system of equations of size N2, where N is the number

of species, which must be solved for each direction and at every instant in unsteady

flows. In multi-dimensional CFD applications this formulation is usually avoided due to

its computational cost. Considering a mixture that contains only two species k and p,

in which the pressure gradients due to body forces make a negligible contribution to the

molecular transport the diffusion velocity can be modelled by Fick’s Law [222]

VkYk = −Dkp∇Yk (3.3)

where Dkp is the diffusion coefficient of species k in p. Fick’s Law may be applied to

multi component mixture by adopting the mixture-averaged approach of Hirschfelder

and Curtiss where Dkp in Eq. 3.3 is replaced by an equivalent diffusion coefficient Dk

of species k in the remaining mixture, with

Dk =
1− Yk∑

j ̸=k Xj/Djk
. (3.4)

where Xj is the mole fraction of species j.

Equation 3.3 is recovered when only two species are considered in Eq. 3.4. The diffusion

coefficient Dk can alternatively be expressed in terms of a Lewis number Lek = Dth/Dk,

where Dth is the thermal diffusivity [222]. The Lewis number differs among species,
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with small molecules such as H2 or H diffusing faster than heat. Values of about

0.3 are encountered for H2, whereas the Lewis number of CO2 is about 1.4. When

the Hirschfelder and Curtiss approximation is directly applied in Eq. 3.2, the mass is

not conserved and a correction velocity V c should be applied in the convection term.

Equation 3.2 then becomes

∂ρYk
∂t

+∇ · (ρ(u+Vc
k)Yk) = ∇ ·

(
ρDk

Wk

Wmix
∇Xk

)
+ ρω̇k + ρΠk (3.5)

where Wk and Wmix are species k and the mixture’s mean molecular weights, respec-

tively. The correction velocity vector Vc
k is modelled as

Vc
k =

N∑

k=1

Dk
Wk

W
∇Xk (3.6)

The reaction source term ω̇k depends on the net contribution of all the elementary

chemical reactions, producing or consuming species k. The net production rate of species

k due to all N reactions can be expressed as

ω̇k =
N∑

i=1

νkiQi (3.7)

where νki = ν ′′ki−ν ′ki, with ν ′ki and ν ′′ki being the stoichiometric coefficients of the reactants

and products. The progress rate Qi is written as

Qi = Kfk

N∏

i=1

[Xk]
ν′ki −Krk

N∏

i=1

[Xk]
ν′′ki . (3.8)

The coefficients Kfk and Kbk are the rates of forward and backward reactions, respec-

tively. The rate coefficients in kinetic models for combustion chemistry are generally well

characterized by an Arrhenius (exponential) dependence on temperature in the form

K = AT β exp

(
EA

RuT

)
, (3.9)

where A is a pre-exponential factor that relates to the likelihood of molecules colliding

in orientations leading to reaction. The term exp (EA/RuT ) accounts for the fraction



Chapter 3. Formulation 30

of molecular collision that occur with energy above the activation energy threshold EA

that will lead to a reaction [217].

3.1.3 Momentum conservation equation

The momentum conservation equation is derived from Newton’s Second Law, considering

Newtonian viscous forces and pressure forces, giving

∂ (ρui)

∂t
+

∂

∂xi
(ρuiuj) = −∇p+

∂σij
∂xi

+ ρFi + S,u, (3.10)

where p is the static pressure, σ is the viscous stress tensor, F is the vector of body

forces acting on the flow field and Su is the exchange of momentum from any dispersed

phase to the gas. The viscous stress tensor is given by

σij = 2µ

[
Sij −

1

3
Skkδij

]
, (3.11)

where δij is the Kronecker delta, e.g. 0 if i ̸= j and 1 if i = j. The viscosity µ is a

property of the fluid which depends on temperature and chemical composition. Sij is

the instantaneous strain rate tensor, defined as

Sij ≡
1

2

[
∂ui
∂xj

+
∂uj
∂xi

]
. (3.12)

3.1.4 Energy conservation equation

The total enthalpy of the chemical species hk is the sum of the sensible and chemical

enthalpies

hk = hk,ref +

∫ T

Tref

cp,kdT, (3.13)

and the total enthalpy of the mixture is obtained with

h =
n∑

i=1

Ykhk. (3.14)
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The energy balance equation in terms of total enthalpy can be derived from the First

Law of Thermodynamics

∂

∂t
(ρh) +

∂

∂xi
(ρuih) =

∂p

∂t
+ σij

∂ui
∂xi

+ ui
∂p

∂xi
− ∂jq

xi
+ qR + Sh, (3.15)

where qR is the source term for the radiation heat transfer. The first term on the RHS

accounts for the pressure change and must be retained for internal combustion engine

calculations. The second term accounts for viscous heating. The third term in the RHS

is important for acoustic interaction and pressure waves. The term Sh accounts for the

change in enthalpy of the gas phase due to heat exchange with the dispersed phase. The

term jq is the heat flux due to enthalpy transport by diffusional fluxes jk,

jq = −λ∇T +
n∑

i=1

hkjk, (3.16)

where λ is the thermal conductivity and jk is given by Eq. 3.3.

The static pressure is computed assuming the ideal gas law as

p = ρRuT/Wmix, (3.17)

where Ru is the Universal Gas Constant and Wmix is the mean molar mass of the

mixture.

3.2 Combustion

The combustion equations set out above describe reacting flow in a very general way. In

practical combustion systems involving fast chemical kinetics and high Reynolds num-

bers, very rich physical behaviours emerge from this mathematical description, including

turbulence, flames and various interactions between the two. A basic description of these

emergent turbulent combustion behaviours is presented below in order to introduce a

number of essential parameters used to characterise combustion processes throughout

this thesis.
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Combustion can be defined as a rapid oxidation generating heat or both heat and light

[217]. Because of the high temperatures involved, combustion chemical kinetics are rel-

atively fast, so that combustion tends to occur within thin sheets called flames. Flames

maybe categorized according to how fuel and oxidizer are mixed. For example, pre-

dominantly premixed flames are seen in spark ignition engines, whereas predominantly

non-premixed flames can be seen in compression ignition engines. Both types of flames

can occur in either turbulent or laminar flows. In practice, combustion systems can dis-

play a wide range of partially-premixed combustion modes, potentially with premixed

and non-premixed flames coexisting. However, in order to formulate modelling that

may apply across the multiple modes found in dual-fuel engines it is first necessary to

introduce theoretical descriptions of the limiting premixed and non-premixed cases.

3.2.1 Premixed flames

Premixed flames have fuel and oxidizer mixed at the molecular level prior to oxidation

and involve a thin reaction front propagating with a burning velocity. Figure 3.1 shows

a planar freely-propagating laminar premixed flame with fuel-lean reactants. The flame

front propagates into the oncoming fluid at speed SL. The chemical reaction forms

products YP and heat which diffuse ahead of the reaction zone to form a preheat zone.

Products mass fraction increases toward the burnt side of the flame until a certain level

where all fuel is consumed and a burnt temperature Tb is reached. In a steady state

flame, the diffusion of heat and products is balanced by the heat release rate.

The numerical solution of one-dimensional steady-state flames, such as presented in Fig.

3.1, is usually performed by prescribing the thermochemical state at the cold boundary

and fixing the location of the flame within the domain. This is the so-called freely-

propagating flame solution, where the mass flow rate at the inlet is part of the solution

of the system of equations. In order to avoid heat transfer to the cold boundary, the

flame should be positioned in the domain such that the temperature and species gradients

are negligible at the boundary [91]. The simulation of flames at elevated pressure and

temperature can be problematic in the case of highly reactive fuels since the zero gradient

assumption for the cold boundary may not be satisfied.

The premixed flame has a characteristic thermal thickness δ computed as [222]
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δth =
∆T∣∣dT

dx

∣∣
max

, (3.18)

where ∆T is the difference between the burnt and unburnt temperatures. Based on the

observations that the reaction layer is thin compared to the preheat layer, Spalding [209]

derived a model for flame thickness as

δth ≈ 2
Dth

SL
, (3.19)

and the same form of relation δth ∼ Dth/SL can be obtained purely on dimensional

grounds [222]. A characteristic flame time scale, equal to the time taken to burn through

one flame thickness is given by

τc = δth/SL. (3.20)

Figure 3.1: Laminar premixed flame structure [160].

Because premixed flames are naturally thin, the structure observed in laminar flames can

persist even in turbulent flow, provided that the flame length scales are relatively short

compared to the length scales of the turbulence. The flame scales may be compared with

the integral turbulence scales, or the Kolmogorov scales of turbulence by considering the

Damköhler number Da or Karlovitz number Ka, respectively.

Da =
τt
τc

=
lt/u′(lt)

δ/SL
(3.21)
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where lt is the integral scale and u′(lt) is the integral RMS velocity. The Karlovitz

number Ka relates a time scale τk defined as the velocity fluctuation and eddy size

evaluated at the Kolmogorov scale (smallest eddy) to τc

Ka =
τc
τk

=
u′(η)/η

SL/δ
. (3.22)

When Ka < 1, the shortest turbulent time scale is greater than the chemical scale

and turbulence is not able to affect the flame inner structure which remains similar to

the laminar structure presented in Fig. 3.1. The flame can be wrinkled by turbulent

motions and the turbulent flame speed has been modelled as the laminar flame speed

multiplied by factor related to the increase in flame surface area caused by the wrinkling.

For Da << 1 the turbulence is faster than the chemical time scale. The reactants and

products are then mixed by turbulent motions faster than they react and the reaction

rate is controlled by chemistry defining a perfectly stirred reactor regime [222].

Various combustion regimes can be identified considering the Karlovitz numbers in Fig.

3.2. For Ka < 1, the smallest eddy has a greater time scale than the flame chemical

scale. In this “thin flame regime” or “flamelet regime” the flame structure remains

laminar and turbulent motions can only wrinkle the propagation front. Two additional

regimes are identified for Ka < 1 [222]:

• u′ < SL: the turbulent fluid motion is too low to interact with the flame front. This

condition is named “wrinkled flamelet regime”.

• u′ > SL: in this case the velocity fluctuation is able to wrinkle the flame and the

interaction can lead to pockets of burnt and unburnt mixtures. This regime is described

as the “corrugated flamelet” regime.

For the case where the flame time scale is in between the integral and Kolmogorov time

scales, i.e. τη < τc < τt or Ka > 1 and Da > 1, the small eddies modify the flame

structure at the same time as it is wrinkled. The flame can no longer be treated as

a laminar flame front. This regime, called “thickened flame” or “distributed reaction

zones”, can lead to flame quenching depending on the intensity of the flame stretch. A

“well-stirred reactor” limit can be reached when the integral scale turbulent motions

have a shorter time scale than the flame (Da < 1) [222].
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Peters [160] defines an additional Karlovitz number Kaδ as a function of the reaction

zone thickness δR,

Kaδ =
δ2R
η2

. (3.23)

This quantity characterizes the extent to which turbulence can affect not only the preheat

zone but also the inner reaction zone of the flame. At atmospheric conditions, the

reaction zone corresponds to approximately one tenth of the preheat zone thickness

leading to Kaδ = Ka/100. Figure 3.2 the premixed regime diagram plotted as the

non-dimensional velocity v′/SL versus the length scale lt/δth proposed by Peters [160].

The Reynolds number presented in the diagram relates turbulent quantities: Re =

v′lt/SLδth. The line v′/SL = 1 corresponds to the boundary between wrinkled and

corrugated flamelets, i.e. when turbulent motion is fast enough to compete with the

propagation speed. The boundary Ka = 1, also called the Klimov-Williams criterion,

represents the case where the Kolmogorov length scale is equal to the flame thickness.

For 1 < Ka < Kaδ the eddies can penetrate the preheat zone not affecting the reaction

layer. In the broken reaction zones, or well-stirred reactor [222], the eddies increase the

heat loss and intermediate species transport from the reaction zone quenching the flame

locally. This regime is not classified as a so-called flamelet regime, defined according to

Poinsot and Veynant as: a turbulent premixed reacting flow is in a flamelet regime when

a line connecting any point A in fresh gases to another point B in burnt products crosses

(at least) one active flame front. In other words, the authors define the flamelet regime

as a continuous flame without quenching.

Figure 3.2: Premixed turbulent combustion diagram [160].
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3.2.2 Non-premixed combustion

Non-premixed combustion is characterized by the fuel and oxidizer coming from differ-

ent streams, as illustrated in Fig. 3.3 for a counter-flow configuration. Non-premixed

combustion can also be described as a diffusion flame because, once ignited, the reac-

tion rate is generally limited by the rate of diffusion of the fuel and oxidizer into the

flame. Both terminologies are used in this text. The mixture fraction ξ, defined as the

fraction of the mass at a point in the flow that originated from the fuel stream, is a

natural choice of parameter for use in analysis and modelling of non-premixed flames.

The rate of molecular mixing within a non-premixed flame can then be characterised by

the mixture fraction scalar dissipation rate, χξ,

χξ ≡ 2Dξ (∇ξ)2 , (3.24)

whereDξ is the effective diffusivity of the mixture fraction variable. Following convention

for the Conditional Moment Closure modelling approach [99] used in Chapters 7 and

8, the scalar dissipation rate can alternatively be described using the parameter Nξ,

defined as Nξ ≡ χξ/2. Confusingly, both χξ and Nξ get described as scalar dissipation

rate.

The counterflow configuration presented in Fig. 3.3 has been used extensively to study

autoignition in diffusion flames and their response to fluid dynamic strain, as char-

acterised by the scalar dissipation rate. Increasing the scalar dissipation rate for an

initially-burning non-premixed counterflow flame increases diffusion of heat and prod-

uct species out of the reaction zone, eventually leading to extinction at a critical scalar

dissipation rate, χext.



Chapter 3. Formulation 37

Figure 3.3: Counter-flow configuration of a nonpremixed flame [160].

Autoignition of non-premixed flames is of particular relevance to combustion in dual-

fuel engines. Excessive scalar dissipation can prevent accumulation of heat and radical

species needed for autoignition. The ignition delay time generally increases with scalar

dissipation rate as observed in Refs. [81, 120, 134] and autoignition is only possible

below a critical scalar dissipation rate, χign, which is necessarily less than the critical

scalar dissipation rate for extinction. The values of χext and χign depend on the state of

the fuel and oxidiser streams and the ratios χ/χext or χ/χign can be used to characterise

the influence of fluid dynamic strain on the non-premixed reaction processes.

In an autoigniting non-premixed flame, ignition first occurs at a preferential value for

the mixture, called most reactive mixture fraction ξMR, which is usually different from

the stoichiometric value [136]. The most reactive mixture fraction varies depending on

the fuel and boundary conditions. It is shown in Ref. [136], comparing different DNS

simulations, that ignition kernels appear in a preferred mixture fraction and in regions

with low scalar dissipation rates. In turbulent flow, the ignition delay time is usually

greater than the corresponding value with no mixing. Fluctuations in the scalar dissipa-

tion rate can allow the mixture to autoignite even if the time-averaged quantity is above

the critical value [136].
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3.2.3 Partially premixed combustion

Practical combustion devices often try to benefit from the advantages of premixed and

non-premixed combustion modes by burning the fuel in a stratified medium that is

partially premixed. The partially premixed combustion mode comprehends all the con-

ditions where the flame cannot be classified as purely premixed or non-premixed. The

partially premixed situation is likely to happen in systems where fuel and oxidiser are

allowed to mix prior to reaction [59]. Examples of partially premixed combustion com-

prehend: lifted flames in gas turbines, direct injection spark ignition engines and the

early combustion stages of a compression ignition engine [160].

The autoignition process in a partially premixed medium leads to subsequent flame prop-

agation into mixture with different equivalence ratios and can result on the formation of

a triple flames structure as illustrated in Fig. 3.4. The rich and lean partially premixed

flames connect around the stoichiometric equivalence ratio and a non-premixed flame is

established downstream as a result of the excess of oxygen in the lean side and fuel on

the rich side. The curvature of the flame is related to the decrease in the propagation

speed away from the stoichiometric region.

Figure 3.4: Illustration of a propagating triple flame [59].

In dual-fuel combustion, partially premixed combustion is likely to occur in the region

close to the pilot fuel. As shown in Chapter 5, the appearance of triple flames during

the ignition process of the dual-fuel mixture contribute to the ignition of the purely

premixed charge.
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3.3 Conditional Moment Closure

3.3.1 First-order conditional moment closure

Reaction rates have highly non-linear dependence on the thermochemical state in com-

bustion, and turbulence can cause large fluctuations of the thermochemical state. There-

fore evaluating reaction rates based on the unconditionally-averaged thermochemical

state can give large errors:

˜̇ω (Y) ̸= ω̇
(
Ỹ
)
. (3.25)

ω̇ is the vector of reaction rates corresponding to the vector of thermochemical state

variables Y. The Conditional Moment Closure approach seeks to achieve improved

modelling of turbulent reacting flows by evaluating the mean or filtered reaction rates

appearing in RANS or LES in terms of conditional moments, rather than unconditional

moments.

Due to inherent reaction-diffusion dynamics of combustion processes [168], the ther-

mochemical state tends to fluctuate along a low-dimensional manifold, such that the

fluctuations of the numerous thermochemical state variables can be related to the varia-

tion of a much smaller number of ‘conditioning’ thermochemical variables. By choosing

a set of conditioning variables φ that accounts for the majority of turbulent fluctuations,

the conditionally-averaged reaction rate can be accurately approximated with first-order

conditional moment closure:

⟨ω̇ (Y) | φ = ψ⟩ ≈ ω̇ (⟨Y | φ = ψ⟩) . (3.26)

⟨· | ψ⟩ denotes density-weighted ensemble-averaging subject to the vector of conditioning

variables φ being equal to a vector of sample-space variables ψ. Having modelled the

conditionally-averaged reaction rate, the unconditionally-average reaction rate can be

obtained by convolution of the conditional reaction rates with a model for the joint-

probability density function (pdf) of the conditioning variables:

˜̇ω (Y) ≈
∫

⟨ω̇ | φ = ψ⟩P̃φ (φ = ψ) dψ (3.27)

where P̃φ(ψ) is the density-weighted joint-pdf for the vector of conditioning variables.
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Application of conditional moment closure therefore requires (i) selection of suitable

conditioning variables; (ii) modelling for the evolution of the conditionally-averaged

thermochemical state; and (iii) modelling for the joint-pdf of the conditioning variables,

as formulated below.

3.3.2 Conditioning variables

In many practical combustion problems it is found that as few as one or two conditioning

variables can be sufficient to close the conditional reaction rates accurately: In non-

premixed combustion, it is found that the majority of the thermochemical variation can

be related to fluctuations of the mixture fraction; in premixed combustion it is found

that the majority of the thermochemical variation can be related to fluctuations of a

reaction progress variable; and in partially-premixed combustion, for example in dual-

fuel engines, it is found that the majority of the thermochemical variation can be related

to the combined fluctuations of mixture fraction and reaction progress variable.

Mixture fraction: The mixture fraction is defined as the local fraction of mass orig-

inating from a particular stream of fluid. In two-stream non-premixed combustion, the

mixture fraction is conventionally used to represent the fraction of mass originating

from the fuel stream. If all chemical species diffuse equally, then the mixture fraction is

uniquely defined and can be evaluated by considering atom conservation of any element

present in the system. If preferential diffusion occurs, mixture fraction is not uniquely

determined by the atomic mass fractions and it is common to use a weighted combina-

tion of the carbon, hydrogen and oxygen atoms proposed by Bilger [15]. The mixture

fraction can be computed as

ξ =
β − β1
β2 − β1

, (3.28)

where the subscripts 1 and 2 are the oxidizer and fuel streams, respectively. When

β = 0, ξ = ξstoich. The β values are a function of the reactive elemental mass fractions

Zi

β =
elements∑

i=1

γiZi. (3.29)

The coefficients γi for hydrocarbon fuels proposed by Bilger [15] are 2/WC , 1/(2WH),

and −1/WO for carbon, hydrogen and oxygen. Wi is the atomic weight of element i.
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The elemental mass fraction is obtained with the expression

Zi =
elements∑

i=1

nspec∑

j=1

WiYj
MWj

νi (3.30)

where Yj is the mass fraction of species j, MWj is the molecular weight of the species,

and νi is the number of moles of element i in the molecule.

Progress variable: A progress variable is a reactive scalar quantity selected in order

to measure the evolution from the unburnt to the fully-burnt state: it should there-

fore increase monotonically through an ignition or deflagration reaction front. Progress

variables have been defined in terms of temperature, sensible enthalpy, mass fractions

or mole fractions [99, 160, 228]. By convention the progress variable is normalised to

vary between zero in the reactants and unity in the products [160]. In this study, it

is assumed that a well-defined progress variable can be constructed as a linear sum of

species mass fractions,

Yc = α ·Y (3.31)

where α is the vector of weighting coefficients for the species mass fractions. A nor-

malised progress variable c can then be obtained using the unburnt Yc,u and burnt

chemical equilibrium Yc,eq limits of Yc based on the local mixture fraction value:

c(xi, t) =
Yc(xi, t)− Yc,u(ξ(xi, t))

Yc,eq(ξ(xi, t))− Yc,u(ξ(xi, t))
. (3.32)

It is desirable that the choice of α should provides good resolution of the thermochemical

variation through the reaction front, and methods have been proposed for optimising

the progress variable specification, for example Ref. [80]. However it has also been

found that relatively simple summation of four main product species mass fractions,

Yc = YH2O + YCO2 + YCO + YH2 gives satisfactory behaviour across a broad spectrum

of combustion modes and a wide range of hydrocarbon fuels (i.e. excluding hydrogen

and synthesis-gas). Assuming all of these four species are not present in the unburnt

mixture, the expression for progress variable simplifies to

c(xi, t) =
Yc(xi, t)

Yc,eq(ξ(xi, t))
. (3.33)



Chapter 3. Formulation 42

The governing equation for Yc is obtained as a linear combination of the species mass

fraction equations. If all species have equal diffusivities D and assuming there is no

condensation or evaporation of the species used to define Yc, Yc evolves according to

∂ρYc
∂t

+∇ · (ρuYc) = ∇ (ρD∇Yc) + ρω̇Yc (3.34)

where ˙ωYc is the progress variable reaction rate. Substituting the normalised progress

variable definition from Eq. 3.33 into Eq. 3.34 yields a transport equation for c,

∂ρc

∂t
+∇ · (ρuc) = ∇ (ρD∇c) + ρω̇c∗ + ρcΠ. (3.35)

The effective chemical source term for normalised progress variable ω̇c∗ takes account of

the effect of mixture fraction diffusion on the progress variable normalisation,

ω̇c∗ =
1

∂Yc/∂c

[
ω̇Y c +Nξ

∂2Yc
∂ξ2

+ 2Nξ,c
∂2Yc
∂ξ∂c

+Nc
∂2Yc
∂c2

]
(3.36)

The progress variable scalar dissipation rate and the cross-mixture fraction-progress

variable scalar dissipation rates are defined similarly to the mixture fraction scalar dis-

sipation rate:

Nξ ≡
1

2
χξ ≡ ⟨D (∇ξ)2 | η, ζ⟩

Nξ,c ≡
1

2
χξ,c ≡ ⟨D∇ξ ·∇c | η, ζ⟩

Nc ≡
1

2
χc ≡ ⟨D (∇c)2 | η, ζ⟩.

(3.37)

3.3.3 Double Conditional Moment Closure transport equations

Transport equations describing the evolution of the conditionally-averaged thermochem-

ical state can be derived using techniques set out by Klimenko and Bilger [99]. Since

partially-premixed combustion processes arising in dual-fuel engines may benefit from

use of mixture fraction and progress variable conditioning, the double-conditional mo-

ment closure (DCMC) transport equations are introduced here. Sitte and Mastorakos

[205] present the DCMC equations for the conditional average mass fraction of species

k,

Qk(η, ζ;x, t) = ⟨Yk(x, t) | ξ(x, t) = η, c(x, t) = ζ⟩ (3.38)
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where η is the sample space variable for mixture fraction and ζ is the sample space

variable for progress variable. Assuming unity Lewis number, applying the primary

closure hypothesis set out in Ref. [99], and extending Mortensen and Bilger’s treatment

of spray terms for double conditioning, the transport equation for Qk is [204, 205]

∂Qk

∂t
+∇ · (Qk⟨u | η, ζ⟩) = Qk∇ · (⟨u | η, ζ⟩)− 1

ρ̄P̃
∇ ·
(
ρ̄P̃ [⟨uYk | η, ζ⟩ −Qk⟨u | η, ζ⟩]

)

+
1

ρ̄P̃
∇ ·
(
ρ̄P̃ ⟨D∇Yk | η, ζ⟩

)
+ ⟨Nξ | η, ζ⟩

∂2Qk

∂η2

+ 2⟨Nξ,c | η, ζ⟩
∂2Qk

∂η∂ζ
+ ⟨Nc | η, ζ⟩

∂2Qk

∂ζ2
+ ⟨ω̇k | η, ζ⟩

− ⟨ω̇∗
c | η, ζ⟩∂Qk

∂ζ
+ (δkf −Qk) ⟨Π | η, ζ⟩ − ⟨S−

ξ | η, ζ⟩∂Qk

∂η

− ⟨S−
c | η, ζ⟩∂Qk

∂ζ
(3.39)

where ⟨ω̇∗
c | η, ζ⟩ corresponds to the conditionally average apparent reaction rate in

the transport equation of progress variable. The terms ⟨S−
ξ | η, ζ⟩ and ⟨S−

c | η, ζ⟩ are

the conditionally average spray source term of mixture fraction and progress variable

respectively. The apparent reaction rate and spray source terms are written as

⟨ω̇∗
c | η, ζ⟩ = 1

∂QYc/∂ζ
[ ⟨ω̇Yc | η, ζ⟩+ ⟨Nξ | η, ζ⟩

∂2QYc

∂η2

+ 2⟨Nξ,c | η, ζ⟩
∂2QYc

∂η∂ζ
+ ⟨Nc | η, ζ⟩

∂2QYc

∂ζ2
] ,

⟨S−
ξ | η, ζ⟩ = (1− η) ⟨Π | η, ζ⟩,

⟨S−
c | η, ζ⟩ = 1

∂QYc/∂ζ
[ δYcF −QYc − (1− η)

∂QYc

∂η
] ⟨Π | η, ζ⟩.

(3.40)

The corresponding DCMC equation for total enthalpy is given by [204, 205]

∂Qh

∂t
+∇ · (Qh⟨u | η, ζ⟩) = Qh∇ · (⟨u | η, ζ⟩)− 1

ρ̄P̃
∇ ·
(
ρ̄P̃ [⟨uh | η, ζ⟩ −Qh⟨u | η, ζ⟩]

)

+
1

ρ̄P̃
∇ ·
(
ρ̄P̃ ⟨Dth∇h | η, ζ⟩

)
+ ⟨Nξ | η, ζ⟩

∂2Qh

∂η2

+ 2⟨Nξ,c | η, ζ⟩
∂2Qh

∂η∂ζ
+ ⟨Nc | η, ζ⟩

∂2Qh

∂ζ2

− ⟨ω̇∗
c | η, ζ⟩∂Qh

∂ζ
++⟨Sh | η, ζ⟩ −Qh⟨Π | η, ζ⟩

− ⟨S−
ξ | η, ζ⟩∂Qh

∂η
− ⟨S−

c | η, ζ⟩∂Qh

∂ζ
+ ⟨Sw | η, ζ⟩.

(3.41)
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Equations 3.39 and 3.41 contain numerous unclosed terms for which sub-models need to

be provided. In general the conditionally-averaged chemical source term is closed with

the first-order closure set out in Section 3.3.1. Other models and approximations may

be case specific. Two different CMC approaches are employed in this thesis.

Single-conditioning: Chapter 7 employs spatially-two-dimensional CMC, singly

conditioned on mixture fraction. This removes dependence on ζ. Further simplification is

obtained in Chapter 7 by neglecting spray source terms in the CMC transport equations

and, since the equation is applied in the RANS context, by neglecting spatial molecular

transport of conditional mean quantities, leading to the simplified 2D-CMC equations:

∂Qk

∂t
+∇ · (Qk⟨u | η⟩) = Qk∇ · (⟨u | η⟩)− 1

ρ̄P̃
∇ ·
(
ρ̄P̃ [⟨uYk | η⟩ −Qk⟨u | η⟩]

)

+ ⟨Nξ | η⟩
∂2Qk

∂η2
+ ⟨ω̇k | η⟩,

(3.42)

and

∂Qh

∂t
+∇ · (Qh⟨u | η⟩) = Qh∇ · (⟨u | η⟩)− 1

ρ̄P̃
∇ ·
(
ρ̄P̃ [⟨uh | η⟩ −Qh⟨u | η⟩]

)

+ ⟨Nξ | η⟩
∂2Qh

∂η2
+ ⟨Sw | η⟩.

(3.43)

The final term in Sw is introduced (rather than derived) in order to model convective

wall heat transfer that is not otherwise resolved by the spatial grid of the CMC solution.

Sub-models for ⟨u | η⟩, [⟨uYk | η⟩ −Qk⟨u | η⟩], ⟨Nξ | η⟩ and ⟨Sw | η⟩ are presented in

Chapter 7.

Double-conditioning: Chapter 8 employs spatially-zero-dimensional DCMC, con-

ditioned on mixture fraction and progress variable. This removes terms involving spatial

derivatives of averaged quantities. Again, spray source terms are neglected in the DCMC

transport equations leading to a simplified 0D-DCMC equation set:

∂Qk

∂t
= ⟨Nξ | η, ζ⟩

∂2Qk

∂η2
+ 2⟨Nξ,c | η, ζ⟩

∂2Qk

∂η∂ζ
+ ⟨Nc | η, ζ⟩

∂2Qk

∂ζ2

+ ⟨ω̇k | η, ζ⟩ − ⟨ω̇∗
c | η, ζ⟩∂Qk

∂ζ
.

(3.44)

Neglecting wall-heat transfer, pressure variation, spray source terms and preferential

transport, the conditionally-averaged total enthalpy is conserved by the remaining linear
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mixing process and therefore the DCMC equation for enthalpy need not be solved. Sub-

models requried for the conditional scalar dissipation rates are set out in Chapters 6 and

8.

3.3.4 Presumed probability density function modelling

Application of the CMC approach requires a model for the (joint-)pdf of the conditioning

variables: Mixture fraction-conditioned CMC requires a model for the mixture fraction

pdf P̃ξ(η), and mixture fraction-progress variable DCMC requires a model for the joint ξ-

c pdf, P̃ξ,c(η, ζ). The simplest and most common approach for modelling the joint ξ-c pdf

is to assume that mixture fraction and progress variable are statistically-independent,

as in Ref. [205], so that the joint-pdf can be expressed as the product of the marginal

pdfs of mixture fraction and progress variable,

P̃ξ,c (η, ζ) = P̃ξ (η) P̃c (ζ) . (3.45)

Limitations of assuming statistical independence and improved modelling for the joint-

pdf is developed in Chapter 6.

Initially the marginal pdfs P̃φ of mixture fraction and progress variable are each modelled

by the beta-distribution as a function of the respective mean φ̃ and variance φ̃′′2,

P̃φ (ψ) =
ψr−1 (1− ψ)s−1

∫ 1
0 ψ

r−1 (1− ψ)1−s dψ

r =φ̃

(
φ̃
1− φ̃

φ̃′′2
− 1

)

s =r
1− φ̃

φ̃
.

(3.46)

The mean and variances required to evaluate the beta-pdf are obtained by solving mo-

ment transport equations given below.
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3.3.5 Moment equations for conditioning variables

Mixture Fraction: Moment transport equations for the Favre-mean and variance

of mixture fraction and progress variable are given in Ref. [222]. These moment equa-

tions can be interpreted either in a RANS context, or as Favre-filtered moments in

the LES (provided that the filter kernel is spatially homogenous such that it commutes

with differentiation). Assuming equal diffusivities for all species and modelling turbu-

lent transport as a diffusion process with turbulent diffusivity Dt, the first and second

moment equations for mixture fraction are,

∂ρ̄ξ̃

∂t
+∇ ·

(
ρ̄ũξ̃

)
= ∇

(
ρ̄
(
D̄ +Dt

)
∇ξ̃
)
+ ρ̄Π̃ξ, (3.47)

and

∂ρ̄ξ̃′′2

∂t
+∇ ·

(
ρ̄ũξ̃′′2

)
= ∇ ·

(
ρ̄
(
D̄ +Dt

)
∇ξ̃′′2

)
− 2ρ̄Ñξ + 2ρ̄

(
D̄ +Dt

)
∇ξ̃ ·∇ξ̃. (3.48)

Here, the spray source term in the variance equation has been neglected, assuming that

scalar variance production is dominated by turbulent mixing.

The corresponding progress variable moment equations are,

∂ρ̄c̃

∂t
+∇ · (ρ̄ũc̃) = ∇

(
ρ̄
(
D̄ +Dt

)
∇c̃
)
+ ρ̄ ˜̇ωc∗ + ρ̄c̃Π̃, (3.49)

and

∂ρ̄c̃′′2

∂t
+∇ ·

(
ρ̄ũc̃′′2

)
= ∇ ·

(
ρ̄
(
D̄ +Dt

)
∇c̃′′2

)
− 2ρ̄Ñc

+ 2ρ̄
(
D̂ +Dt

)
∇c̃ ·∇c̃+ 2ρ̄

(
c̃ω̇c∗ − c̃˜̇ωc∗

)
.

(3.50)

3.3.6 Numerical implementation of the CMC equations

The spatially-zero-dimensional DCMC equations are implemented in an in-house solver.

The spatial-CMC solutions are implemented by coupling the in-house solver with the

STAR-CD engine simulation code as set out in Chapter 7. The DCMC equations are

solved using a finite difference approach on a non-uniform Cartesian grid spanning the

unit-square solution domain. Since the DCMC solutions in this thesis assume adiabatic

constant-pressure combustion, the burnt and unburnt states do not change with time and
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Dirichlet boundary conditions are employed. A more general time-varying set of bound-

ary conditions is available in the DCMC code, as set out in Ref. [140]. First derivatives

in conditioning space are evaluated using first-order accurate upwind differences and

second derivatives are evaluated using second-order accurate central differencing. The

DCMC equations are integrated either by the method of lines approach using the stiff

VODPK ODE solver [27] in Chapter 6 or, in order to achieve greater computational

efficiency for stiffer chemical mechanisms, using a fractional step approach set out in

Chapter 8 in which the chemistry is solved point-wise using the SpeedCHEM library

[159]. Further details regarding numerical setup are provided in the relevant results

chapters.

3.4 The G-Equation model

The model presented here is used in the G-eq/CMC (ξ) hybrid approach presented in

Chapter 7 with futher details regarding the implementation and tests performed.

The G-equation approach treats premixed flames in the flamelet regime as an infinitely

thin surface separating reactants and products where the progress variable changes be-

tween 1 or 0. Williams [234] introduced a level-set variable G to locate the flame surface

at G = G0, as seen in Fig. 3.5. The level-set propagates normal to G = G0 iso-surface

with a modelled flame speed. The level-set approach simplifies the problem counter-

gradient diffusion and source term closure. The modelling is applicable to flames with

Ka < 1, i.e. corrugated and wrinkled flamelets.

Figure 3.5: Flame front computed by G-equation model [160].

The temporal evolution of the G field is described by advection and propagation speed.

In RANS or LES no all turbulent motions of the flow are resolved and therefore an
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averaged or filtered level-set variable G̃ is employed, which propagates with a turbulent

flame speed ST . The transport equation of G̃is defined in [222] as

∂ρG̃

∂t
+
∂ρũiG̃

∂xi
= ρST

∣∣∣∣∣
∂G̃

∂xi

∣∣∣∣∣ (3.51)

Different closures for ST are presented in the literature. However a common feature is

that ST is modelled a function of laminar flame speed and local turbulence properties

[37, 160]. SL can be tabulated based on one-dimensional premixed flame calculations or

described by algebraic functions as presented in Ref. [244].



Chapter 4

Investigation of flame propagation

in autoignitive blends of

n-heptane and methane fuel

Natural gas is used to power compression-ignition engines via the dual-fuel mode, where

a more reactive fuel such as diesel is also injected in order to provide a source of igni-

tion. Following ignition, flame propagates through a partially-reacted inhomogeneous

mixture of the two fuels, and the objective of this chapter is to develop understanding

and modelling concerning the laminar flame speed under dual-fuel compression-ignition

engine conditions. Flame propagation through methane–n-heptane fuel blends is stud-

ied using numerical simulations at engine-relevant conditions. The effects of pre-ignition

chemistry on flame speed are investigated, and a new model is developed to account for

these effects.

4.1 Introduction

Hydrogen and light hydrocarbon fuels such as methane exhibit single-stage high-temperature

ignition behaviour. Pre-ignition reactions have limited effect on flame propagation

through single-stage ignition mixtures until the mixture is close to the point of autoigni-

tion [71, 107, 133]. In contrast, some heavier hydrocarbons relevant to real transport

fuels, such as n-heptane, exhibit low temperature chemistry (LTC) [12] and cool flames

49
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[68]. The chemical kinetics controlling cool flames arise at high pressure and moder-

ate temperatures, and are closely related to those of two-stage ignition and Negative

Temperature Coefficient (NTC) behaviour [44, 60]. Following much of the literature,

the term ‘cool flame’ is used indiscriminately here to refer both to deflagrative and to

ignitive reaction fronts involving low temperature chemistry. Low temperature chem-

istry can significantly modify the chemical and transport properties of a mixture [236],

thereby affecting the laminar flame speed in mixtures well before the onset of high-

temperature ignition [107, 150]. The response of laminar flame properties to blending of

fuels with dissimilar ignition behaviours, such as methane and n-heptane, has not been

characterised fully at autoignitive conditions. Methane/n-heptane mixtures are of par-

ticular interest because these have been used in research studies as surrogate fuels for the

natural gas/diesel mixtures arising in pilot-ignited dual fuel engines, (e.g., [7, 55, 195]).

The laminar flame speed and laminar flame thickness are centrally important in char-

acterisation and modelling of turbulent combustion in engines because they directly

affect the turbulent flame speed [161]. The dependence of the turbulent flame speed on

laminar flame properties persists for flames affected by LTC [235, 236]. Knowledge of

the laminar flame speed and laminar flame thickness are therefore key to understanding

and modelling turbulent combustion processes under the autoignitive conditions that

predominate in practical combustion systems. However established empirical models for

the variation of flame speeds with temperature, pressure, equivalence ratio and dilution,

such as in Ref. [142], do not account for the effect of pre-ignition chemical processes on

flame speed.

4.1.1 Laminar flame speed

Pre-ignition chemical reactions ahead of a flame affect the propagation speed. As such,

there is not a unique freely-propagating laminar flame speed (sl) at autoignitive condi-

tions. Rather, the flame speed depends on the extent of the pre-ignition reactions ahead

of the flame [71, 107, 150], which can be related to the residence time τf [199, 201]

between the reactants mixing and arriving at the flame front. The propagation speed of

the flame front can be evaluated in a general way from the density-corrected displace-

ment speed sf [234]. Evaluating sf in any unstrained one-dimensional stationary flame
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configuration yields a well-defined residence time-dependent flame speed, provided that

diffusive fluxes through the inlet of the flow domain are negligible [107].

A non-autoignitive freely-propagating laminar flame corresponds to the limit where the

residence time is much less than the ignition delay time τign, i.e. τf ≪ τign. Conversely,

the limit τf → τign corresponds to the transition from a deflagrative flame to a pure

ignition front [248]. Hereafter we refer to the flame speed in the short residence time

limit τf ≪ τign as reference flame speed sr [107].

4.1.2 Laminar flame thickness

In the case of diffusion-limited flame propagation with negligible chemical reaction up-

stream of and within the preheat layer, the thermal thickness of the flame front δf scales

with the thermal diffusivity α and laminar flame speed as [226]

δf ∼ α

sf
. (4.1)

The thermal thickness is δf = ∆T/(dT/dx)max, where ∆T is the temperature rise across

the front and (dT/dx)max is the maximum temperature gradient within the flame. Since

the variation of thermal diffusivity and flame speed with reactant properties are typically

well-modelled by established empirical relations, (e.g., [142]), this scaling relationship

provides a simple means for estimating how the reaction front thickness varies across a

range of combustion conditions for which the flame front behaviour is deflagrative. This

scaling relationship breaks down as the flame transitions into an ignition front. The

transport equation for progress variable c within a stationary ignition front is

u
∂c

∂x
=
ωc

ρ
, (4.2)

where x and u are the displacement and velocity normal to the flame and ωc is the

reaction source term for progress variable. The thermal thickness of the reaction front

can be approximated using the progress variable gradient: δf ∼ (∂c/∂x)−1
max, giving the

relationship

δf ∼ ρu
ωc,max

sf , (4.3)
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in which the factor ρu/ωc,max is positive, with magnitude dependent on the thermo-

chemical state of the reactants. The relationship between δf and sf therefore provides

an indication of whether a flame front is deflagrative (∼ Eq. 4.1) or ignitive (∼ Eq. 4.3).

The objectives of this study are to investigate and to model the effects of different

methane/n-heptane fuel blends and their pre-ignition chemistry on the speed of reaction

fronts under dual-fuel compression-ignition engine conditions. The following section

sets out the physical modelling and numerical approach adopted. The results are then

analysed in order (1) to assess the effects on flame speed and structure due to thermal

and chemical contributions of the different fuels; and (2) to develop a new modelling

approach for reaction front speeds under autoignitive conditions.

4.2 Methodology

Simulations of adiabatic un-stretched steady one-dimensional laminar flames are used to

investigate the combined effects of methane/n-heptane ratios and pre-ignition chemistry

at engine-relevant temperatures. The effect of the pre-ignition chemistry is assessed by

varying the residence time upstream of the flame front. The residence time is changed by

varying the position specified for the flame relative to the inlet of the solution domain,

as illustrated in Fig. 4.1. The residence time τf at the flame front is evaluated as

τf =

∫ xf

xi

1

u(x)
dx, (4.4)

where xi is the x−location of the inlet to the solution domain, xf is the location of the

upstream edge of the flame, here defined as being half of one thermal thickness upstream

of the maximum temperature gradient location.

Reactant mixtures are described in terms of their total-equivalence ratio, φtot, evaluated

in the conventional manner by considering the stoichiometric oxygen-fuel ratio for the

fuel mixture, and fuel-equivalence ratios φCH4 and φC7H16 [89]. The fuel equivalence ra-

tios are defined by φCH4 = νCH4Y(CH4,u)/Y(O2,u) and φC7H16 = νC7H16Y(C7H16,u)/Y(O2,u),

where subscript u denotes the unburnt composition and νfuel is the stoichiometric

oxygen-to-fuel mass ratio for each fuel. These definitions of the fuel equivalence ra-

tio can be added to obtain the total equivalence ratio, φtot = φCH4 + φC7H16 .
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Figure 4.1: The temperature profile in several steady freely-propagating stoi-
chiometric n-heptane–air flames with different residence times at 850 K and 40
bar. The location of the cool flame front is indicated.

The flames are simulated using the COSILAB one-dimensional flame solver [2] with

multi-component molecular transport, ideal gas models with seven-coefficient polyno-

mials for the temperature-dependence of thermodynamic properties. The methane/n-

heptane chemistry is modelled using a 106 species mechanism for n-heptane combus-

tion [171], presenting a good compromise between accuracy and computational time.

There are few experimental data available for autoignition and flame propagation in

methane/n-heptane fuel blends at engine-relevant conditions. Therefore the chemical

model has been selected on the basis of satisfactory autoignition and flame propagation

predictions of experimental data for pure methane–air and n-heptane–air mixtures, and

satisfactory agreement with more detailed models for autoignition and flame propagation

in methane/n-heptane fuel blends. Validation data for the 106 species mechanism used

are providedon Section 4.3.1. Figure 4.2 presents the variation of ignition delay time

with temperature for four stoichiometric methane/n-heptane fuel blends (φCH4/φtot =0,

0.5, 0.8, and 1.0) in air at 40 bar, with results for the 106 species skeletal mechanism in

reasonably close agreement with its 451 species parent detailed mechanism [170]. Fuel

blends are mixed with air throughout this study, and air is modelled as 79% N2 and 21%

O2 by volume.The predictions show significant NTC behaviour at the conditions inves-

tigated in this study, with the NTC behaviour reducing as the proportion of methane

in the fuel is increased.

The COSILAB software employs adaptive grid refinement and a stationary flame solution

is obtained using a modified-Newton method [2]. The grid-independence of the solution
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data presented in this paper has been established by incrementally tightening the adap-

tive grid error tolerances until numerical convergence is achieved, requiring between one

hundred and four hundred grid points, depending on the simulation conditions.

Figure 4.2: The temperature-dependence of ignition delay time for stoichiomet-
ric methane/n-heptane–air blends at 40 bar with φCH4/φtot = 0.0, 0.5, 0.8, 1.0
computed with POLIMI-106 [171] and POLIMI-451 [170] mechanisms.

4.3 Results and Discussion

4.3.1 Validation of chemical kinetics mechanisms

The 106 species Polimi-106 skeletal mechanism is selected for this study based on com-

parison against experimental ignition delay time and flame speed data for combustion of

pure methane and pure n-heptane. Since ignition delay and flame speed measurements

for combustion of methane/n-heptane blends are not generally available, the Polimi-106

model predictions for methane/n-heptane blends are also compared with predictions

of more detailed chemical mechanisms. Data are presented for the chemical models

summarised in Table 4.1.

The Polimi-106 skeletal scheme [171] is a sub-set of the Polimi-451 scheme [170]. The

44-species reduced mechanism by Liu et al. [121] is considered because it gives an

adequate compromise between predictive accuracy and computational expense for engine

calculations, and the 42-species Chalmers mechanism is considered because it performed

best out of the mechanisms compared in a previous study of methane/n-heptane dual fuel
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Table 4.1: Summary of chemical models.

Mechanism name Reference Main fuel Number of species Type
Polimi-451 [170] n-heptane 451 detailed
Mehl et al. [141] n-heptane 658 detailed
Polimi-106 [171] n-heptane 106 skeletal
Liu et al. [121] n-heptane 44 reduced
Lu et al. [125] n-heptane 52 reduced
Chalmers [7] n-heptane 42 reduced
GRI3.0 [206] methane 53 detailed
San Diego [1] methane 50 detailed

combustion [7]. The 52-species reduced mechanism developed by Lu et al. [125] employs

dynamic stiffness removal in order to achieve low computational cost, and it has been

validated against its parent detailed mechanism in a perfectly-stirred reactor at ambient

temperatures and for homogeneous autoignition at engine-relevant temperatures.

4.3.1.1 Ignition delay

Constant volume ignition delay predictions are presented for pure methane and n-

heptane in Figs. 4.3 and 4.4, in comparison with shock-tube measurements for stoi-

chiometric methane-air at 30 atm [78], n-heptaneair at 55 atm [63] and n-heptaneair at

42 atm [44]. Ignition delay time predictions for the reduced n-heptane mechanisms are

compared with the detailed n-heptane mechanisms for ignition of methane/n-heptane

blends in Fig. 4.5.

4.3.1.2 Flame speed

Figure 4.6 presents stoichiometric methaneair flame speeds at 10 bar for equivalence

ratios spanning 0.7 to 1.2 at 360 and 400 K, comparing experimental measurements

[69] and numerical predictions of methane-air flame speeds for the detailed methane

mechanisms and the reduced n-heptane mechanisms. Similar data for ambient pressure

are presented in Figure 4.7.
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Figure 4.3: Constant-volume ignition delay times for stoichiometric methaneair
at 30 atm and n-heptane/air at 55 atm. Shock-tube data: ⃝ [78], ! [63].

Figure 4.4: Constant-volume ignition delay times for stoichiometric n-heptane-
air at 42atm for Polimi-451, Mehl et al., Polimi-106, Liu et al. and Lu et al.
(refer to Figure S1 for legend). Shock-tube data " [44].

4.3.2 Effects of pre-ignition chemistry on flame speed

Figure 4.8 shows the variation of flame speed with residence time for pure methane, pure

n-heptane and two methane/n-heptane fuel blends with global stoichiometric equivalence

ratio (φtot = 1) at 40 bar and 850 or 1000 K. The results are presented in terms of resi-

dence time, rather than in terms of the flame positions reported in Refs. [71, 107], since,

for autoignitive conditions, the chemical evolution upstream of the flame can be related

to residence time, as shown below. The residence time may serve as a useful parameter

for accounting for chemical evolution in a range of flows [199], whereas interpretation of
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Figure 4.5: Constant-volume ignition delay times for stoichiometric methane/n-
heptaneair mixtures at 30 bar with 80%vol CH4 (left axis) and 95%vol CH4 (right
axis) in the fuel blend.

Figure 4.6: Laminar flame speed of methaneair flames versus equivalence ratio
for 360 K (lower speeds) and 400 K (higher speeds) at 10 bar. # experimental
data [69].

the flame position is configuration specific. Nonetheless, the residence time and flame

position are closely related in the present one-dimensional configuration using to Eq.

4.4. The flame speed of the methane–air mixture remains approximately constant until

the residence time approaches the ignition delay time, when it increases indefinitely, as

observed previously in Refs. [71, 133]. For an unburned temperature of 1000 K where

n-heptane–air mixtures exhibit single-stage ignition, the evolution of the flame speed of

the n-heptane–air mixture is qualitatively similar to the pure methane case. However,

for an unburned temperature of 850 K where n-heptane–air mixtures exhibit two-stage

ignition, the flame speed also increases in two distinct stages: the flame speed increases
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Figure 4.7: Laminar flame of methane-air flames versus equivalence ratio at
300K, 1.01bar. Refer to Fig. 4.6 for legend.

by 15 % when the residence time reaches the first-stage ignition delay time, then in-

creases gradually during the second-stage ignition-delay, before increasing indefinitely

as the residence time approaches final ignition delay time. The same two-stage increase

in flame speed is observed for methane/n-heptane blends that show two-stage ignition

behaviour, and the two-stage effect is stronger as the proportion of n-heptane increases.

Figure 4.9 shows that the first-stage increase in flame speed coincides with the first-stage

increase in temperature, occurring between 0.13-0.18 ms residence time for 40 bar 850

K stoichiometric n-heptane–air flames. The flame speed is expected to be affected by

the temperature increase, however consumption of major reactants and production of

intermediate species by the pre-ignition chemical reactions ahead of the flame also affect

flame speed. We conduct a numerical experiment in order to quantify the relative influ-

ence that the thermal and chemical changes have on the flame speed during first-stage

ignition. The experiment isolates the effect of the intermediate species from the thermal

effects by performing modified flame simulations in which we remove all intermediate

species a short distance upstream of the flame while keeping the temperature and mix-

ture enthalpy unchanged following the procedure set out in the Appendix, resulting in

a modified flame speed sf,therm. Since the intermediate species have been removed from

the modified flame, the variation of sf,therm shown in Fig. 4.9 is entirely due to the

temperature rise and the consumption of major reactants ahead of the flame front. The

results of the modified flame experiment indicate that the first stage increase in flame

speed is due to both thermal and chemical influences in approximately equal measure.

Modelling for the flame speed should take each of these effects into account.



Chapter 4. Investigation of flame propagation in autoignitive blends 59

(a) 850 K

(b) 1000 K

Figure 4.8: Laminar flame speeds of stoichiometric methane/n-heptane blends
versus residence time at 40 bar: simulations (symbols); model Eq. 4.8 (solid).

4.3.3 Effects of pre-ignition chemistry on flame thickness

Diffusion-limited (i.e. deflagrative) flame propagation is expected to exhibit a scaling

relationship between flame thickness and flame speed given by Eq. 4.1. Figure 4.10 shows

the variation of the high-temperature flame’s speed with α/δf for premixed combustion

of stoichiometric methane–air and n-heptane–air over a range of reactant temperature

(Tu = 700 to 1000 K). Data are normalised by the reference laminar flame speeds of

methane (sr,0CH4 = 0.79ms−1) and n-heptane (sr,0C7H16 = 1.20ms−1) at T0 = 850 K

and p0 = 40 bar, where subscript ‘0’ refers to datum conditions. Reference properties

for flames with short residence times (shown as symbols) follow the deflagrative scaling

relationship as Tu is increased from 700 to 1000 K. The gradient of sr with respect

to α/δr is greater for n-heptane–air flames due to the greater reactivity of n-heptane
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Figure 4.9: Laminar flame speed and temperature versus residence time for
stoichiometric n-heptane–air at 40 bar and 850 K: Unmodified flame in the full
domain (white circles); 0.2 mm domain with inlet composition from the unmodi-
fied flame (grey circles); 0.2 mm domain with intermediate species removed from
the inlet composition (black circles).

compared to methane. As residence time increases (dashed lines), the flame speed of

the n-heptane–air mixture remains largely unchanged until the mixture undergoes first-

stage ignition. Subsequently the reaction front speed increases, and the reaction front

thickness initially reduces in accordance with the deflagrative scaling given in Eq. 4.1.

Finally, as the temperature-based progress variable (c ≡ (T−Tu)/(Tb−Tu)) ahead of the

flame reaches around 0.15 , at the locations indicated by square symbols in Fig. 4.10,

the deflagrative scaling breaks down and the front thickness starts to increase (α/δf

reduces) because the residence time ahead of the flame approaches the ignition delay

time – marking the transition from deflagrative to ignitive scaling of the front thickness.

Figure 4.11 presents the variation of the cool-flame’s speed and thickness for the 850 K

40 bar stoichiometric n-heptane–air flame as the residence time increases. The thickness

of the cool-flame follows the linear scaling behaviour given for ignition fronts in Eq. 4.3.

Despite its name, the cool-flame exhibits ignitive rather than deflagrative behaviour

across all of the conditions in this study: the data flow a linear relationship between

cool-flame speed and thickness as indicated by the dashed lines in Fig. 4.11. The absence

of deflagrative cool-flames is consistent with Ref. [251], where steady deflagrative cool-

flames could only be stabilised when aerodynamic straining was used to prevent the

development of a high-temperature flame. Ju et al. [85], in contrast, showed that steady

deflagrative double-flame structures, involving a cool-flame and a hot-flame, can arise
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Figure 4.10: Normalised high-temperature reaction front speed sf/sr,0,fuel ver-
sus α/(δfsr,0,fuel) for short residence time (τf −→ 0) stoichiometric methane–
air and n-heptane–air flames with unburnt temperatures 700, 775, 850, 925 and
1000 K (symbols), and data for n-heptane–air combustion with residence times
up to 98% of the ignition delay time at 775, 850, and 925 K (various dashed
lines as labelled). Square symbols indicate the conditions where the progress
variable ahead of the flame equals 0.15.

under very lean low-temperature combustion conditions (e.g. φ=0.1, Tu = 530 K). The

combustion conditions investigated by Ju et al. are unlike the conditions in most engines

since the magnitude of heat release in the cool-flame is similar to the magnitude of heat

release in the hot flame. At richer, higher-temperature conditions typical of current

engines, it may be that the magnitude of heat release in the hot-flame is greater, such

that its flame speed would cause it to over-take any cool-flame, should a cool-flame arise,

preventing observation of steady deflagrative cool-flames.

The transition between deflagrative and ignitive scaling of the flame thickness is accom-

panied by diminishing importance of diffusive transport within the flame fronts. Figure

4.12 shows mass fraction transport budgets for stoichiometric n-heptane flames at 850

K and 40 bar for two residence times τf/τign = 0.85 and 0.95. The reaction (R), convec-

tion (C) and diffusion (D) terms [107] are presented for the alkyl hydroperoxy radical

(C7H15OOH, abbreviated to QOOH) within the cool-flame and for OH within the high-

temperature flame front. The convection term arises because the simulated flames are

stationary. The budgets indicate that diffusive transport in the high-temperature re-

action front becomes gradually less important as the residence time increases, and is

generally less important in the cool-flame front. The magnitude of the diffusion term in

the high-temperature flame is lower at τf/τign = 0.95, at which point the flame thickness
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Figure 4.11: Cool-flame reaction front speed sf versus thermal thickness δf for
stoichiometric n-heptane–air flames normalised by reference flame properties at
850 K and 40 bar for a range of residence times (symbols). Data range from
τf = 1.6 · 10−04 s to τf = 7.1 · 10−04 s. Dashed lines correspond to Eq. 4.3.

is increasing with flame speed, than at τf/τign = 0.85, at which point the flame thickness

is reducing in accordance with the deflagrative scaling (Eq. 4.1). However the gradual

reduction of the diffusive transport contribution does not provide as clear a delineation

of the transition between deflagrative and ignitive behaviours as the changes in the sf

– δf dependence shown in Figs. 4.10 and 4.11.

Analysis of the flame thickness indicates that the deflagrative scaling in Eq. 4.1 applies

to the high-temperature flame front across a wide range of autoignitive conditions and,

given models for sf and α, provides a useful means of modelling the variation of δf in a

flow up to the transition to ignitive behaviour.

4.3.4 Flame speeds at autoignitive conditions

The laminar flame speed is a key input for a number of turbulent combustion models

[161]. For a given set of conditions the reference laminar flame speed may be evaluated

from experimental measurements or, if suitable chemical and thermodynamic models are

available, from a laminar flame simulation. The laminar flame speed may be provided

to a turbulent combustion model by means of a data table or some form of algebraic fit

to the data. Several empirically-derived algebraic models for laminar flame speed have

been developed and used widely for combustion of individual fuels at non-autoignitive

conditions [142]. Furthermore, due to the effort required to obtain flame speed data



Chapter 4. Investigation of flame propagation in autoignitive blends 63

Figure 4.12: Transport budgets and mass fraction profiles for stoichiometric
n-heptane–air at 850 K and 40 bar for YQOOH (left column) and YOH (right
column). The residence times at the flame front are 85% (top row), and 95%
(bottom row) of the overall ignition delay time. The data are plotted versus the
distance from the inlet.

across a wide range of operating conditions as well as for different blends of fuels, mixing

rules have been proposed in order to estimate the reference laminar flame speed of

blends of individual fuels for which reference flame speeds are available [58, 77, 244].

For combustion under autoignitive conditions, however, the preceding analysis indicates

that it is necessary also to account for the effect of pre-ignition chemistry on the flame

speed, including the distinct contributions of heat release, reactant consumption and

enhanced reactivity ahead of the flame. Due to the large domain size needed for the

simulations required to generate the data presented in Fig. 4.8 it is not practical to

compute the flame speed directly for the full range of residence times, fuel blends and

mixture conditions that arise during operation of a dual-fuel engine. The objective of

this section therefore is to develop a method for estimating the effects of pre-ignition

chemistry on flame speed taking the reference flame speed as an input. This novel

method can be applied to reference flame speeds obtained by any means.

In order to evaluate reference flame speeds efficiently and accurately in this study, well-

established algebraic models are used to account for the dependence on equivalence ratio

and the blending between fuels [244].

Yang and Reitz [244] modelled the dependence of reference flame speed sr on equivalence
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Figure 4.13: Variation of flame speed with equivalence ratio for methane/n-
heptane fuel blends at 850 K and 40 bar for φCH4/φtot = 0, 0.5 and 1.0; and
linear [244], Hirasawa et al. [77], and Di Sarli et al. [58] mixing-rules. Closed
square and circular symbols correspond to flame speeds from simulatins and
from Eq. 4.8 respectively for residence times between 40 and 60% of the ignition
delay time

ratio using a four-parameter Gaussian function and accounted for fuel blending using a

linear mixing rule which, for blends of methane and n-heptane, takes the form,

sr,mix = ZCH4sr,CH4 + (1− ZCH4)sr,C7H16 , (4.5)

where ZCH4 = YCH4,u/(YCH4,u + YC7H16,u) is the local mass fraction of methane in

the fuel blend. The Gaussian fit for methane and n-heptane flame speeds, and the

flame speeds of methane/n-heptane blends given by Eq. 4.5 are validated for a range

of equivalence ratio in Fig. 4.13, showing a close fit to the numerically-obtained flame

speeds. Alternative mixing rules by Hirasawa et al. [77] and Di Sarli et al. [58] are also

tested in Fig. 4.13. The Di Sarli et al. model tends to over-emphasise the contribution of

methane. The linear model is adopted here as it is simpler and marginally more accurate

than the Hirasawa et al. model for methane/n-heptane combustion cases considered.

4.3.4.1 Additional data comparing alternative mixing-rules

Figure 4.14 presents the performance of the linear [244] and Hirasawa et al. [77] flame

speed mixing rules for the case of φCH4/φtot = 0.8, showing that both models are

satisfactory also for this condition.
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Figure 4.14: Variation of flame speed with equivalence ratio for methane/n-
heptane fuel blends at 850K and 40bar: Polimi-106 simulations for φCH4/φtot =
0 (•), 0.8 (♦) and 1.0 (⋆); Fitted flame speeds from a Gaussian function (dashed
line); and Eq. 4.5 (solid line) [244] and Hirasawa et al. [77] (dash-dot-dot line)
mixing-rules

4.3.5 Effects of pre-ignition chemistry

The form of the Metghalchi and Keck model [142] suggests how one can account for

the effects of the temperature rise and reactant consumption arising ahead of the flame

at autoignitive conditions, providing the first two factors on the right hand side of the

following equation:

sf,fuel = sr,fuel ·
(

T

Tu

)αfuel

· (1− βfuelξb) · F(c) ·
(
ρ

ρu

)
. (4.6)

Eq. 4.6 accounts for the flame speed increase due to the temperature increasing by the

factor T/Tu ahead of the flame. The flame speed decreases by the factor (1− βfuelξb)

because some of the fuel and oxidiser are consumed by the pre-ignition reactions, diluting

the mixture with mass fraction ξb of burned products. αfuel and βfuel are fuel-dependent

model coefficients. Accounting for the thermal expansion upstream of a one-dimensional

planar flame, the flame speed is multiplied by the density ratio ρ/ρu, where ρ is the

density just ahead of the flame. A further factor F(c) is introduced to account for the

increase in flame speed due to the chemical influence of intermediate species produced

upstream of the flame; this influence is shown by the difference between sf and sf,therm

in Fig. 4.9. Fig. 4.15 shows that sf/sf,therm has an approximately linear dependence

on progress variable. This suggests a simple model:

F(c) = 1 + γfuel.c, (4.7)
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Figure 4.15: Normalised flame speed versus the progress variable upstream of
the flame front: Round symbols show sf/sr,fuel at φCH4/φtot = 0, 0.5, 0.8 and
1.0 for Tu = 850 K and 1000 K; Square symbols show sf/sf,therm based on data
from Fig. 4.9. Solid lines show sf/sr = 2.4c and sf/sf,therm = 1.18c.

with γC7H16 ≈ 1.18 for n-heptane. Equation 4.6 thus provides a breakdown of the

contributions to the increase of the flame speed under autoignitive conditions.

Figure 4.15 shows that, for small values of progress variable, the laminar flame speed

at autoignitive conditions increases approximately linearly with the value of progress

variable c just ahead of the flame for the full range of methane/n-heptane fuel blends

investigated, suggesting that Eq. 4.6 may be linearised into the form

sf,fuel = sr,fuel (1 + ϵfuel.c) . (4.8)

where ϵfuel is a model coefficient. The data presented in Fig. 4.15 suggests that ϵfuel is

in the range 2.4± 0.5 for the blends considered (φCH4/φtot = 0, 0.5, 0.8, 1.0) for progress

variable less than 0.1. The linear model applies well to mixtures of methane and n-

heptane, with pure n-heptane-air and methane-air blends some deviation from the linear

model at 850 K for small values of progress variable, for which the increase in flame speed

is anyway relatively small (shown by diamond and triangular symbols in Fig. 4.15). The

value is potentially fuel specific and significantly higher values are obtained for example

with dimethyl ether blends (not shown). From Eq. 4.6, the temperature-dependence

leads to super-linear behaviour as the residence time approaches the ignition delay and

the flame transitions into an ignition front, however this is of limited concern in the

modelling of flame speed as flamelet-based turbulent combustion models that require
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flame speed as an input would not be applicable to flames with ignitive, rather than

deflagrative behaviour. Therefore the linear modelling approach remains valid for the

deflagrative combustion conditions at which the flamelet approach is applicable.

The model has been developed with respect to numerically-simulated flame speed data,

therefore the model coefficient ϵfuel is subject to uncertainty associated with the accu-

racy of the chemical mechanism employed. However the broad validity of the relatively

detailed 106 species mechanism used in this study suggests that the approximately-linear

response of flame speed indicated in Fig. 4.15 is at least qualitatively correct. In prin-

ciple, ϵfuel could be evaluated directly from experimental measurement rather than by

computation, however experimental measurements of flame speeds in partially-reacted

mixtures are likely to be very challenging and will also involve significant, possibly

greater, uncertainty.

The specification of progress variable may also affect the value of the model coefficient

ϵfuel. Linear combinations of species mass fractions may be used as a basis for progress

variable as an alternative to temperature, however it is important to employ a progress

variable specification that resolves the evolution of the low-temperature combustion

processes. For example, it is found that a progress variable specification based on the

sum of carbon dioxide and carbon monoxide mass fractions also yields a linear flame-

speed relationship, whereas use of carbon dioxide alone would not be appropriate since

relatively little carbon dioxide is produced by the low-temperature chemistry. Due to the

weak non-linearity between alternative definitions of progress variable, small differences

in the value of ϵfuel can arise depending on the progress variable specification.

In order to linearise Eq. 4.6, each of the factors in Eq. 4.6 can be expressed as a

function of progress variable: rearranging the definition of progress variable gives T/Tu =

1+c(Tb/Tu−1); approximating the fraction of reactants that have been consumed by the

progress variable gives ξpr ≈ c; and, neglecting changes in pressure and molar mass, the

ideal gas equation gives ρ/ρu ≈ [1 + c(Tb/Tu − 1)]−1. Since the model is only required

to be valid for small values of progress variable, a first-order Taylor expansion of Eq.

4.6 yields the linear relationship

sf,fuel = sr,fuel

(
1 +

[
(αfuel − 1)×

(
Tu

Tb
− 1

)
− βfuel + γfuel

]
.c

)
. (4.9)
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The coefficients αC7H16 = 2.79, Tu/Tb = 3.18, βC7H16 = 3.02 are obtained by least-

squares fitting to a data set containing reference flame speeds for n-heptane flames with

700 < Tu < 1000 K, 20 < p < 60 bar, 0.8 < φ < 1.2 and 0 < ξ < 0.15. These coefficients

and γC7H16 = 1.18 lead to a prediction that ϵC7H16 = 2.1, which is reasonably close to

the value of ϵ ≈ 2.4 obtained from Fig. 4.15. Since the difference in ϵfuel between the

methane/n-heptane fuel blends considered is relatively small it is convenient to adopt a

single value ϵ = 2.4 for the full range of fuel blends.

The flame speed model given by Eq. 4.8 is tested in Fig. 4.8, providing a good prediction

of the variation of reference flame speed with residence time for all of the fuel blends

and temperatures investigated. The model is tested across a range of lean equivalence

ratios in Fig. 4.13, showing that the simple linear model correctly describes the reducing

magnitude of the pre-ignition chemistry effect reduces under lean conditions. In order to

apply the flame speed model in engine simulations, the progress variable in the mixture

ahead of the flame then needs to be modelled, either by simulating the evolution of the

chemical composition during ignition as in Ref. [? ], or potentially by modelling the

progress variable as a function of the Livengood-Wu integral [122].

4.4 Conclusions

The effects of pre-ignition chemistry on laminar flame speed in autoignitive methane/n-

heptane fuel blends are investigated using premixed laminar flame simulations. Pre-

ignition reactions cause the speed of the flame to increase. Fuels that exhibit two-stage

ignition behaviour, such as n-heptane, also exhibit a two-stage increase in the speed of

the reaction front as the reactant residence time increases. The increase in flame speed

is due to distinct contributions of heat release, reactant consumption, and enhanced

reactivity ahead of the flame. Addition of methane to n-heptane-air mixtures retards

and reduces the first-stage increase in flame speed, in part due to dilution of the more-

reactive n-heptane fuel, and in part due to consumption of radical species by the methane

chemistry. As the residence time of the reactants approaches the ignition delay time,

the reaction front transitions into a pure ignition front, in which diffusive transport is

negligible.
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Prior to transitioning into a pure ignition front, the behaviour of the flame can be

classified as deflagrative or ignitive depending whether the flame thickness and flame

speed obey the deflagrative scaling δf ∼ α/sf . The thickness of cool-flames exhibits

ignitive scaling with flame speed, δf ∼ sf , for all conditions simulated. The transition

between deflagrative and ignitive scaling is also associated with a reduction in the relative

magnitude of diffusive transport within the flame front, however examination of the

transport budget alone does not provide a sharp delineation between deflagrative and

ignitive behaviours.

Modelling for flame speed in dual-fuel blends at autoignitive conditions should account

for the local composition of the fuel blend, and for the effects of pre-ignition chemistry.

Modelling is introduced to account for the effects of pre-ignition chemistry on the flame

speed. The model is a simple linear function of the progress variable ahead of the flame

– accounting for the distinct contributions of heat release, reactant consumption, and

enhanced reactivity ahead of the flame. The flame speed model accurately describes

the variation of flame speed and hence flame thickness for the full range of methane/n-

heptane blends at engine-relevant conditions, up to the deflagration/ignition transition.

This flame speed is applied in G-equation modelling in Ch. 7, and the modelling ap-

proach is extended to methane-DME blends in Ch. 5 in order to capture contributions

of pre-ignition chemistry in turbulent flows.





Chapter 5

Analysis of dual-fuel combustion

initiation in turbulent flow

5.1 Introduction

This chapter presents analysis of the processes involved in dual-fuel turbulent com-

bustion under engine conditions using detailed chemistry DNS of a pseudo-turbulent

DME/methane–air mixing layer. The objectives are to establish the role of methane

chemistry in the dual-fuel ignition and flame propagation processes, and how it affects

the response of the processes to turbulent mixing.

5.2 Formulation

5.2.1 Numerical simulation

Dual-fuel combustion is investigated in a two-dimensional (2D) DNS configuration, illus-

trated in Fig. 5.1, adapted from the single-fuel study of Krisman et al. [110]. Additional

homogeneous (0D) and laminar flame (1D) simulations are performed under correspond-

ing thermochemical conditions in order to provide reference data for analysis of the 2D

DNS. The 2D DNS involves a mixing layer with pilot fuel (70%vol DME, 30%vol nitro-

gen) at 400 K on one side, defined as unity mixture fraction, and oxidiser at 900 K on

the other, defined as zero mixture fraction, and a uniform pressure of 40 bar. The profile

71
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Figure 5.1: Two-dimensional initial conditions with mixture fraction distribu-
tion in y-direction. White shade represents the non-premixed DME and green
shade the premixed oxidiser. Grey shade represents the initial vorticity.

of mixture fraction ξ is initialised as a function of the y-coordinate according to

ξ(y) =
1

2

(
1.0 + tanh

(
(y − y0)

Lξ

))
(5.1)

where y0 = 2 mm and Lξ = 25µm determine the position and thickness of the mixing

layer. The 2D simulation domain is a 3×3 mm square, with periodic boundary conditions

in the x-direction and partially non-reflecting outflow boundaries in the y-direction.

The oxidiser stream for the dual-fuel Case DF2D contains a mixture of methane and air

(21%vol oxygen, 79%vol nitrogen) with equivalence ratio 0.4. A further 2D single-fuel

simulation, Case SF2D, is performed for reference, replacing the methane with a non-

reactive diluent with the same thermodynamic properties as methane in order to help

distinguish the effects of dilution and of chemical reactions associated with addition of

methane.

Following Krisman et al. [110], the initial velocity field has zero mean, plus fluctuations

generated according to a model turbulence spectrum [154] with u′ = 0.49 ms−1 and

integral length scale Lt = 0.1 mm. Defining Damkholer number as Da = τt/τηMR ,

where τt is the turbulence time scale defined as τt = Lt/u′, and τηMR is the ignition

delay time of the most reactive mixture fraction obtained in a homogeneous reactor,

one obtains Da = 0.38. This Da number is similar to those recorded in simulations

[156] at the ignition location for the engine-relevant Spray A configuration of the Engine

Combustion Network (ECN) [162]. The initial velocity field is set to zero close to the
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y-direction boundaries, as illustrated in Fig. 5.1 to avoid inflow early in the simulation

which could lead to numerical instability of the boundary conditions.

Chemical reaction is modelled by a new 25-species reduced mechanism produced by

the group of Prof. Tianfeng Lu, derived from a detailed DME/methane combustion

mechanism (Mech 56.54) [30]. The detailed Mech 56.54 mechanism has been validated

extensively against experimental results for ignition delay times for the full range of

DME/methane blends, including for conditions relevant to dual-fuel engine operation

[30]. A particular feature of the reduced mechanism derivation is the application of

techniques [13] to obtain a mechanism with low numerical stiffness, enabling explicit

time integration with a time step of 1ns at the present DNS conditions. The new

mechanism correctly predicts first- and second-stage ignition delay and laminar flame

speeds in close agreement with the parent detailed mechanism for the conditions used

in the DNS calculation. Comparisons between the reduced and detailed mechanisms are

presented on Appendix B. Temperature-dependent heat capacities and mixture-averaged

molecular transport models are employed [92, 93].

The compressible NavierStokes, species continuity, and total energy equations were

solved using the Sandia DNS code, S3D [41]. A fourth-order explicit Runge-Kutta

method for time integration [94] and an eighth-order central differencing scheme for

spatial discretization [95] were used with a tenth-order filter applied every 50 time steps

to remove spurious high-frequency oscillations. NavierStokes characteristic boundary

conditions (NSCBC) were used to provide partially non-reflecting boundaries in the

y-direction [167], employing the improvements reported in Ref. [245]. Various homoge-

neous reactor, freely-propagating laminar flame and unsteady counter-flow simulations

referred to in the study are performed using the COSILAB solver and identical thermo-

chemical models [47].

5.2.2 Combustion mode analysis

The dual-fuel combustion process involves a range of combustion modes, such as au-

toignition, diffusion flame and deflagration, depending on the relative contributions of

chemical source terms and diffusive fluxes for relevant chemical species. A variety of tech-

niques have been employed previously in order to distinguish these combustion modes,
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typically considering empirically-selected chemical species and arbitrary threshold val-

ues (e.g. Refs. [42, 107, 108, 207, 246]). Inhomogeneous dual-fuel combustion presents

a particular challenge for these analysis methods since it is difficult to identify a single

set of chemical species that adequately characterise the whole combustion process.

Chemical Explosive Mode Analysis (CEMA) has been developed as a basis for system-

atic characterisation of combustion processes, in which the most relevant sets of chemical

species or chemical modes are identified locally as eigenvectors of the Jacobian matrix

of the chemical source term [? ]. Eigenvectors with positive real part eigenvalues indi-

cate ‘explosive’ chemical modes (CEMs), since the associated rates grow exponentially,

whereas negative real part eigenvalues indicate ‘exhausted’ modes that decay over time.

The sign of the most-positive eigenvalue λe (i.e. excluding the zero eigenvalues associ-

ated with conservation modes), has been used in numerous studies to distinguish where

reactive mixtures are in an explosive pre-ignition state (λe > 0) or in an exhausted

post-ignition state (λe < 0) [246? ? ]. However λe is a purely chemical property of the

mixture and does not, by itself, describe effects of molecular transport on the mode of

combustion.

In order to characterise combustion mode systematically, Xu et al. [241] recently devel-

oped a combustion mode indicator based on the relative contributions of chemistry and

molecular transport in the evolution of the CEMs. This new approach is employed in

this study as a means of identifying the various combustion modes arising in the complex

dual-fuel combustion environment, as set out below.

The Jacobian matrix Jω = ∂ω/∂y describes the dynamics of the chemical evolution:

Dω(y)

Dt
= Jω

Dy

Dt
= Jω (ω + s) , (5.2)

where D/Dt is the material derivative, y is the thermochemical state vector, ω is the

corresponding vector of chemical source terms and s is the vector of diffusion source

terms. The eigenvalue λe is related to the Jacobian by

λe = be · Jω · ae, (5.3)

where ae and be are the right and left eigenvectors of the CEM. The contributions of

reaction and diffusion to the evolution of the CEM are given by projecting Eq. 5.2 onto
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the CEM. The projected chemical and diffusion source terms are denoted respectively

by

φω ≡ be · ω (5.4)

and

φs ≡ be · s. (5.5)

φω and φs are defined for preignition mixture only (λe > 0) and the direction of be is

chosen such that φω is always non-negative.

The local combustion mode indicator α is defined in the pre-ignition mixture by

α = φs/φω. (5.6)

Xu et al. [241] demonstrated that the value of α can be used to delineate three modes of

premixed combustion: (i) Diffusion-supported (α > 1): chemical evolution is reinforced

by molecular transport, as in the preheat layer of a deflagration wave; (ii) Autoignition

(|α| < 1): molecular transport plays a minor role in the chemical evolution; (iii) Local

extinction mode (α < −1): the chemical evolution is counteracted and overwhelmed by

molecular transport.

The combustion mode indicator refers to the evolution of a single chemical mode. In com-

plex combustion processes, such as inhomogeneous dual-fuel combustion, a secondary

combustion mode may become faster than the previously most-explosive chemical mode.

In order to characterise the rotation of or switching between chemical modes, the align-

ment of each thermochemical variable with the CEM is quantified by the explosion index

(EI) [? ]

EI =
diag|aebe|

sum(diag|aebe|)
, (5.7)

where “||” denotes the element-wise absolute values. EI is a normalised vector with each

element lying within [0, 1], and the magnitude of each element indicating the size of the

contribution of the corresponding thermochemical variable within the CEM [? ].
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Figure 5.2: Temperature evolution in a 1D domain for two ∆y: Symbols corre-
spond to 0.9375 µm and lines 0.46875 µm. The time evolution goes from green
to red lines.

5.3 Assessment of numerical accuracy

The thermal thickness δth and reaction thickness δr of a premixed flame are computed

using the 1D freely propagating configuration with the 25-species chemistry at the fol-

lowing conditions: 40 bar; 1000 K; φCH4 = 0.5 and φDME = 0.0. δth in such conditions

is 20 µm, whereas δr is 5 times smaller, δr = 3.9µm. The flame speed predicted by the

25-species scheme was 0.4 m/s. In Krisman et al. [109] the grid resolution was 1 µm,

which corresponds to 4 points inside the obtained δr.

The spatial resolution requirements for the dual-fuel case is assessed using the S3D

code to simulate ignition in a 1D laminar mixing layer in a 3 mm wide domain at the

same thermochemical conditions as the DF2D case. Figure 5.2 shows the temperature

evolution for two different discretizations: 0.9375 µm and 0.46875 µm. In both cases the

time-step was 1 ns. According to the results in Fig. 5.2, 1 µm is enough to capture the

autoignition and transition to the premixed flame propagation. Further analysis with

coarser resolution shows a good prediction of the premixed flame propagation phase.

Figure 5.3 compares refined results (0.46875 µm) with a 1.25 µm resolution in terms of

temperature evolution. However, looking at the details of the ignition event for the three

different discretizations one can see the deviations of temperature and peak of OH mass

fraction for ∆y = 1.25µm. The 0.9375 µm and 0.46875 µm present the same results and

support use of grid spacing around 1 µm.
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Figure 5.3: Temperature evolution in a 1D domain for two ∆y: lines correspond
to 0.9375 µm and symbols 1.25 µm. The time evolution goes from green to red
lines.

5.4 Results

5.4.1 Evolution of the combustion process

The evolution of the combustion processes for two-dimensional quasi-turbulent cases

DF2D and SF2D is illustrated in Fig. 5.5 by heat release colour maps at three differ-

ent times. Both simulation cases have identical initial velocity fields and the mixture

fraction field evolves similarly in both cases, as shown by the black line indicating the

stoichiometric contour. However there are significant differences in the flame structures

observed between the dual-fuel case and the single-fuel case, as indicated by the heat

release patterns.

Laminar flow simulations of a 1D mixing layer with the same initial mixture fraction

distributions as the 2D cases are shown in Fig. 5.6 in order to illustrate the various

flame structures identified in the pseudo-turbulent 2D simulations. The corresponding

single- and dual-fuel 1D cases are denoted by DF1D and SF1D. The 1D mixing layer

simulations share many features with previous poly-brachial 2D laminar flow simulations

of lifted DME-air flames [110], and this poly-brachial flame structure explains many of

the features observed in the pseudo-turbulent 2D simulations in the present study. The

heat release rate profiles in the 1D simulations are plotted as a colour map over time,

revealing the inception of low-temperature combustion under slightly lean conditions (to
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(a) Temperature evolution

(b) OH mass fraction evolution

Figure 5.4: Detailed investigation of the three discretizations tested. Lines
correspond to 0.46875 µm, circles to 0.9375 µm and stars to 1.25 µm. The time
evolution goes from green to red lines.

the left of the black line indicating the locus of the stoichiometric mixture fraction). Sub-

sequently the low-temperature branch migrates to the rich side of the mixing layer over

time. The presence of reactive methane in the oxidiser (case DF2D) more than doubles

the delay time for onset of the low-temperature combustion compared to the single-fuel

case (case SF2D). The heat release patterns corresponding to the low-temperature com-

bustion are seen in the 2D simulations in Figs. 5.5a,b, predominantly on the rich side

of the stoichiometric iso-line (i.e. towards the top of the image).

The first high-temperature ignition kernels appear in the 1D laminar and 2D pseudo-

turbulent flames in rich mixture, labelled HTI in Figs. 5.6 and 5.5a,b. For the present
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Figure 5.5: Heat release colour maps for cases DF2D (left) and SF2D (right)
for three times (as indicated on subfigures). The solid black line corresponds to
the stoichiometric mixture fraction.
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Figure 5.6: Time-space contour map the heat release rate in DF1D (left) and
SF1D (right). The solid black line corresponds to the stoichiometric mixture
fraction. Solid grey line correspond to methane-air homogeneous reactor ignition
delay time.
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DME fuel, methane addition has only a weak influence on the overall ignition delay time.

High-temperature ignition occurs within the same ‘eddy’ in both cases SF2D and DF2D,

indicating that the flow and mixing conditions at this location are somehow favourable

for early ignition. Over time, the high-temperature combustion spreads from the ignition

kernels across the stoichiometric line, whereupon edge flames are established, labelled as

‘EF’ in Figs 5.5 and 5.6. In the single-fuel cases (SF1D and SF2D) the edge flame takes

a form resembling a classical triple flame [183] with fuel-lean and fuel-rich deflagration

branches meeting with a stoichiometric diffusion flame at the flame’s leading edge. In

the dual-fuel cases (DF1D and DF2D), the diffusion flame is relatively weak and diffuse,

while the deflagrative branches are thinner and more intense. The lean-branch of the

dual-fuel edge flame eventually propagates into the lean-premixed oxidiser, completing

the ignition process. Figure 5.7 shows a well-defined structure for the OH mass fraction

distribution in mixture fraction space. The similarities of OH distribution for the single-

and dual-fuel cases suggest that the major influence of methane chemistry is in the lean

premixed branch of the edge flame, where it is the broadened towards zero mixture

fraction.

The evolution of temperature conditioned on mixture fraction space, presented in Fig.

5.8, shows that the entire mixing layer in the range 0 < ξ < 0.6 is affected by low-

temperature chemistry. After the appearance of the first ignition kernel, two distinctive

regions are observed: one corresponding to the cool-flame; and another related to the

hot-flame.

Numerous ignition kernels appear during the course of the 2D simulations leading to ad-

ditional edge flames. The simultaneous appearance of ignition kernels and edge flames

is consistent with observations in optical dual-fuel engines [181]. In both single- and

dual-fuel cases, the majority of the mixture in the vicinity of the stoichiometric iso-line

appears to be consumed by the passage of thin edge flames rather than spontaneous

ignition. The character and speed of the edge flame structures are therefore of signifi-

cant interest for understanding and modelling the transition from dual-fuel ignition to

deflagrative premixed combustion. The subsequent analysis therefore comprises three

sections focussing in turn on the influence of methane addition on the ignition behaviour,

the structure of the reaction fronts arising during the ignition-to-flame transition, and

the propagation speeds associated with these reaction fronts.
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(a) DF2D t = 0.85 ms (b) SF2D t = 0.80 ms

(c) DF2D t = 0.98 ms (d) SF2D t = 0.90 ms

Figure 5.7: OH species mass fraction conditioned on mixture fraction at different
times.

5.4.2 Ignition analysis

Figure 5.10 presents the ignition time and mixture fraction-location of all independent

ignition kernels identified in the two-dimensional cases. The dependence of homogeneous

ignition delay time on mixture fraction is also shown for the single-fuel and dual-fuel

cases, based on sets of constant-pressure ‘zero-dimensional’ homogeneous-reactor calcu-

lations, SF0D and DF0D respectively. The overall ignition delay time τign is recorded

when the temperature exceeds 1500 K and the first-stage ignition is recorded when the

mass fraction of CH3OCH2O2 exceeds 20% of the maximum value [110].

In comparison with the homogeneous ignition delay curve, molecular transport effects

in the 2D cases cause the mixture fraction location of the earliest ignition to move to

significantly richer values, from around 0.13 in the homogeneous reactor to 0.22-0.4 in the

2D cases. The earliest ignition events in the two-dimensional DNS occur at ξ = 0.268 and
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(a) DF2D t = 0.70 ms (b) SF2D t = 0.62 ms

(c) DF2D t = 0.85 ms (d) SF2D t = 0.80 ms

(e) DF2D t = 0.98 ms (f) SF2D t = 0.90 ms

Figure 5.8: Temperature conditioned on mixture fraction at different times.
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Table 5.1: Overall ignition delay times for single-fuel and dual fuel cases.

Case SF DF
τ0D [ms] 0.426 0.445
τ2D [ms] 0.593 0.658

(a) DF2D (b) SF2D

Figure 5.9: Distribution of YCH2O in mixture fraction space at t = 0.62 ms.

ξ = 0.270 with stoichiometric scalar dissipation rates of χstoich = 41.9s−1 and χstoich =

49.2s1 for cases DF2D and SF2D respectively. The stoichiometric scalar dissipation rate

of the first ignition kernels is lower than for subsequent ignition events (which involve

scalar dissipation rates up to 120s−1), in agreement with previous observations that

ignition occurs preferentially in regions with lower scalar dissipation rate [135].

Previous single-fuel DNS studies have shown that propagation of cool flames towards

richer mixture fraction promotes high-temperature ignition of fuel-rich mixture ahead

of its homogeneous ignition delay time [109, 110], as observed here also for the dual-fuel

case. In addition, chemical kinetic coupling between DME and methane fuels influences

the ignition process: previous experimental investigation of a laminar non-premixed

counterflow show that blending methane into DME fuel makes cool flames more suscep-

tible to extinction [176]. The distribution of formaldehyde (CH2O) in mixture fraction

space presented in Fig. 5.9 shows a smaller contribution of low-temperature chemistry

during the ignition process. This weakening of the low-temperature chemistry effect in

the dual-fuel case appears to be a factor contributing to the 11% extension of the overall

ignition delay time for the dual-fuel case DF2D, compared to SF2D, as reported in Table

5.1.
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Figure 5.10: Overall ignition delay time τ0D (solid lines) and first-stage igni-
tion delay time (dashed lines) as a function of mixture fraction for cases SF0D
(crosses) and DF0D (circles). Overall ignition delay times τ2D for every inde-
pendent ignition kernel in cases SF2D and DF2D are indicated by large symbols.

In contrast, the reactive methane present in the dual-fuel mixture does not signifi-

cantly affect homogeneous reactor calculations of the most reactive mixture fraction

value (ξMR ≈ 0.13) or the minimum overall ignition delay time τ0D compared to the

single-fuel case. At leaner conditions the SF0D and DF0D homogeneous ignition delay

times eventually diverge, since the oxidiser stream in the single-fuel case contains no fuel

and therefore never ignites. The insensitivity of the homogeneous-reactor ignition delay

time τ0D to the presence of reactive methane is a peculiar feature of the DME fuel that

contrasts with the significant increase of ignition delay caused by methane addition for

diesel-like fuels such as dodecane [64]. DME differs from hydrocarbon fuels such as do-

decane in that methane is a main intermediate product of low-temperature combustion

processes of DME, reducing sensitivity to the presence of background methane.

The sensitivity of the dual-fuel ignition process to molecular mixing is investigated fur-

ther through sets of single-fuel and dual-fuel one-dimensional laminar counterflow au-

toignition simulations, SFCF and DFCF, for a range of different global strain rates. The

strain rate of the counterflow simulations is parametrised in terms of the stoichiometric

mixture fraction dissipation rate in the initial unreacted flow. Ignition delay times for

SFCF and DFCF simulations are reported in Fig. 5.11 for a range of scalar dissipation

rates extending up to the critical value (χst,crit=64 s−1) beyond which no ignition was

recorded in the SFCF case. The ignition delay for the DFCF case tends to a finite value
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Figure 5.11: Overall ignition delay time for single- and dual-fuel counterflow
configurations as a function of mixture fraction scalar dissipation rate. Dashed-
lines correspond to the ignition location in mixture fraction space.

at high scalar dissipation rate since the adiabatic methane-air mixture in the oxidiser

must ignite eventually, even for very large scalar dissipation rate values.

Figure 5.11 shows that the combination of methane chemical kinetics and molecular

transport in the dual-fuel case acts to retard overall ignition, with the retarding effect of

methane chemistry becoming greater as the scalar dissipation rate increases. Given the

similar homogeneous ignition delay times for single-fuel DME and dual-fuel DME/CH4

mixtures, the increased sensitivity of the dual-fuel ignition process to fluid dynamic

strain caused by chemical interactions involving methane appears to be the leading

cause of the increased ignition delay in the quasi-turbulent DF2D case, compared to

SF2D.

5.4.3 CEMA analysis

Chemical Explosive Mode Analysis has not been applied to dual-fuel combustion pre-

viously. To aid interpretation of the CEMA results for the dual-fuel DF2D case, the

variety of combustion modes arising in dual-fuel combustion is first illustrated in one-

dimensional laminar premixed and non-premixed dual-fuel combustion examples. Figure

5.12 presents the CEMA analysis for two one-dimensional premixed combustion cases:

the first case (given by conditions at ξ = 0.01 from the DF2D case) displays little

chemical activity ahead of the flame and the second case (given by ξ = 0.03 from the
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(a) (b)

(c) (d)

Figure 5.12: Temperature and λe profile for a freely-propagating flame at dif-
ferent mixture fractions: ξ = 0.01; ξ = 0.03.

DF2D case) exhibits a distinct low-temperature combustion front ahead of the high-

temperature combustion front. The presence of the low-temperature combustion front

is indicated by the first transition of λe from positive (explosive) to negative (exhausted)

in Fig. 5.12c. Further downstream, a different CEM emerges (positive λe) before finally

being exhausted in the high-temperature reaction front. This change of the chemical

mode can arise either by a continuous rotation of the previous CEM, or by a distinct

lower-ranked mode evolving to become the most explosive mode. The different makeups

of the low-temperature CEM and the high-temperature CEMs are illustrated by the

explosion indices EI shown for OH, CH2O, OH, and temperature T in Fig. 5.12d: the

low-temperature explosive mode is most closely aligned with CH2O with a secondary

contribution from temperature, whereas the high-temperature explosive mode is most

closely aligned with temperature, with CO, CH2O and OH contributing variously as

the high-temperature explosive mode evolves.

Figure 5.13 presents CEM analysis of autoignition in the laminar mixing layer DF1D.

The variation through the flame of φω and φs, and their ratio α, is compared with the
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balance of reaction and diffusion source terms for OH mass fraction. At the instant

of high-temperature ignition (maximum temperature ≈ 1500 K at t = 0.75 ms in Fig.

5.13a), reaction source terms are dominant |α| < 1. Analysing the lean reaction front

after ignition at t = 1ms in Fig. 5.13b shows distinct low- and high-temperature fronts

of autoignitive mixture |α| < 1, separated by a region of chemically-exhausted mixture.

The ‘preheat’ layer of the low-temperature reaction front is diffusively-supported, α > 1.

In contrast, the preheat layer of the high-temperature reaction front is identified as a

local extinction region, α < −1, however this label may be misleading since the region

also corresponds to the change over between low-temperature and high-temperature

chemical modes. The distinct band of autoignitive low-temperature reaction disappears

as the reaction front propagates into the lean methane-air mixture at t = 2ms, although

the presence of an α < −1 region that is not present in classical deflagrations [241]

suggests that there is still a switch between two different CEM as the temperature rises

in the preheat layer.

The identification of the different combustion modes in DF2D provides valuable informa-

tion about the contribution of autoigniting and delagration processes on the pilot-ignited

methane-air combustion. Figure 5.14 presents contours of temperature (first column),

λe (second column) and α (third column) for different times during ignition. The first

row, corresponding to ignition delay time, presents several pockets along the rich side

of the mixing layer where the projected chemical source term is dominant. Some of the

pockets extend to lean mixtures where diffusion reverses the ignition process. Combus-

tion starts with one ignition kernel observed in the temperature field and identified by

the dark-red eigenvalue contours (most explosive). The other red pockets observed on

the combustion mode plot (first row) will eventually lead to autoignition as chemistry

evolves and mixture fraction scalar dissipation rate diminishes.

On the combustion mode indicator plot, one can see that the flame presents an autoigni-

tion behaviour until it reaches the stoichiometric mixture fraction where an edge-flame

is established with deflagrative characteristics. The propagation of the rich branch of

the edge-flame into ignition-dominated regions can affect the local displacement. An in-

teraction between pre-ignition chemistry and flame propagation into lean mixtures can

be identified by the double zero-crossing of λe indicated by the yellow isoline at λe = 0

(last row for the combustion mode contours). To summarize, the combustion process

is dominated by ignition in the rich side of the mixing layer, where the ignition kernel
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Figure 5.13: Temperature profile coloured by α and projected source terms λe
distribution for the 1D mixing layer. Black region correspond to λe < 0.

are formed. Some of those ignition regions cross the stoichiometric isosurface towards

lean mixtures but are extinguished by diffusion. The flame propagation is affected by

partially reacted fuel but overall the edge-flame and lean premixed branch present a

deflagrative structure.

5.4.4 Displacement Speed Analysis

The effects of pre-ignition chemistry on flame speed are first analysed for purely premixed

compositions at different thermochemical states corresponding to different mixture frac-

tions from the initial condition of the DF2D case. The composition was partially-reacted
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Figure 5.14: Contours of temperature, CEM eigenvalue (λe) and local combus-
tion mode.

in a constant pressure reactor for a range of different residence times, and the composi-

tion from the constant pressure reactor used as inlet boundary condition in a 1D laminar

freely-propagating flame. The methodology neglects spatial transport during the period

that the mixture is in the constant pressure reactor. Nonetheless, analysis in Chapter

4 demonstrates that this simplification has minimal effect on the resulting flame speed.

The total residence time τf is recorded as the sum of the time spent in the constant pres-

sure reactor and the residence time upstream of the flame front in the one-dimensional

laminar flame calculation.

Figure 5.15a presents the effects of residence time on displacement speed of mixtures

in the range 0.0 ≤ ξ ≤ 0.8. Propagation speeds of mixture close to the stoichiometric

mixture fraction are highly affected by low-temperature chemistry ahead of the flame.

Those effects are reduced with the increase of methane content in the mixture due to a

weaker first-stage ignition as in Fig. 4.8. Figure 5.15b shows a linear dependence of flame

speed on the progress variable ahead of the flame is observed for DME/methane blends,

as it was also for n-heptane/methane mixtures in Chapter 4. Progress variable in this
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Figure 5.15: Effect of residence time on premixed laminar displacement speed
for various mixtures from case DF2D.

case is defined in terms of temperature and Sl,0 in Fig. 5.15b corresponds to the reference

flame as residence time τf tends to zero. The linear least-square fitting for a total of

467 flames predicted a slope equal to γ = 3.981. The linear model presented in Eq.

4.8 provides valuable information with which to quantify the effect of low temperature

chemistry on propagation speed in the 1D mixing layer.

The flame propagation speed is evaluated in the turbulent case in terms of the dis-

placement speed of a scalar iso-surface representing the flame front. Due to mixture

inhomogeneity in dual-fuel combustion, a single iso-value of an individual species mass

fraction or temperature cannot adequately characterize the flame front location and

its displacement speed. Instead, the flame is tracked using an iso-surface of progress

variable defined as a function of mixture fraction by

c =
Yc − Yc,u(ξ)

Yc,b(ξ)− Yc,u(ξ)
. (5.8)

Subscripts u and b denote the burned and unburned states. In general Yc is a weighted

sum of species mass fractions. In this chapter Yc is defined by the oxygen mass fraction,

Yc = YO2 . This definition gives a monotonic variation of progress variable through

ignition and deflagaration processes for all mixture fractions of case DF2D. The progress

variable displacement speed is given by,

sd =
1

ρ|∇c|
Dρc

Dt
, (5.9)
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where D/Dt represents the substantial derivative. Noting the dependence of c on ξ, the

progress variable displacement speed can be evaluated as

sd =
1

ρ|∇c|

[
1

(Yc,b − Yc,u)

(
DρYc
Dt

− ∂Yc,u
∂ξ

Dρξ

Dt

)
(5.10)

− Yc − Yc,u

(Yc,b − Yc,u)
2

Dρξ

Dt

(
∂Yc,b
∂ξ

− ∂Yc,u
∂ξ

)
.

]
(5.11)

Defining Yc,∆ = YO2,b(ξ)− YO2,u(ξ), Eq. 5.10 can be rewritten as

sd =
1

ρYc,∆|∇c|

(
D

Dt
(ρYc)−

∂Yc,u
∂ξ

D (ρξ)

Dt
− c

∂Yc,∆
∂ξ

D (ρξ)

Dt

)
. (5.12)

The mixture fraction is defined in terms of the elemental mass fractions as in Eq. 3.28.

The density-corrected displacement speed is then evaluated as

s∗d (y) =
ρsd
ρu(ξ)

∣∣∣c = c∗, (5.13)

where ρu(ξ) is the density of unburnt mixture corresponding to the local mixture fraction

and c∗ is the progress variable value used to track the flame front. In DNS analysis the

choice of c∗ is usually based on the location of maximum heat release rate in a laminar

flame. The progress variable at the location of peak heat release in laminar flames across

the range of flammable mixture fractions for case DF2D lies in the narrow range between

0.7 < ξ < 0.85. In this Chapter displacement speed is reported for a particular progress

variable value, C∗ = 0.8.

Equation 5.13 has been verified by comparing its predictions with a finite difference

evaluation of the flame speed calculated by tracking the position of the c∗ iso-surface and

the local velocity over time in a one-dimensional case (DF1D). To validate the decision

to track a c∗ iso-surface, displacement speed has also been calculated for a 1500K iso-

surface, which is a common choice for analysis in premixed flames. A limitation of using

a constant temperature value is that the reference point moves within the flame as it

propagates through mixture fraction gradients. In contrast, use of a progress variable

threshold reduces this movement and, given that the flame is typically very thin, results

are not sensitive to the exact value of c∗.

Figure 5.16 presents the evolution of displacement speed using different methodologies to

compute sd. No flame speed is recorded until the progress variable or temperature reach
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the respective tracking values (0.8 and 1500K respectively). At the location where these

tracking values are first reached, the progress variable gradient is zero, giving an infinite

flame speed at the centre of the ignition kernel. The flame speed subsequently reduces

to a value on the order of the reference laminar flame speed, as expected for deflagrative

combustion fronts. Based on the temperature ignition threshold of 1500K, ignition

occurs first in rich mixture. The displacement speed passes through a local maximum

as it propagates through stoichiometric before reducing again as the flame propagates

through increasingly lean mixture. There is reasonably close agreement between the

temperature and progress variable-based displacement speeds, possibly because the flame

remains relatively thin during the combustion process. However the flame speed deviates

from the reference laminar flame speeds expected based on the local mixture fraction

values. Three main mechanisms for this difference in flame speed are considered:

1. Pre-ignition chemistry: The flame propagates into a partially reacted pre-ignition

mixture and heat and radicals produced by first stage ignition enhance the prop-

agation speed;

2. Unsteadiness: The flame develops over time and its flame speed is affected by its

history (e.g. due to being thinner or thicker than the steady-state laminar flame

thickness); and

3. Stratification: The equivalence ratio varies across the flame and the radical and

thermal pool diffusing into the flame from the product side may offer enhanced

‘back-support’, as analysed by Richardson et al. [177, 180].

In order to evaluate the effects of pre-ignition chemistry, unsteadiness and stratification,

the flame speeds given by the reference laminar premixed flame speed sl(ξ) (i.e. without

pre-ignition chemistry) and the laminar premixed flame speed based on the thermochem-

ical state one thermal thickness ahead of the flame sf (as given by Eq. 4.8) are presented

in Fig. 5.16. sl(ξ) is evaluated based on the mixture fraction value where temperature

reaches 1500 K in the flame front. For richer mixtures (ξ > 0.1) the flame speed is sig-

nificantly affected by ignition reactions upstream of the flame, even where the domain

length upstream of the flame is a matter of a few flame thicknesses, therefore there is

no well-defined freely-propagating flame for the richer mixtures and these laminar flame

speed values should be treated only as indicative values. While these richer mixtures
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Figure 5.16: Evolution of displacement speed in the one-dimensional mixing
layer. Mixture fraction at the flame is represented by the solid blue line.

are primarily of interest due to their role in ignition, rather than flame propagation,

the observed dependence on residence time highlights the role of pre-ignition chemistry

in the enhancement of flame speed under the present conditions. The differences be-

tween sl(ξ) and sf for lean mixtures are due to low temperature chemistry, whereas the

stratification and unsteadiness effects are quantified by the difference between sf and

s∗d. Stratification and unsteadiness effects during the early stages of flame propagation

have a significant effect on displacement speed, with s∗d assuming values below sl(ξ) even

though the propagation is in a partially reacted region. The difference between sl(ξ)

and sf reaches its maximum around the stoichiometric mixture fraction and decreases

as the total equivalence ratio is reduced. The constant in Eq. 4.8 goes up to 4.8 if only

the stoichiometric flame was considered. However, a significant enhancement is observed

until ξ ≈ 0.005, the differences between sl and sf at 1 ms for the 1D mixing layer are

still substantial: sl = 15.7m/s and sd = 22.2cm/s.

Figure 5.17 presents the displacement speed conditioned on mixture fraction at the

flame for all simulation time after ignition in case DF2D. The displacement speeds

are generally of the same order of magnitude as the laminar flame speed, indicating

that fuel consumption during pilot burn out (ξ > 0.0) is dominated by deflagrative

propagation, as observed in the CEMA analysis. However, the displacement speeds are

typically 30% or more greater than the laminar flame speed values. The flame front in

this simulation is weakly turbulent and there are no instances where strain or curvature

cause the displacement speed to fall below the laminar value. The conditionally averaged

displacement speed ⟨s∗d|η, c = c∗⟩ is comparable to the displacement speed obtained from
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Figure 5.17: Displacement speed conditioned on mixture fraction.

the one-dimensional mixing layer sd,1D. Thus, on average displacement speed is not

affected by turbulent effects (strain or curvature).

In lean mixtures, the maximum flame speed that would be expected to arise due to back-

support would be the stoichiometric flame speed. Since the flame speeds in lean mixtures

here exceed the stoichiometric laminar value, back support is not a sufficient explanation

for the increased flame speed. The data therefore suggest that the displacement speed

is significantly affected by release of heat and radicals by from pre-ignition reactions of

the pilot fuel.

Figure 5.18 presents contours of heat release rate at four times. Red dots indicate

locations where the local displacement speed exceeds the reference laminar flame speed

by at least 30%, i.e. sd > 1.3sl. Flame curvature is observed to be important in some

regions where the mixing layer is distorted by turbulence. However, a great number of

lean flames propagating with 30% above the laminar flame speed are located in regions

with negligible curvature and therefore their increased propagation speed is attributed to

pre-ignition chemistry and unsteadiness/stratification. The folding of the stoichiometric

mixture fraction surface, similar to observations in Sripakagorn et al. [212], contributes

to the increased displacement speed predicted for ξ ≈ 0.08 at t = 0.90 ms (Fig. 5.18b).

Flame-flame interaction, generally occurring when two different edge flames connect, is

also observed to contribute to an increase in flame speed at 0.95ms (Fig. 5.18c).
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(a) t = 0.85 ms (b) t = 0.90 ms

(c) t = 0.95 ms (d) t = 0.98 ms

Figure 5.18: Location with sd > 1.3sl

Examination of the CEMA results (right column of Fig. 5.14) at locations where elevated

displacement speeds are indicated in Fig. 5.18 shows numerous instances where the

elevate propagation speed of lean reaction fronts is associated with a band of ‘exhausted’

fluid ahead of the flame (the boundary between explosive and exhausted fluid is indicated

by thick yellow lines). The occurrence of a band of exhausted fluid ahead of the high-

temperature reaction front is characteristics of flame propagation into the products of a

cool flame for ξ = 0.03 in Fig. 5.12. This connection between enhance flame speed and

the presence of pre-ignition chemistry effects emphasises the importance of pre-ignition

chemistry in the deflagrative combustion of the pilot fuel region.

5.5 Conclusion

Dual-fuel methane-DME combustion is analysed using DNS with realistic multi-step

chemistry at relevant engine conditions. The contributions of methane chemistry on the

ignition process were identified by replacing CH4 by an inert chemical species with the

same thermochemical properties. Methane addition has limited chemical effect on the

ignition of homogeneous mixtures, but it substantially increases the mixture sensitivity

to molecular transport, so that turbulent mixing significantly retards the DME ignition

process. This phenomenon has not been identified in previous studies considering the
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effect of methane addition on ignition of typical diesel surrogates, such as dodecane, pos-

sibly because ignition of non-oxygenated hydrocarbons already shows a strong sensitivity

to methane addition in homogeneous reactors. This effect is captured qualitatively by

counter-flow flamelet calculations with fixed scalar dissipation rates, however unsteady

scalar dissipation rate solutions or other models may be required in order to obtain

quantitatively accurate predictions of the ignition process.

Following the formation of ignition kernels, the combustion process transitions into

poly-brachial flame structure with low temperature chemistry, diffusion and deflagra-

tion branches. The projected chemical and diffusion source terms analysis revealed a

complex combustion process in which most of the inhomogeneous mixture is consumed

by deflagration.

The analysis of displacement speed revealed a large scatter in the two-dimensional sim-

ulation. The different aspects of flame speed enhancement were analysed with the aid

of simpler one-dimensional laminar mixing layer calculation. A strong influence of pre-

ignition chemistry for all range of inhomogeneous mixtures is observed. Stratification

effects can also have a significant impact on regions with large gradients of mixture frac-

tion. Considering the turbulence levels used, curvature had a minor effect on the overall

displacement speed of the flame.

From the modelling perspective, the DME/methane-air dual-fuel combustion require-

ments are: detailed chemistry to predict the kinetic interaction between the different

fuels; the turbulence-chemistry interaction during ignition in order to capture the re-

sponse of the fuel blends to scalar dissipation rate; a general approach that is not tai-

lored to premixed or non-premixed combustion; the capability to capture the different

mechanisms affecting displacement speed, in particular stratification and pre-ignition

chemistry.



Chapter 6

DCMC-based modelling for the

joint mixture fraction-progress

variable pdf in partially-premixed

combustion

The joint-probability density function is a key ingredient for Double Conditional Mo-

ment Closure modelling. There is no theoretical support for the common assumption

that mixture fraction and progress variable are statistically-independent. This chapter

investigates a new ‘age-based’ method proposed by Dr E.S. Richardson for modelling

the statistical dependence of mixture fraction and progress variable in partially pre-

mixed combustion systems, such as dual-fuel engines. The new approach is motivated

by the insight that the evolution of the chemical state and hence the form of the scalar

pdf is shaped by the reaction-diffusion dynamics in the combustion system. The Dou-

ble Conditional Moment Closure solution for a combustion system contains information

about the reaction-diffusion dynamics for that system, and the new method provides

improved modelling by making use of this information. In this chapter, Direct Numer-

ical Simulation data provided by Sandia National Laboratories for three very different

partially-premixed combustion modes are used in order to investigate the validity of the

new modelling approach.

97
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6.1 Introduction

Partially-premixed combustion is commonly modelled with reference to the mixture frac-

tion ξ and progress variable c. Information about the joint probability density function

(pdf) of ξ and c may be used to improve modelling of average or filtered reaction rates

needed in Reynolds Averaged or Large Eddy Simulations (LES) of turbulent combustion.

In the absence of more accurate simple models for the statistical dependence of mixture

fraction and progress variable, a common approach in presumed-pdf modelling is to as-

sume statistical independence, even though the hypothesis of statistical independence

cannot be strictly exact [229]. For example, DNS of a lifted autoigniting jet flame shown

in Fig. 6.1 displays clear bands of correlation between mixture fraction and progress

variable. The presence of correlation proves that mixture fraction and progress variable

cannot be statistically independent. Even in locations where there is no correlation, for

example at the location indicated by the star in Fig. 6.1, scatter plots of mixture frac-

tion and progress variable, for example Fig. 6.2, exhibit structure that is indicative of

statistical dependence. Previous attempts to incorporate information about correlation

into modelling for the joint ξ-c pdf, for example using the Plackett copula [50], have not

seen any significant uptake. This may be because use of approaches like the Plackett

copula have no physical justification and typically increases complexity significantly –

Darbyshire and Swaminathan [50] advocate a copula approach requiring five input mo-

ments (i.e. two means, two variances and one correlation) – and improved accuracy has

not been demonstrated adequately. Moreover, the Plackett copula describes diagonal

dependence structures as seen in Fig. 6.3, which is a limitation when compared to the

complex distributions such as presented in Fig. 6.2. The goal of this chapter therefore

is to test a new physics-based concept for modelling the joint-pdf with an equal or lower

number of input moments, compared to common independent joint-pdf approaches (e.g.

requiring two means and two variances).

Mixing of fuel and oxidiser is characterised in terms of the fuel mixture fraction ξ, as

defined by [15]. Reaction progress is characterised by progress variable c defined as

c =
Yc − Yc,u (ξ)

Yc,b (ξ)− Yc,u (ξ)
. (6.1)

Here, the simple specification Yc = YCO2 + YH2O + YCO + YH2 is adopted consis-

tently across the different combustion cases investigated, noting that this combination
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Figure 6.1: Colour maps of correlation (left) and instantaneous OH mass frac-
tion (right) for a lifted autoigniting jet flame [247].

Figure 6.2: A scatter plot of data from the position indicated by a star at
x = 7H, y = −1H in Fig. 6.1 in a lifted autoigniting jet flame from Ref. [247].

Figure 6.3: Examples of Plackett copula distribution with the given odds param-
eter θ and uniform marginal distributions. Plots range from perfectly negative
correlation (far left) to perfectly positive correlation (far right) [137].
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of species, or the subset YCO2 + YCO, have proven satisfactory in previous analyses of

these and similar combustion cases [101, 116, 147].

In this chapter differences in the joint-pdf modelling are assessed by evaluating their

impact on evaluation of the unconditional reaction rate source term of progress variable.

˜̇ωc =

∫ 1

0

∫ 1

0
⟨ω̇c | η, ζ⟩P̃ξ,c (η, ζ) dηdζ (6.2)

where η and ζ are the sample-space variables for mixture fraction and progress variable

respectively, and ⟨. | η, ζ⟩ is the double-conditional Favre average.

6.2 Analysis

6.2.1 DNS data

Three DNS data sets illustrated in Fig. 6.4 are analysed involving: (1) equivalence

ratio-stratified flame propagation [180], (2) non-premixed autoignition [247], and (3)

partially-premixed extinction and reignition [116]. All cases were simulated with the

Sandia DNS code S3D [41]. Full details of the respective DNS datasets are provided in

the articles referenced.

Equivalence ratio-stratified flame propagation data from two turbulent slot Bunsen flame

configurations are analysed. The first configuration (case C4 in Ref. [180]) has a stoi-

chiometric jet issuing into an infinite coflow of φ = 0.41 products and the second config-

uration (case C4 in Ref. [180]) has a φ = 0.41 jet issuing into an infinite stoichiometric

coflow. Data are presented on a cross-plane at one half of the domain height. Non-

premixed autoignition data for a diluted ethylene slot jet issuing into a highly-heated

coflow of air [247] are presented on a cross-plane at three different heights: 6H, 7H and

12H. Data for the temporally-evolving jet of Lignell et al. [116] at two times: at t = 0.11

and 0.26 ms , representing instants during extinction and re-ignition, respectively, with

approximately 50% of the stoichiometric flame surface extinct [116]. For the planes or

times analysed, data are presented versus the statistically inhomogeneous cross-stream

y-direction.
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Figure 6.4: Illustration of the three partially-premixed DNS data sets exam-
ined in this study: Left: Equivalence ratio-stratified slot Bunsen flame (volume
rendering of heat release coloured); Centre: non-premixed temporal planar jet,
(temperature field and stoichiometric iso-surface); Right: lifted autoigniting slot
jet (volume rendering of OH mass fraction field).

6.2.2 Reaction rate closure

The practical impact of the statistical dependence between mixture fraction and progress

variable is assessed a priori based on Direct Numerical Simulation data by evaluating

the Favre-mean reaction rate ˜̇ωc using the first-order double-conditional moment closure

(DCMC) approach, given in Eq. 6.2, testing different models for the joint-pdf P̃ξ,c (η, ζ).

The joint-pdf is modelled (i) using the empirical pdf from the DNS; and combining

the empirical mixture fraction pdf with (ii) a δ-function pdf for progress variable; (iii)

an independent β-pdf for progress variable; and (iv) with progress variable dependence

given by the new age-generated joint-pdf, Eq. 6.6.

6.2.3 Reference flame solutions

The empirical data provided by the various DNS does not span the full ξ-c space and

therefore cannot be used to evaluate all of the different joint-pdf models compared in

this work. In order to obtain reaction source terms across the full ξ-c space, DCMC

solutions are calculated for each DNS case. It is emphasised that the objective of this

analysis is to assess the validity of the joint-pdf models rather than the accuracy of

DCMC modelling, or of any other model for reaction rates, however the DCMC solution

does yield close agreement with conditionally-averaged reaction rates in each DNS case.
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Since the same double-conditional reaction rates are used to compare all of the different

joint-pdfs (including the empirical joint-pdf), this approach provides a direct measure

of the influence of the different joint-pdf models.

The stand-alone DCMC approach set out in Chapter 3 is employed to generate the

reference flame solutions. The unburnt conditions at ζ = 0 are specified according to

linear mixing of species mass fractions and enthalpy between two reactant streams at

η = 0 and 1. The burnt condition is defined in this study as the chemical equilibrium

state for a given mixture fraction in the absence of transport effects. The composition

of the two reactant streams corresponds to the various DNS cases introduced in 6.2.1.

Thermochemical models are identical to the DNS cases. Due to the absence of radiative

heat losses or differential diffusion in the DCMC equation, total enthalpy remains a

constant linear function of mixture fraction for all ζ, therefore conditional enthalpy is

not solved in the DCMC calculation. Modelling for the conditional scalar dissipation

rates is introduced in the following sub-section.

The DCMC equations are implemented in an in-house Fortran code and solved by time

marching to a steady state solution using the DVODE stiff ordinary differential equation

solver [27]. The computation uses a structured Cartesian grid. In order to achieve grid-

independent solutions, 101 uniformly-space grid points are used in the η and ζ directions,

with the η grid clustered around the stoichiometric mixture fraction for non-premixed

cases and is uniform for the stratified Bunsen flame case [180].

6.3 Fluid-age solution

The concept underlying the age-generated joint-pdf may be understood by first consid-

ering the established Lagrangian-flamelet approach [165] applied to autoigniting non-

premixed systems illustrated in Fig. 6.5: As the initially-unburnt flamelet undergoes

autoignition the progress variable evolves at a different rate at each value of mixture

fraction, thereby providing a model for the dependence of progress variable on mixture

fraction at each point in time. The progress variable-mixture fraction dependence reflects

the reaction and scalar dissipation dynamics of the flamelet. The joint ξ-c distribution

implied by the Lagrangian flamelet corresponds to a single flamelet residence time or
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Figure 6.5: The progress variable in an unsteady flamelet solution for an au-
toigniting non-premixed flame at regular time intervals. A single-time solution
is highlighted in red, and a constant c line corresponding to taking a delta-
function for c is shown as a blue horizontal line.

Lagrangian flamelet age [200]. This contrasts with the unrealistic ξ-c distribution that

would be given by taking a single value for c (i.e. the blue line in Fig. 6.5).

The Lagrangian-flamelet approach is not immediately applicable to partially-premixed

combustion involving, for example, flame propagation. Instead, the age-generated joint-

pdf approach is constructed using two-dimensional flamelet solutions or DCMC solutions

in ξ-c space. Instead of tracking flamelet age in a Lagrangian manner, a fluid age variable

is solved within the DCMC calculation. The fluid age is defined by the transport equation

[65]
∂a

∂t
+ u.∇a =

1

ρ
∇ (ρD∇a) + 1. (6.3)

While the DCMC solution for thermochemical state evolves towards a steady state if

the dissipation rate models are constant, the conditionally-averaged age Qa = ⟨a | η, ζ⟩

given by solving Eq. 3.44 with ωa = 1 (as per the source term in Eq. 6.3) is not steady,

since the combustion wave propagates through the age field of the underlying mixture.

However, if the combustion wave itself is steady, the relative age field taken in a frame

of reference attached to the steady-state flamelet, given by Qâ = Qa − Qa (ηref , ζref ),

does evolve towards a steady state. Therefore the Qâ solution field is used as the basis

for modelling the joint-pdf.

For a system with strictly zero reaction rate in the unburned mixture (as required

in the classical description of a freely-propagating deflagration) the relative age value

tends to inf at ζ = 0 and +inf at chemical equilibrium, ζ = 1. For an autoignitive

system with non-zero reaction rate at ζ = 0 the relative age remains finite at ζ =

0. The numerically discretised DCMC equation for Qâ (Eq. 3.44) is solved at the

ζ boundaries and zero-gradient boundary conditions are applied to Qâ at η = 0 and
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1. While the mathematical solution for Qâ is indefinite at at least one ζ boundary, the

discretised approximation to the equation, with appropriate modelling for ⟨Nc | η, ζ⟩ and

appropriate numerical discretisation of the diffusive transport at the boundary, remains

finite and shows convergence (the relative age field over the majority of progress variable

space is converged with a relatively course grid spacing (e.g. ∆ζ ≈ 0.01), while the age

gradients and boundary values move further from zero as the near-boundary grid spacing

is reduced therefore the age iso-lines used to construct the age-generated pdf are not

affected by incomplete resolution at c −→ 0 and c −→ 1). A one-sided second order

approximation for the second derivative with respect to progress variable is employed at

the ζ boundaries.

In this study, the model for ⟨Nc | η, ζ⟩ is based on the combustion structure of a freely-

propagating laminar flame. The evolution of progress variable c and age a in a laminar

premixed flame is presented in Fig. 6.6. The first derivative of progress variable is illus-

trated by the red shade in the figure. In the age distribution it is assumed a constant

density throughout the flame, therefore a constant slope for a and consequently a con-

stant age dissipation rate Na. Assuming that Nξa = 0, the progress variable dissipation

rate can then be modelled in terms of age as

⟨Nc | η, ζ⟩ = Na

(
∂Qâ

∂ζ

)−2

(6.4)

c

a

Figure 6.6: Structure of a laminar freely-propagating flame. Distribution of
progress variable c; age a; and first derivative of progress variable in red.

Due to the finite difference approximations employed, ∂Qâ/∂ζ and hence ⟨Nc | η, ζ⟩

are non-zero and finite at the ζ boundaries. The Modelling for the mixture fraction
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dissipation is less critical and the simple Amplitude Mapping Closure [149] approach is

adopted in each case.

The values Na and Nξ,0 are chosen in order to obtain ⟨Nc | η, ζ⟩ and ⟨Nξ | η, ζ⟩ profiles

approximately matching the peak conditionally-averaged scalar dissipation rates ob-

served at the relevant time or cross-stream plane of the various DNS data sets. Results

presented here employ a simple model for cross dissipation based on limiting possible

scenarios for the alignment between mixture fraction and progress variable gradients:

⟨Nξ,c | η, ζ⟩ = 0 . More advanced specifications are possible for the conditional scalar

dissipation rates. However the focus of the present Chapter is on demonstrating a new

overall methodology for modelling joint-pdf shapes, rather than development of predic-

tive conditional scalar dissipation rate modelling.

6.3.1 Age-generated joint-pdfs

The simplest age-generated joint-pdf assumes that the joint ξ-c pdf corresponds to a

single Qâ = âiso iso-surface in the DCMC solution. Providing a value for the mean

progress variable and a model for the ξ marginal pdf, the value of aiso is determined

iteratively from the relation

c̃ =

∫ 1

0

∫ 1

0
ζ.δ (Qa − aiso) P̃ξ (η) dη.dζ. (6.5)

Having determined âiso, mean reaction rates and other moments can be generated using

P̃ξ,c(η, ζ) = δ (Qâ − âiso) P̃ξ. (6.6)

Employing a β-function for the ξ marginal pdf, the age-generated joint-pdf requires a

minimum input of only three moments: mean and variance of mixture fraction and mean

progress variable.

6.4 Results

The age-generated joint-pdf is presented and predictions of the unconditional reaction

rate given by Eq. 6.2 are compared to against those from the empirical ξ-c distribution,

the delta-function progress variable distribution, and β-function marginal distribution.
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(a) (b)

Figure 6.7: Multi-dimensional flamelet solution for the stratified C4 conditions.
(a) Qa isolines; (b)⟨Nc | η, ζ⟩ given by Eq. 6.4.

The results indicate that the empirical ξ-c distributions in these diverse partially pre-

mixed turbulent flames evolve approximately in line with iso-contours of the relative age

variable. While the β-function provides an acceptable model for the mixture fraction

marginal distribution, it is a poor model for the range of different progress variable pdf

shapes observed. The delta-function also gives a poor approximation to the progress

variable marginal pdf. The implication is that the simple 3-parameter model for the

joint pdf given by a presumed β-function pdf mapped onto a single value of conditional

age provides an improved description of the joint-pdf compared to the 4-parameter inde-

pendent β-function approach, or the 3-parameter β-mixture fraction and delta-progress

variable approaches.

6.4.1 Stratified flame

Figure 6.7 illustrates the multi-dimentional flamelet solution of Qa and Nc for the strat-

ified flame, with Nc modelled using Eq. 6.4 . Typically, the maximum gradient of a

premixed stoichiometric flame occurs at c ≈ 0.6 (ξ = 1.0 in the figure) and moves to

greater c values with smaller magnitude as the flame gets leaner, as is correctly captured

by the new model for Nc.

The use of the age solution to model the joint-pdf is illustrated for two different points

in the cross-stream y-direction, shown in Fig. 6.8. The empirical joint-pdf is illustrated

by ξ-c scatter showing a definite statistical dependence between ξ and c that can be

described as ‘s’-shaped, similar to the shapes predicted in Fig. 6.7a. The δ-pdf corre-

sponding to the local mean progress variable is shown as a horizontal blue line. The
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(a) iy = 81 (b) iy = 151

Figure 6.8: Stratified case C4 x=6H, y=0.5H. Main plot: joint ξ-c distribu-
tion (black scatter), progress variable reaction rate (coloured contours), mean
progress variable (horizontal blue line), Qâ = âiso (red line). Sub-plots: empiri-
cal marginal pdfs (black curves) and fitted β distributions (red) for ξ (top) and
c (right).

age-generated-pdf given by Eq. 6.6 is shown as a red curve. Marginal pdfs for mix-

ture fraction and progress variable are also shown at the top and side of the plot. It

is clear that the age-generated pdf captures the shape of the empirical pdf accurately,

passing through the middle of the scatter. In contrast, the δ-pdf completely fails to

describe the shape of the joint-distribution and instead attributes probability to regions

of composition space that are not present in the DNS data.

The correct modelling of the DNS empirical distribution given by the age-generated ap-

proach is further demonstrated by the prediction of the mean progress variable reaction

rate in Fig. 6.9, where the approximations for the c-pdf are compared with the empirical

pdf obtained from the DNS. The age-based pdf clearly presents the closest agreement

with the empirical-pdf.

6.4.2 Non-premixed temporal jet

The extinction and reignition case involves complex flame physics where partially-

premixed flame propagation and/or non-premixed flames interact depending on the de-

gree of extinction [116]. The results presented here correspond to two different times

from Case 2 in Lignell et al. [116]: initially the percentage of the stoichiometric flame

surface that is burning decreases due to localised extinction and at 0.11 ms the per-

centage of the stoichiometric isosurface that is burning drops below 50 %; the flame
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Figure 6.9: Stratified case x = 6H: prediction of mean progress variable reaction
rate for various c-pdf models.

(a) t = 0.26 ms (reignition) (b) t = 0.11 ms (extinction)

Figure 6.10: ⟨Qa | η, ζ⟩multi-dimensional flamelet solution for the non-premixed
temporal jet.

reaches the minimum burning rate of 34% of the stoichiometric surface area before re-

covering and passing through 50% again at 0.26 ms. The times 0.11 ms and 0.26 ms

therefore are representative of the extinction and reignition processes respectively. At

0.11 ms the stoichiometric mixture experiences scalar dissipation rate above the critical

extinction value, ⟨Nξ | η = 0.5⟩ext = 3587s−1, whereas, as expected, the during reig-

nition ⟨Nξ | η = 0.5⟩ < ⟨Nξ | η = 0.5⟩ext. The DCMC solutions were performed with

⟨Nξ | η = 0.5⟩ = 2⟨Nξ | η = 0.5⟩ext and ⟨Nξ | η = 0.5⟩ = ⟨Nξ | η = 0.5⟩ext/2 in order to

illustrate how extinction and reignition conditions respectively affect the shape of the

solution for Qâ. Figure 6.10 presents the conditional age distribution ⟨Qa | η, ζ⟩ for the

two scalar dissipation rates used. The age contours for the extinction case exhibit a

broadly ‘v’-shaped dependence, since the initially burning mixture undergoes extinction

first in the region of the stoichiometric mixture fraction (due to the high diffusion rates

near to the reaction front).
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(a) t = 0.26 ms (reignition) (b) t = 0.11 ms (extinction)

Figure 6.11: Prediction of mean progress variable reaction rate for various c-pdf
models.

The prediction of the mean progress variable reaction rate presented in Fig. 6.11 shows a

minor improvement of the age-based pdf compared to the delta function for c. However,

the independent β-pdf for progress variable gives overall a better agreement with the

empirical joint-pdf. Figure 6.12 shows that âiso gives a good description of the DNS

joint ξ-c distribution, nonetheless the assumption of a delta function for relative age

δ (Qâ − âiso) does not capture the large fluctuations around âiso.

6.4.3 Non-premixed autoignitive lifted flame

The ethylene slot jet presented in Ref. [247] corresponds to a lifted flame stabilised by

autoignition at 5.8 jet widths (H) from the inlet, as illustrated in Fig. 6.1. The first

ignition kernels occur on the lean side of the mixing layer at low scalar dissipation rate

and are followed by a stable flame downstream. Lean mixtures present a positive cor-

relation whereas rich mixtures have negative correlation and the stoichiometric mixture

fraction, represented by the black solid line in figure, clearly separating the transition

between negative to positive correlations. This correlation structure derives from the

fact that, in this case, the progress variable increases fastest close to the stoichiometric

composition, resulting in an ‘n’-shaped dependence structure, as seen in Fig. 6.2.

The DCMC reference solutions were computed using cross-stream conditionally-averaged

scalar dissipation rate amplitudes equal based on the DNS data at 6, 7 and 12H from

the inlet.
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(a) t = 0.26 ms; iy = 101 (b) t = 0.26 ms; iy = 111

(c) t = 0.11 ms; iy = 101 (d) t = 0.11 ms; iy = 111

Figure 6.12: Non-premixed temporal jet. Main plot: joint ξ-c distribution (black
scatter), progress variable reaction rate (coloured contours), mean progress vari-
able (horizontal blue line), Qâ = âiso (red line). Sub-plots: empirical marginal
pdfs (black curves) and fitted β distributions (red) for ξ (top) and c (right).

were approximated to be the same for the heights close to the stabilization point 6H and

7H. The third cross-plane 12H corresponds to a location far from the stabilization point

where mixture fraction dissipation rates are lower, therefore the DCMC solution was

obtained for lower mixture fraction scalar dissipation rate. The three modelling options

for the conditional cross-dissipation are considered here: ⟨Nξ,c | η, ζ⟩ = [−1; 0; 1]s−1.

Figure 6.13 presents the prediction of mean progress variable reaction rate for various

c-pdf models and two different domain heights: 6H and 7H. The delta function for c

and the age-based pdf computed with negative and zero cross-dissipation tend to over

predict the reaction source term for both heights. A significant improvement on the

predictions of reaction rate is observed for 6H (Fig. 6.15a) when the age-based pdf is

obtained using positive cross-dissipation ⟨Nξ,c | η, ζ⟩ = 1. The better agreement with

the empirical pdf is in accordance with the positive ξ-c correlation for the lean mixture in
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(a) 6H (b) 7H

Figure 6.13: Prediction of mean progress variable reaction rate for various c-pdf
models at two different cross-planes.

the stabilization point presented in Fig. 6.1. The flamelet solution using positive cross-

dissipation could not be used to obtain the mean progress variable reaction rate at 7H

because the conditional Qa distribution above c̃ = 0.2 did not have the shape similar to

the joint ξ-c distribution from the DNS. Therefore, the independent β-pdf for c provides

the best agreement with the empirical joint-pdf for the cross-plane at 7H. Figure 6.14

illustrates the computed age-based pdf using different cross-dissipation and the ξ-c joint

distribution at iy = 251 (refer to Fig. 6.13) for the cross-plane 6H. The age-based pdf

obtained using negative cross-dissipation is not able to capture the ξ-c distribution with

reasonable degree of accuracy as for the zero cross-dissipation. However, the solution

using ⟨Nξ,c | η, ζ⟩ = 0 also over predicts the mean reaction rate due to a shift in the

peak of Qa to a region with large reaction rates.

Figure 6.15 shows that the age-based pdf provides an improved prediction of the mean

reaction rate compared to the delta function for c for the cross-plane at 12H, however a

poor prediction observed for all c-pdf models tested. At around iy = 151 (Fig. 6.15), the

reaction rate is over predicted approximately by a factor of 3. Nonetheless, Fig. 6.16

shows that the age-based pdf provides a reasonable prediction of the ξ-c distribution

up to ξ ≈ 0.3 when it sharply drops to c = 0 and passes through the region with

maximum progress variable reaction rate. Further investigation regarding the model for

the conditional scalar dissipation rates is beneficial in order to improve the accuracy of

the new approach for the statistically dependent c-pdf.
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(a) ⟨Nξ,c | η, ζ⟩ = −1 (b) ⟨Nξ,c | η, ζ⟩ = 0

(c) ⟨Nξ,c | η, ζ⟩ = 1

Figure 6.14: Non-premixed lifted flame at iy = 251. Main plot: joint ξ-c distri-
bution (black scatter), progress variable reaction rate (coloured contours), mean
progress variable (horizontal blue line), Qâ = âiso (red line). Sub-plots: empiri-
cal marginal pdfs (black curves) and fitted β distributions (red) for ξ (top) and
c (right).

Figure 6.15: Prediction of mean progress variable reaction rate for various c-pdf
models at two different cross-planes.
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Figure 6.16: Non-premixed lifted flame at iy = 151 and 12H. Main plot: joint ξ-c
distribution (black scatter), progress variable reaction rate (coloured contours),
mean progress variable (horizontal blue line), Qâ = âiso (red line). Sub-plots:
empirical marginal pdfs (black curves) and fitted β distributions (red) for ξ
(top) and c (right).

6.5 Conclusion

Mixture fraction and progress variable are statistically-dependent across the spectrum

of partially-premixed combustion modes. Qualitatively different ‘s’-, ‘v’- and ‘n’-shaped

dependence structures appear due to the reaction-diffusion dynamics of the different

combustion modes, and these dependence structures cannot be described by the Plackett

family of copulas which can only model diagonal dependence structures. A new ‘age-

based’ approach for modelling the joint-pdf is tested, using the DCMC solution to take

account of the reaction-diffusion dynamics of the different flame types. A version of the

approach that uses only three input moments is tested and compared with results based

on the assumption that mixture fraction and scalar dissipation rate are statistically-

independent.

While the β-function provides an acceptable model for the mixture fraction marginal

distribution, it is not able to capture the range of different progress variable pdf shapes

observed. Using the δ-function pdf for progress variable gives a poor approximation

to the progress variable marginal pdf. The age-based approach correctly predicts the

qualitatively-different dependence structures in each of the DNS cases considered, follow-

ing the centroid of the DNS scatter across mixture fraction space. Further development

of the age-based approach could be made in order to account for the scatter around

the centroid, for example by taking a Gaussian or top-hat distribution for the age vari-

able in order to also match the progress variable variance. Even with only three input

moments, the age-based approach gives the best reaction rate predictions of any of the
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joint-pdf models considered, however it is noted that a priori testing of models can be

misleading, since the model for the moments (taken from the DNS) is not consistent

with the reaction rate predictions (from the DCMC model and the modelled joint-pdf).

Therefore a posteriori testing in LES or RANS is needed to confirm the validity of the

age-based approach. However, correct prediction of the dependence structure across a

wide range of combustion conditions suggests that the physical basis for the age-based

approach is correct and that the improvement in predictions is achieved by considering

the reaction-diffusion dynamics particular to each case. While the DCMC solution itself

is relatively insensitive to the mixture fraction-progress variable cross dissipation, the

predicted joint-pdf shows significant sensitivity to cross dissipation and further investi-

gation of its modelling is recommended.



Chapter 7

Hybrid modelling of dual-fuel

combustion

This chapter formulates and tests a hybrid model for dual-fuel combustion. The hy-

brid model combines Conditional Moment Closure (CMC) modelling, accounting for

the autoignition of the n-heptane spray, with the G-equation model describing the sub-

sequent flame propagation. The modelling is tested against previous measurements of

dual-fuel methane/n-heptane combustion in a Rapid Compression-Expansion Machine

experiment [193]. The CMC/G-equation approach for dual-fuel combustion was first

proposed Schlatter [194], where the CMC model was used only to determine the igni-

tion delay time and location. The new implementation, however couples the models to

account for the heat release from both fuels and can be used for the full range of fuel

substitution, from pure diesel to pure natural gas engines. The new laminar flame speed

model developed in Chapter 4 was also implemented within the G-equation model.

7.1 Introduction

Development and validation of advanced simulation methods capable of describing the

full range of phenomena in dual-fuel engines has been hindered by the limited availability

of fundamental validation data for conditions relevant to pilot-ignited dual-fuel engine

operation. A number of experimental studies in recent years focus on dual-fuel engine

115
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performance and emissions [4, 5, 106], however it is difficult to extricate fundamental in-

formation about complex dual-fuel combustion processes from such investigations. How-

ever, a smaller number of experimental studies have provided more detailed information

concerning dual fuel combustion physics, for example using pressure evolution analysis

together with optical methods for detecting flame temperature and soot formation in

a rapid compression machine (similar to the one described below) [115, 186], or using

endoscopic techniques to acquire the luminosity of the combustion [35, 186]. The numer-

ical developments in the present study are validated with respect to recent experimental

work by Schlatter et al. [195] that investigated spray autoignition and combustion of

an n-heptane pilot spray in a methane-containing atmosphere and the subsequent flame

propagation into the premixed charge. The investigation measured high speed imaging of

OH chemiluminescence, filtered OH and CH photomultiplier signals and pressure tracer

for a wide range of premixed methane in the ambient air/methane mixture. The exper-

iment performed by ETH Zurich uses a rapid compression expansion machine (RCEM)

to mimic the engine compression and expansion strokes of a real engine. The RCEM

apparatus, presented in Fig. 7.1, comprises an air-driven floating piston compressing a

preheated and premixed methane-air charge in an 84mm bore cylinder. The piston has

a disk-shaped bowl, with 52 mm diameter and 4 mm depth, with a 52 mm diameter

fused silica window in the bowl. The cylinder head is flat and contains a 52 mm diam-

eter sapphire window for optical access. The piston position is recorded with 0.05mm

resolution at a frequency of 100 kHz. The piston position and the n-heptane mass flow

rate measurements are used in the numerical simulation.

The gas was injected 1.2 s prior the Top Dead Centre in order to ensure a quiescent

and homogeneous mixture. A solenoid common-rail diesel fuel injector equipped with a

single hole, 136 µm orifice was used in the experiments. The injector was derived from a

standard 7-hole injector by means of welding up six holes. The injection rates, hydraulic

injection durations and total injected masses of the micro pilot spray were measured with

a Bosch tube over 500 injections with a constant rail pressure of 400 bar. The injected

mass was 1.36 mg (standard deviation of 0.04 mg), with a measured injection duration

of 0.701 ms. The injected mass of n-heptane is kept fixed and the initial temperature,

pressure and equivalence ratio of the premixed methane-air charge are varied. The in-

cylinder pressure is recorded with a piezoelectric transducer and used along with the

measured piston position to infer the apparent heat release rate. The benefits of such an
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(a) Optical access and injectors position

(b) Piston geometry

Figure 7.1: ETH Rapid Compression Machine [194].

experiment comparing to a real engine come from the fact that boundary conditions for

the problem, such as cylinder wall temperature and thermochemical conditions of the

mixture before combustion, are well defined and reproducible during different measure-

ments. Real engines have a cycle-by-cycle variation of the flow field which is eliminated

in the RCEM.

The authors measured five different conditions regarding the methane-air equivalence

ratio and temperature at the Start Of Injection (SOI), as presented in Table 7.1. The

n-heptane mass injected remained constant throughout the cases. The results for the

OP2a and OP3b are selected to be presented in this chapter. The OP2a case has a

very lean equivalence ratio close to the flammability limit threshold mentioned by [104],

so after methane ignition the experimental heat released has a steady increase mainly

driven by flame propagation. The OP3b experimental results show a greater heat re-

leased with a fast fuel consumption after the ignition of the premixed charge which can
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be related to the autoignition of the premixed charge.

The objective of this chapter is to investigate the performance of a new approach for

modelling pilot-ignited dual-fuel combustion systems, and to validate these developments

by comparison with high-quality experimental measurements. N-heptane and methane

are used as surrogates of diesel and natural gas, respectively. A state-of-art model for

autoignition and diffusion flames, Conditional Moment Closure (CMC), is coupled with

the level-set G-equation model to account for the flame propagation. The combustion

models are coupled in such way, presented later, that the heat released comes from both

fuels. The ignition delay time is determined by the turbulence-combustion interaction

and the chemical scheme utilized which considers the gas fuel. The G-equation uses

an advanced laminar flame speed model to account for mixture inhomogeneity and cool

flame effects. Therefore, the new implementation should be able to capture the ignition

delay time and heat released for the full range of fuel substitution.

Table 7.1: Operating conditions

Operating condition OP2a OP2b OP2c OP3a OP3b
φCH4 0.44 0.57 0.65 0.46 0.60
T[K] at SOI 776 823
P[bar] at SOI 17.8

7.2 Formulation

7.2.1 Flow field solver

The flow field is simulated using the Reynolds Averaged Navier Stokes (RANS) equa-

tions and a Lagrangian spray model implemented in the Star-CD software [36]. The

Star-CD software is a powerful CFD code which was used for engine calculations in-

volving moving grids coupled with the CMC code [53, 240]. The effects of gas-phase

turbulence are modelled by the RNG variant of the k–ϵmodel [37]. This study focuses on

the solution of an industry-like problem where the RANS approach is usually adopted.

Spray processes are modelled using sub-models offered within STAR-CD and described

in Ref. [37], including: STAR-CDs standard drag, heat and mass transfer correlations;

the Reitz atomization model; the Reitz-Diwakar secondary breakup model [172]; the Bai
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droplet interaction model; and the ORourke model for droplet-wall collisions. Droplet

thermophysical properties (heat capacity, viscosity, latent heat, vapour pressure, density

and surface tension) are modelled within STAR-CD as a function of temperature [37]. In

order to account for cavitation effects, the nozzle contraction coefficient is adjusted to a

value of 0.9 in order to give similar accuracy for pilot spray vapour penetration across all

operating points, leading to a nominal orifice diameter of 122µm. The spray modelling

is validated in Ref. [194] by comparison against spray penetration observations.

Due to the off-centre location of the pilot injector, a 180deg sector of the combustion

chamber was modelled, as shown in Fig. 7.2 close to top dead centre (TDC) with the

nozzle position and direction of the pilot injection indicated. The base resolution of the

trimmed mesh is 1 mm, and the region surrounding the pilot nozzle and spray are refined

with a characteristic cell dimension of 0.5mm, in order to ensure a ratio of cell size/noz-

zle diameter of 3.7, in accordance with good practice discussed in Refs.[166, 190]. The

computational grid consists of 270,000 cells at the start of the simulation and 105,000

cells at TDC. Mesh motion is performed with experimentally-derived piston position

files for each operating point, and all initial conditions were set according to the average

data obtained from thermodynamic analysis of the respective operating points summa-

rized in Table 7.1.

Figure 7.2: Three-dimensional grid in the section plane for a given time close
to TDC with contours indicating the pilot injection

7.2.2 G-equation model

Combustion is modelled using the level-set or G-equation approach to describe premixed

flame propagation [234]. Ignition of the premixed flame by the pilot spray is modelled

using a separate combustion model based on Conditional Moment Closure, described

below. The scalar variable G is a distance function from the instantaneous flame position.
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The G-equation modelling for turbulent combustion employed in this study is based on

the evolution of the modelled Favre mean and variance equations for G [37]:

∂ρ̄G̃

∂t
+
∂ρũiG̃

∂xi
= ρ̄sT

∣∣∣∣∣
∂G̃

∂xi

∣∣∣∣∣ (7.1)

and
∂ρ̄G̃′′

∂t
+
∂ρ̄ũjG̃′′

∂xi
− ρ̄ST

∇G̃′′∇G̃∣∣∣∇G̃
∣∣∣

= 2
µt

ScG̃

[
∂

G̃
∂xi

∂G̃

∂xi

]
− Csρ̄

ϵ

k
G̃′′ (7.2)

where cs = 2 [37]. ST is the turbulent flame speed modelled a function of laminar flame

properties and local turbulence properties. ScG̃ is the turbulent Schmidt number for

the moments of the G-field, and µT is the turbulent viscosity given by the k-ϵ model.

All turbulent Schmidt numbers are set equal to 0.7.

A mean progress variable c̃ is mapped to the simulated G-moment fields according to

C̃G = a3

[
erf

(
a1G̃

lF,T
− a2

)
+ 1

]
(7.3)

where (a1, a2, a3) = (1.8,2.9,0.5) [37] and lF,T is the turbulent flame brush thickness,

which is calculated as

lF,T = α

√
G̃′′2

∣∣∣∇G̃
∣∣∣

(7.4)

where α is a model constant with the default value 1.0. The G-equation progress variable

C̃G is then used in the coupling as presented in the Section 7.2.8.

7.2.2.1 Turbulent flame speed correlations

Two models for the turbulent flame speed are compared in this study. In the first Simple

model, the turbulent flame speed is modelled as a function of the turbulence intensity

u′ and the laminar flame speed sl

sT = sl

[
1 +A

(
u′

SL

)5/6
]

(7.5)

where u′ is calculated from the turbulent kinetic energy u′ =
(
2
3k
)1/2

and A is a model

constant equal to 0.5. A more sophisticated turbulent flame speed summarised by Peters
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[160]

sT = sl + u′{−a4b23
2b1

Da+

[(
a4b23
2b1

Da

)2

+ a4b
2
3Da

]1/2
} (7.6)

where a4, b1, b3 are constants equal to 0.78, 2.0, 1.78, respectively, and u′ is the velocity

fluctuation. The Damkohler number Da is

Da =
slLT

u′LF
(7.7)

where LF is the laminar flame thermal thickness estimated by

LF =
(λ/Cp)0
(ρsl)u

. (7.8)

The values for λ and Cp should be evaluated at the inner layer temperature, which

according to Ref. [67] can be approximated for different hydrocarbon fuels and conditions

by the temperature at the maximum temperature gradient. In the present formulation,

ρ λ and Cp are obtained from Star-CD in each CFD cell. The integral scale LT is

computed from the k–ϵmodel [37]

LT =
C3/4
µ

κ

k3/2

ϵ
(7.9)

where κ and Cµ are, respectively, the turbulent viscosity coefficient (0.09) and the von

Karman constant (0.419).

7.2.2.2 Methane/n-heptane laminar flame speed model for dual-fuel engines

Two laminar flame speed models are compared in this study. The first is equivalent

to the approach adopted by Singh et al. [203], which uses the laminar flame speed

given by one-dimensional laminar flame speed calculations with detailed chemical kinetic

models for methane fuel only. The second approach uses a new method presented in

Chapter 4 that is also based on one-dimensional laminar flame speed calculation data,

but which also accounts for the presence of the pilot-injected fuel and uses information

about progress variable from the ignition model in order to account for the effects of

pre-ignition chemical processes (such as cool flames). The approach given by Singh

et al.[203] can be presented as a simplification of the more general model by Soriano
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and Richardson [207]. Due to the greater number of independent variables in the more

general model, the laminar flame speed is expressed as a correlation, rather than using

the look up table approach in Ref. [203]. Since the agreement between the correlation

and the database on which it is based is very close, the use of a correlation over a

lookup table has negligible influence on simulation results and the correlation approach

is preferred due to its slightly shorter computation time.

Due to the lack of experimental measurements for laminar flame speeds of methane/n-

heptane mixtures at engine-relevant conditions, the laminar flame speed model is fitted

to a database of numerical results for flame speed obtained with a 106 species skeletal

mechanism [171] for engine-relevant combustion conditions (unburnt temperatures from

700 to 1000 K, pressure from 20-60 bar, and equivalence ratio from 0.5 to 1.3). It is also

verified that the skeletal mechanism is in close agreement with its parent detailed mech-

anism, and that both mechanisms agree with experimental measurements for n-heptane

ignition delays and methane-air flame speeds. First, correlations for the variation of

flame speed with temperature, pressure, dilution and equivalence ratio are developed for

methane-air and n-heptane-air flames independently. Then the blending rule given in

Eq. 4.5 is used to model the flame speed of fuel blends. Last, Eq. 4.8 is applied in order

to account for effects of the heat released, the fuel consumed, and the radicals produced

by pre-ignition reactions.

The laminar flame speed dependence on equivalence ratio for each individual fuel at a ref-

erence unburnt temperature Tu,ref and pressure pref is modelled with a four-parameter

Gaussian function

sr,ref = A1φ
−A2
tot exp

(
−A3 (φtot −A4)

2
)
. (7.10)

A = [A1, A2, A3, A4] is a set of fitted coefficients for a particular fuel. At Tu,ref = 850

K and pref = 40 bar it is obtained ACH4 = 11500,−5.44, 1.20,−1.04 abd AC7H16 =

344000,−4.80, 0.628,−2.56.

Metghalchi and Keck [142] provide the following empirical model for the dependence

of flame speed on the unburnt temperature , pressure , equivalence ratio and the mass

fraction of diluents,

sr,fuel = sr,ref

(
Tu

Tu,ref

)α( p

pref

)β

γ. (7.11)
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Figure 7.3: Laminar flame speed prediction from POLIMI 106 [171], GRI
3.0[206] and the flame speed correlation for 40 bar and 850 K (upper curve)
and comparison against experimental data [69] at 10 bar and 360 K and 400 K
(lower two curves).

α, β and γ are model parameters given by expressions of the form:

α = B1 −B2 (φtot − 1)

β = B3 −B4 (φtot − 1)

γ = 1−B5ξ

(7.12)

in which Bfuel = B1, B2, B3, B4, B5 is a set of fitted constants and ξ is the mass

fraction of diluent, such as recirculated combustion products. For methane and n-

heptane it is obtained, respectively, BCH4 = 3.04, 0.70, 0.40, 0.10, 2.49 and BC7H16 =

2.79,−0.05, 0.26, 0.02, 3.02 by least-squares fitting to the laminar flame speed database.

The first approach for modelling the flame speed, analogous to Singh et al. [203], lumps

the methane and n-heptane fuels together into a single equivalence ratio and uses to

obtain a prediction of laminar flame speed. Figure 7.3 shows the close agreement between

this laminar flame speed correlation and the flame speed data on which the correlation

is based, at 850K and 40 bar. The predictions of the GRI 3.0 [206] detailed mechanism

for natural gas/air combustion are also presented, demonstrating the good agreement

given by the POLIMI 106 [171] skeletal n-heptane scheme at 850 K/40 bar and also

considering experimental data for 360 K and 400 K at 10 bar [69].

The second approach for modelling the flame speed was developed in Chapter 4, em-

ploying Eqs. 4.5 and 4.8 in order to account for fuel blending and pre-ignition chemistry.

The new model was validated for a range of fuel blends adequately capturing the effects

of pre-ignition chemistry on flame speed across the full range of conditions considered.



Chapter 7. RCEM test case 124

Figure 4.8 presents the model prediction of laminar flame speed and the solution ob-

tained with POLIMI 106 for stoichiometric mixtures of methane/n-heptane approaching

the ignition delay time.

7.2.3 Conditional Moment Closure Ignition Model

Pilot spray ignition is modelled by a two-dimensional single Conditional Moment Closure

(CMC) model. According to Ref. [99], the conditional averages have a weak dependence

of the cross-stream direction and the third dimension can be neglected. Tests using 2D-

CMC and 3D-CMC in diesel engines have shown no difference in terms of pressure

trace [53]. The CMC approach presented here considers mixing between two streams:

premixed methane-air, corresponding to mixture fraction ξ = 0; and pure n-heptane

corresponding to ξ = 1. The conditional mass fractions are initialised assuming linear

mixing between the streams, whereas the temperature is obtained from linear mixing of

enthalpy. The initial temperatures at the boundaries ξ = 1 and ξ = 0 are, respectively,

363 K and the mean temperature of the cylinder. The CMC formulation and imple-

mentation adopted are based on the work of Wright et al. [237]. Essential details of

the CMC implementation are presented here and the reader is referred to Ref. [240] for

further information.

Figure 7.4: Initial profiles in conditional space.

The CMC approach assumes that the thermochemical state in the turbulent flow can be

represented adequately by conditional averages –in this study, conditional on the mix-

ture fraction of n-heptane. Following previous CMC compression-ignition engine studies
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by Wright et al. [239], radiation, droplet evaporation and wall heat transfer effects are

neglected in this formulation, however models for these effects are available, for exam-

ple from Borghesi et al. [22]. Radiation effects are important in cases with large soot

production, which is small in dual-fuel engines. The droplet evaporation is neglected

in the CMC equations and mixture fraction variance equation because the liquid fuel

evaporates earlier than then start of autoignition due to the increase in ignition delay

time with the methane addition, as mentioned in [55].

7.2.4 Numerical implementation of CMC

The CMC equations are discretized with finite difference, using second order central

differences for diffusive terms and first order upwind differencing for convective terms.

The complex chemistry involves reactions with different timescales spanning many or-

ders of magnitude. The system of equations are integrated with the stiff implicit solver

VODPK [27, 28, 31]. It has been successfully used for CMC calculations of autoigniting

flames as shown in [53, 237, 239, 240]. However, VODPK has a considerable increase in

computational time for large number of ODEs of equations which is overcome by using

fractional steps.

The solution of the system of equations is obtained with the Operator Splitting method

(OS) in order to reduce the computational time. The method computes separately

the transport terms in physical space, reaction source term and diffusion in conditional

space. In this implementation, Strang splitting is employed, involving the following five
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substeps,

1 :
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(7.13)

where n and ntot correspond respectively to the number of internal steps between dif-

fusion and reaction in conditional space. ∆t is the CMC time-step which can be less

or equal to the CFD time-step. The coefficient αxyz defines how much the transport

in physical space is computed prior to the conditional space calculation. Similarly, αη

weights how much of the diffusion term is solved before the reaction rate. Both coeffi-

cients range from 0 to 1 and are set to be 0.5. The advantage of the Operator Splitting

is the reduction of the ODE system size and memory requirements. The transport terms

of Eq. 7.13 are computed with the non-stiff version of VODPK. The chemical source

term in Eq. 7.13 is the most expensive term to be evaluated, and since it is computed

alone in this OS technique, a look-up table could be used to speed up the solution. The

time-step of fractional stepping must be kept small to avoid errors.

The accuracy of the OS method was assessed in Ref. [237] for a high-pressure autoigni-

tion n-heptane spray. The authors tested two different solver: VODPK, described earlier,

and CHEMEQ2. The results were compared with the solution from the Method of Lines.

The temperature profile in conditional space presented a good agreement during ignition

for the different solvers and time-steps used, as seen in Fig.7.5. Small deviations can be

observed for the OH mass fraction profile, however considering the CPU time, Fig. 7.6
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shows gains of about one order of magnitude compared to the Method of Lines.

(a) Temperature (b) OH mass fraction

Figure 7.5: Profiles in mixture fraction space during ignition using different
solution methods and timesteps as per the legend [237]

Figure 7.6: Comparison of CPU time using different solution methods [237].

Noting that conditional moments show weak spatial variation compared to uncondi-

tional moments, the spatial CMC grid is less refined than the CFD grid and, following

several previous studies involving spray auto ignition [19, 20, 22, 239, 240], the condi-

tional statistics are assumed to be homogeneous in the y-direction normal to the injector

centreline, according to the coordinate system shown in Fig. 7.2. The Cartesian CMC

grid has two spatial dimensions, with 30 cells evenly spaced in the cross-section of the

jet, x-direction, and 13 cells in the direction of the cylinder axis which change the size

in accordance with the moving CFD grid [51]. The two-dimensional spatial discretiza-

tion of the conditional variables was already performed for spray autoignition in Refs.

[22, 29, 52, 53, 146, 210, 224]
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7.2.5 CMC sub-models

The local rate of change of pressure is obtained from the CFD solution. The condi-

tional turbulent fluxes of species mass fractions ⟨u′′i Y ′′
α ⟩ and temperature ⟨u′′i T ′′⟩ are

closed assuming gradient transport and employing the unconditional turbulent diffusiv-

ity µT /Scξ,
〈
u′′i Y

′′
k |η
〉
= −Dt∇Qi. (7.14)

The conditional velocity is approximated with a linear expression [99] and has an addi-

tional term to accounts for the moving grid

⟨ui|η⟩ = ũi + ũirel +
ũ′′i ξ

′′

ξ̃′′2

(
η − ξ̃

)
(7.15)

where ũirel is the relative velocity of the grid computed considering different iterations

i as xip − xi−1
p /∆TCFD [53]. the term ũ′′i ξ

′′ is modelled as an unconditional scalar flux:

ũ′′i ξ
′′ = −Dt∇ξ̃. Dt corresponds to the turbulent diffusivity. The conditionally-averaged

reaction rates are closed at first order as a function of the conditionally averaged ther-

mochemical state. Local pressure fluctuations are neglected.

The conditional scalar dissipation rate in each CFD cell ⟨N |η⟩CFD is modelled using the

amplitude mapping closure [149]

⟨N |η⟩CFD = N0G(η) (7.16)

where G(η) is a bell-shaped function with unity amplitude,

G(η) = exp
(
−2
[
erf−1(2η − 1)

]2)
, (7.17)

and the amplitude of the conditional scalar dissipation rate profile is obtained from the

unconditional scalar dissipation rate and the mixture fraction PDF modelled based on

the CFD solution,

N0 =
χ̃

2
∫ 1
0 G(η)P̃ (η)dη

(7.18)
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where χ̃ is computed from the RANS solution variables,

χ̃ = cχ
ϵ̃

k
ξ̃
′′2. (7.19)

cχ is a constant set equal to 2 according to Ref. [237]. The Favre probability density

function for the mixture fraction, P̃ (η) , is modelled by a beta-function, using the Favre

mean and variance of mixture fraction in each CFD cell given by Eqs. 8.1 and 8.2.

The CFD and CMC grids are not necessarily the same, and a pdf-weighted averaging

procedure is used to obtain the conditional scalar dissipation rate for each CMC cell,

⟨N |η⟩ =

∑(
ρ̄P̃ (η) ⟨N |η⟩CFD V

)

∑(
ρ̄P̃ (η)V

) (7.20)

where the summation is over all of the CFD cells contained within that CMC cell and

V is the volume of the respective CFD cells.

7.2.6 Ignition chemistry

The 44-species skeletal n-heptane mechanism by Liu et al. [121] is used in the ignition

model. As shown on Section 4.3.1, the Liu et al. mechanism provides predictions in

reasonable agreement with more detailed schemes concerning ignition delay times of

n-heptane/methane blends. The fact that it performs less well in relation to flame

propagation through n-heptane/methane blends is not a concern in this instance since

the CMC model is only used for the ignition prediction and flame speeds are based on

empirical formulae, rather than depending on the kinetic mechanism used for the CMC.

However, the over prediction of flame speed seen in Fig. 4.6 is usually related to an

over prediction of the burnt temperature which can have an effect on heat release rate.

The thermodynamic state is modelled using the ideal gas equation and temperature-

dependent specific heats in accordance with Liu et al. [121].

7.2.7 Ignition criteria

The hybrid modelling approach requires an ignition criterion in order to determine where

and when to initiate the flame propagation process. Ignition in the CMC solution is used
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to initiate burning locally in the G-equation model when the unconditional average state

predicted by the CMC exceeds a threshold criterion. Two ignition criteria are compared

in this study. The first uses a temperature-based criterion, similar to the approach in

Ref. [203], and the second uses a criterion based on the hydroxyl (OH) radical mass

fraction. Ref. [55] suggests that OH mass fraction provides an effective indication of

ignition and is used for this purpose in Ref. [194]. When the unconditional average

of either temperature or OH mass fraction obtained in the CMC solution passes the

threshold of 1200 K for temperature or 4 · 10−04 for OH mass fraction in a CFD cell,

that cell is considered to have ignited, and a burnt condition is imposed in the G-

equation solution for that cell. The predictions of the initial ignition timing are found to

be insensitive to the value chosen for the OH and temperature threshold, likely because

thermal runaway occurs rapidly following the start of high-temperature ignition, however

the spatial distribution of the ignition region is affected, warranting further investigation.

Temperature and hydroxyl radical provide different measures of ignition progress in a

non-premixed fuel-air flow. This difference is illustrated by performing stand-alone igni-

tion simulations using the CMC model, keeping the pressure and scalar dissipation con-

stant. The fuel temperature is 373 K, the initial temperature of the φ = 0.44 methane-air

mixture in the oxidizer stream is 850 K, and the amplitude of the conditional scalar dis-

sipation rate used in the AMC closure is 10 s−1. Figure 7.2.8 presents the conditional

average temperature and OH mass fraction evolution in mixture fraction space with the

respective threshold values indicated by dashed lines. The conditional average temper-

ature passes the threshold value at 1.46 ms, whereas the conditional average OH mass

fraction passes its threshold at 1.51 ms. The time taken for the unconditional average

mass fraction or temperature in the CFD to pass the threshold condition is generally

longer than the time taken for the unconditional values to pass the threshold, however

Figure 7.2.8 illustrates differences in the timing and overall evolution of the respective

properties. Although the time at which the threshold is first passed by the temperature

is only marginally shorter than for OH, the rate of spread through mixture fraction space

is substantially faster for temperature, which can be expected to influence which regions

of the engine get ignited. The CMC ignition model provides mixture fraction-dependent

information about the evolution of the ignition process, and this information could be

used to develop more advanced ignition criteria if necessary.
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(a) (b)

Figure 7.7: Evolution in mixture fraction space of conditional average (a) OH
mass fraction; (b) temperature.

7.2.8 Model coupling

The composition used in the CFD simulation is based on a progress variable C̃max,

taken as the greater of the two progress variables from either the CMC or G-equation

solutions. The CMC progress variable C̃CMC is based on temperature, whereas the

mean G-eq progress variable C̃G is obtained by solution of Eq. 7.1,

C̃max = max|C̃CMC , C̃G|. (7.21)

The unconditional mean composition in each CFD cell is computed by weighting the

burnt and unburnt unconditional mean compositions considering C̃max,

Ỹi =
(
1− C̃max

)
Ỹi,u + C̃maxỸi,b. (7.22)

The unburnt Ỹi,u, burnt Ỹi,b and C̃max are obtained by integration of the conditional

quantities over the PDF, as presented in Eq. 7.23 for a generic scalar θ.

θ̃ =

∫ 1

0
⟨θ|η⟩ P̃ (η)dη (7.23)

The conditional unburnt composition remains constant over the simulation and corre-

sponds to the initial condition. The conditional burnt composition is obtained from an

equilibrium solver and updated every time step due to the pressure change caused by

the piston motion and combustion. The unconditional average temperature used in the
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CFD solution is computed by Star-CD considering the enthalpy of the mixture and the

composition given by Eq. 7.23. The coupling scheme ignites the G-equation solution

based on the evolution of the CMC solution, and the CMC solution in turn responds to

the pressure rise caused by the flame propagation and heat release predicted using the

G-equation model.

7.3 Assessment of numerical accuracy

This section describes a grid convergence study for the mixture fraction space grid in

the CMC. A series of cases with different time-steps and grid spacing were tested in

a standalone version of the CMC code with the following conditions: 42bar; TFu =

373K; Tox = 1000K; φox,CH4 = 0.6. ξ = 1 corresponds pure n-heptane and ξ = 0 is the

methane-air mixture with the specified equivalence ratio. The standalone code computes

only the terms which are solved in conditional space

∂Qk

∂t
=

⟨χξ|η⟩
2

∂2Qk

∂η2
+
ω̇k

ρ
, (7.24)

keeping the scalar dissipation rate ⟨χξ|η⟩ constant.

The solution of Eq. 7.24 is obtained by the operator splitting method described previ-

ously. Tight residual tolerances are used in VODPK for all terms: 1.0 × 10−14 for the

absolute residual and 1.0× 10−6 for the relative tolerance.

The reactions are computed with a smaller version of the 44-species skeletal mechanism,

the reduced 18-species Liu et al. [121]. Both chemical schemes present similar results

of ignition delay time under high pressure and temperature [121], and have already

been applied in CFD of diesel engines conditions [17, 18, 51]. It is assumed that for

the numerical accuracy study the 44-species and the 18-species chemistries will behave

similarly, leading to the same grid requirements.

The conditional space is discretized with a non-equally spaced grid refined around the

stoichiometric mixture fraction ξstoich, and ξ = 0 and ξ = 1, where ∆ξ = 0.0001. For

the conditions used in this test and using Eq. 3.28, the stoichiometric mixture fraction

is: ξstoich = 0.00251. According to Ref. [55], the most reactive mixture fraction ξMR is

around 0.18, using the same chemical mechanism and similar conditions to those used

in this section. This value of ξMR is far from the refined stoichiometric region and the
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solution may be deteriorated during the early stages of ignition. A different refinement

location of ξstoich = 0.0603 was also tested in order to focus refinement closer to the

location of the most-reactive mixture fraction.

7.3.0.1 Reference solutions

The effect of the scalar dissipation rate ⟨χξ|η⟩ on ignition delay time τ is studied in

order to determine the critical value for ignition. The diffusion and reaction terms have

opposite effects on the solution, more reactive fuels need more diffusion to prevent igni-

tion. In other words, the chemical time scale needs to the smaller than the diffusion time

scale for the mixture to ignite. The methane addition increases τ and may decrease the

maximum value of dissipation for which ignition can occur ⟨χξ|η⟩ign. Figure 7.8 presents

τ sensitivity to the scalar dissipation rate sampled at the ξstoich computed with the mass

fraction definition. The solution is obtained with a refined non-equally spaced grid with

301 points and OS time-step of 1.0 ·10−7 s. Wright et al. [239] presented an exponential

increase in τ with ⟨χξ|η⟩ until a certain level where ignition can no longer occur. The

presence of fuel in the oxidizer changes the behaviour of ignition delay time for high

scalar dissipation rates. The exponential increase is observed, however further increase

in scalar dissipation rate does not prevent ignition. In fact, the conditional dissipation

rate tends to zero at η → 0, so ignition always occurs in the oxidizer boundary. The

plateau after ⟨χξ|ηstoich⟩ > 100s−1 corresponds to the methane/air ignition delay time.

The maximum scalar dissipation rate where autoignition occurs in a nonpremixed mode

⟨χξ|η⟩ign is defined as the value which ignition delay time tends to infinity. Since τ never

goes to infinity, it is considered the value where (dτ/dχξ,stoich) is maximum. For the

conditions tested, ⟨χξ|ηstoich⟩ign is 21.35.

The numerical accuracy is assessed by considering first the time and η-space location

that first reaches 1500 K. This evolution is expected to be more sensitive to the choice

of time-step, and to become independent of grid resolution as ⟨χξ|η⟩ → 0. In order to

assess also the influence of ∆η on the transport in η-space, the evolution of the solution

at ξstoich − ξstoich/2 and ξstoich + ξstoich/2 are also investigated.
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Figure 7.8: Scalar dissipation rate effect on ignition delay time.

7.3.0.2 Time step sensitivity

Different time-steps are tested with a constant scalar dissipation rate ⟨χξ|ηstoich⟩ / ⟨χξ|ηstoich⟩ign =

2.0×10−2 and a fixed mixture fraction grid. The ignition process has a small dependence

on the time-step, as seen in Fig. 7.9. The other two points will follow the same trend

with a small deviation for ∆t = 10−5s. The solution obtained with ∆t = 1.0 · 10−6s is a

good balance between accuracy and computational time and will be used in the spatial

discretization study.

Figure 7.9: Sensitivity of ignition delay to OS time step for the overall ignition
delay τ , and the ignition delays at η = ξstoich/2 and η = 3ξstoich/2.

7.3.0.3 Mixture fraction grid-dependence

The discretization of the η-space was tested for different values of scalar dissipation rate.

Figure 7.10 presents the results for the two extreme cases, low and high ⟨χξ|ηstoich⟩. The

lines in the figure correspond to the grid clustered around the stoichiometric mixture
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Figure 7.10: Solution dependence on the number of grid points in conditional
space.

fraction based mass fraction, whereas the symbols are the results for the correct stoichio-

metric value based on species elements (Eq. 3.28). No differences are observed between

the two clustering strategies. The change in the number of grid points does not affect

the prediction of ignition delay time, as expected. However, the solution starts to dete-

riorate in the propagation towards the oxidizer stream when the number of grid points

is reduced. The increase in grid requirements is related to the correct prediction of the

steep gradient present after ignition as seen in Fig. 7.11, which can be related to a flame

propagation in η-space. Further investigation is necessary in order to find a refinement

strategy that can produce accurate results with minimal grid refinement. The number

of ODEs to be solved in each CMC cell is a function of number of species and points

in η-space. In a multi-dimensional CMC the increase in the number of points in condi-

tional space affects considerably the computational time. The following calculations in

the RCEM case use 101 points in η-space, which is a compromise due to computational

time.

A snapshot when the temperature at ξstoich−ξstoich/2 reaches 1500 K for the first time in

the case with various numbers of grid points (up to 301) and low scalar dissipation rate

is presented in Fig. 7.11. By the time oxidizer region starts to react, the rich mixture is

already burning and no difference can be seen in that region.
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7.4 Summary of cases

The experimental operating points OP2 and OP3 are simulated using various combi-

nations of modelling options. Table 7.2 summarises the numerical tests performed in

this study. The baseline model configuration, Case A, employs the more detailed cor-

relation for ST from Ref. [160] and the temperature-based threshold, as in Ref. [203],

and the advanced flame speed model by Soriano and Richardson [207]. Cases B-D each

change one modelling option, compared to Case A. Case B tests the use of an OH mass

fraction ignition criterion. Case C compares the laminar flame speed model by Soriano

and Richardson [207] with the methane-only approach analogous to Ref. [203]. Case D

compares the effect of the ST alternative correlations. A further case, Case E, considers

only the progress variable from the CMC model in order to distinguish the heat release

contributed by the two combustion models.

Table 7.2: Numerical test cases

Case name sl model st correlation Ignition threshold

A Soriano and Richardson [207] Peters (Eq. 7.6) T̃ & 1200 K

B Soriano and Richardson [207] Peters (Eq. 7.6) ỸOH & 4 · 10−04

C CH4 kinetics [207] Peters (Eq. 7.6) T̃ & 1200 K

D Soriano and Richardson [207] Simple (Eq. 7.5) T̃ & 1200 K
E CMC only

Figure 7.11: Temperature evolution for different grid tested. The plot is the
instant which Tξstoich−ξstoich/2 reaches 1500 K for the first time for 301 points
and low scalar dissipation rate.
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7.5 Results

The results are presented in terms of cumulative heat release, defined as the integral of

the heat release rate from the start of injection. The heat release rate is computed in

Eq. 7.25 as the difference between the internal energy due to combustion ∆U , the wall

heat transfer Q̇wall and the heat from the droplets Q̇droplets [240],

Heat release rate =
∆U

∆t
− Q̇wall − Q̇droplets. (7.25)

∆U is computed by an isentropic compression and the actual internal energy subject to

combustion as

∆U =
cv
R
Vn

[
Pn − Pn−1

(
Vn−1

Vn

)γ]
(7.26)

The same methodology was applied in both numerical and experimental data.

Simulation of the ignition process by the CMC model is illustrated by the unconditional

mean OH mass fraction and temperature fields for OP2 Case E in Fig. 7.12. The

maximum values in the colour scales correspond to the respective thresholds. The first

appearance of OH mass fraction at the threshold value is predicted in the lean fluid at

the outer region of the jet, whereas the temperature field passes the 1200 K threshold

across the whole jet, including richer mixtures similar to the behaviour seen in Fig. 7.7.

At 2.3 ms the ignited region spans across the centre of the fuel jet in both cases, but

extends further downstream in the case of the temperature threshold.

The contribution to the overall burning rate from the premixed flame propagation phase

is demonstrated by comparison of the apparent heat release rate and the cumulative

apparent heat release, based on the pressure and volume traces from measurement and

simulation. The apparent heat release reported is evaluated in a manner for both the

simulation and experimental data.

Figure 7.13 presents the experimental heat release rate and cumulative heat release, and

simulation predictions of Cases A and E for both operating points (OP2 and OP3). The

dotted line corresponds to the total calorific value of the n-heptane fuel injected into

the cylinder. Compared against the experimental results, the ignition delay time is over

predicted by the numerical simulation in both conditions tested. Given the success of the

CMC ignition model in previous studies of diesel engine combustion, the over-prediction
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(a) (b)

(c) (d)

Figure 7.12: ỸOH (left) and mean temperature (right) for Case E at 1.3 ms
(top) and 2.3 ms (bottom) after SOI.

of the ignition delay time may be due in part to uncertainty concerning kinetic modelling

of ignition of n-heptane/methane fuel mixtures and uncertainty in the initial conditions

of the experimental run. The peak magnitude of the heat release rate predicted is lower

than the experimental measurement, contrary to the usual observation in diesel engines

that increased ignition delay tends to increase the peak heat release rate of the so-called

premixed phase. There is no simple explanation for this observation, however it may be

affected by over-leaning of the pilot fuel in some regions, and retardation of the premixed

combustion progress due to the presence of methane fuel.

Including the premixed flame propagation model (Case A) makes a significant contri-

bution to heat release rate even during the main ignition process (before 2 ms). The

premixed flame propagation contribution modelled by the G-equation contributes to a

greater heat release rate throughout the entire simulation. While the CMC model does

not explicitly account for the small-scale mixing associated with flame propagation, com-

bustion continues to spread through the CMC solution in Case E by spatial convection

and turbulent diffusion of the conditional average solution. In the OP2 condition, the

CMC-only simulation (Case E) under-predicts the apparent rate of heat release com-

pared to the experiment, while the baseline model (Case A) over-predicts the rate of heat

release, compared to the experiment. The initial condition in OP3 eventually results in

autoignition of the end-gas, seen in Fig. 7.13 by the sharp increase in experimental

cumulative heat release after 4 ms. The CMC is able to capture the autoignition of
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Figure 7.13: Heat release rate (left) and cumulative heat release (right) for
experiment and Cases A and E for OP2 (top) and OP3 (bottom). Vertical grey
line corresponds to TDC.

the premixed charge, although the ignition delay for the methane-air mixture is under-

predicted.

The modelling options affecting the prediction of the premixed phase are: the threshold

used to ignite G-equation; the laminar flame speed model; and the turbulent flame speed

correlation. The sensitivity of the solution to those three parameters is investigated in

the following subsections.

7.5.1 Ignition criteria

Heat release results showing the difference caused by use of the temperature threshold

ignition criterion (Case A) and the OH mass fraction threshold ignition criterion (Case

B) are presented in Fig. 7.14. The choice of ignition criterion has a small effect on heat

release rate during initial ignition, with the solution being similar to the heat release
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(c) (d)

Figure 7.14: Heat release rate (left) and cumulative heat release (right) for Cases
A, B, E and experiment for OP2 (top) and OP3 (bottom). Vertical grey line
corresponds to TDC.

rate computed only by the CMC model. After 2.5 ms, the different initialisation of the

G-equation field due to the different ignition criteria result in persistent differences in

the heat release rate associated with the flame propagation phase and, for OP3, in the

timing of the end-gas ignition.

The threshold used to ignite the G-equation model changes the location of the premixed

flame, as observed in Fig. 7.7. The propagation of the premixed flame is also affected by

the threshold. Figure 7.15 presents the contours ỸOH,CMC and the C̃G = 0.5 isoline for

simulations A (left) and B (right) of case OP2. The temperature threshold is reached

earlier than the OH mass fraction and the premixed flame for case A propagates ahead

of the flame in case B.

The greater difference between simulations A and B of OP2 occur at around 3.5 ms,

when the CMC model is not contributing to the heat release rate. Small differences are

observed for the temperature contours in the direction of the pilot jet as presented in
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Figure 7.15: ỸOH,CMC contour with C̃G = 0.5 iso-line at 1.7 and 1.8ms after

SOI in case OP2: left column uses T̃ & 1200 K as threshold and right column
uses ỸOH & 4 · 10−04.

Fig. 7.16 for 3.7 ms after start of injection. The difference in the temperature field does

not reflect the great difference in heat release rate. In fact, the difference comes from the

direction radial to the n-heptane. The methodology used to ignite G-equation changes

the distribution of mixture fraction in the physical domain. Figures 7.17a and b present

the mean mixture fraction iso-surface at 3.7 ms for the simulations A (Fig.7.17a) and

B (Fig.7.17b) of OP2. A greater distribution of mixture fraction is observed for the

case B, which enhances the laminar flame speed. The correlation between the mixture

fraction and flame distributions are observed in Figures 7.17c and d, where the iso-

surface corresponds to C̃G = 0.5. The high sensitivity of the predictions to the choice of

the two ignition criteria considered here is a limitation of the hybrid modelling approach,

however, since the CMC provides detailed information about the evolution of ignition in

mixture-fraction space, it may be possible to develop more robust ignition criteria using

mixture fraction-conditioned properties.

7.5.2 Laminar flame speed modelling

Two approaches for modelling the laminar flame speed are compared. The baseline

simulation A uses the full model by Soriano and Richardson [207] in order to account

for the effects of n-heptane fuel properties and pre-ignition reactions on the flame speed.
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(a) (b)

Figure 7.16: Temperature field of OP2 at 3.7 ms after start of injection. Simu-
lation A (left) and B (right).

(a) (b)

(c) (d)

Figure 7.17: Iso-surfaces from simulations A (left) and B (right) of OP2 at 3.7
ms after start of injection. On the top: ξ̃ = 0.02 and ξ̃ = 0.002 on the bottom:
C̃G = 0.5.

Simulation C models the flame speed using the methane-air correlation, based on the

overall equivalence ratio including both n-heptane and methane. The predictions for

OP2 and OP3 are presented in Fig. 7.18, and show that accounting for n-heptane fuel

properties and for pre-ignition reactions contributes to a significant increase in the heat

release rate during the ignition and initial flame propagation phase for OP2. After 5

ms, when the contribution of n-heptane is not significant, the heat release rate becomes

equal for both sets of models. Operating point OP3 is less influenced by the modelling

of the flame propagation due to the higher temperature eventually leading to ignition of

the end gas, and overall predictions of models A and C are similar.
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Figure 7.18: Comparison of simulationsA, C and E with experiment for OP2
(top) and OP3 (bottom): (left) Heat release rate; (right) Cumulative heat re-
lease. Vertical grey line corresponds to TDC.

7.5.3 Turbulent flame speed correlations

The influence of the turbulent flame speed correlation is illustrated by comparing the

heat release results from simulation A with turbulent flame speed modelled by Eq. 7.6,

and simulation D with flame speed modelled by Eq. 7.5. Figure 7.19 shows that the

predictions for OP2 show substantial sensitivity to the turbulent flame speed correlation

used, whereas predictions for OP3 are less sensitive to the modelling of the flame prop-

agation. For OP2, simulation D predicts a slower heat release during ignition when the

turbulence levels are higher and it persists in a later stage after 4 ms, see Fig. 7.19a.

The slower propagation given by modelling option D gives a better agreement with the

experiment in terms cumulative heat release, Fig. 7.19b. The predictions show a greater

sensitivity to the selection of turbulent flame speed correlation than to the range of lam-

inar flame speed models considered here, as may be expected from Eqs. 7.5 and 7.6

when . Predictions are therefore expected to depend on the choice of model constants
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Figure 7.19: Comparison of simulation Cases A, D, and E with experiment for
OP2 (top) and OP3 (bottom), showing heat release rate (left), cumulative heat
release (right). Vertical grey line corresponds to TDC.

in Eqs. 5 or 6, however no tuning of these constants away from the values proposed by

the original authors of the respective models has been pursued here.

7.5.4 Further discussion about the hybrid modelling

The predictions of heat release rate using the hybrid modelling approach presents devia-

tions from the experimental measurements performed at ETH Zurich. The ignition delay

time is of great importance in dual-fuel combustion because it dictates the behaviour

of the subsequent flame propagation along the evolving pilot spray and ignition of the

purely premixed charge. The results in Chapter 5 revealed that the autoignition of the

pilot fuel in dual-fuel combustion is affected by the chemical kinetics of the premixed

fuel and an additional sensitivity to fluid dynamic strain. The Conditional Moment Clo-

sure used in the hybrid model is capable of capturing the complex dual-fuel autoignition

process since it accounts for fluid dynamic strain through the scalar dissipation rate
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model and for the different chemical kinetics of dissimilar fuels through its capability

to incorporate any complex chemistry. CMC has been succesfully applied to single fuel

compression ignition combustion, however a deviation of ignition delay time is observed

in the numerical results presented here. The deviation is atributted to the inacurracy

of the 44-species skeletal n-heptane mechanism by Liu et al. [121] on predicting the

ignition delay time at those conditions. In fact, even the detailed mechanisms tailored

methane combustion have difficulties on correctly predicting the ignition delay time of

methane-air mixtures at elevated pressures and temperatures as those observed during

the autoignition of the end-gas in case OP3. However, more complex chemical kinetics

could be incorporated in the CMC model to give better predictions of ignition delay time

of dual-fuel mixtures, but at greater computational cost. The results show the necessity

to develop reduced chemical kinetic models that can reproduce the ignition delay time

and propagation speed of n-heptane/methane dual-fuel mixtures.

7.6 Conclusion

A hybrid modelling approach is presented that combines the ability of the Conditional

Moment Closure (CMC) approach to describe autoignition of fuel sprays with the ability

of the G-equation approach to describe the subsequent flame propagation. The effects

of partially-ignited fuel on the flame propagation speed is taken into account by a new

laminar flame speed model. The formulation presented takes account of all of the heat

released by both the premixed gaseous fuel and the injected liquid fuel. The modelling is

evaluated by simulating n-heptane pilot jet-ignited combustion of a premixed methane

air charge in a rapid compression-expansion machine apparatus. The results show that

the hybrid model adequately captures ignition and transition to premixed flame prop-

agation, and accounts for autoignition of the premixed end gas seen in experiments.

The results demonstrate that the new laminar flame speed modelling approach that

accounts for the presence of n-heptane and pre-ignition reactions in the reactant mix-

ture leads to a significant increase in burning rate at certain points during combustion,

where the flame propagates through pockets of unburned pilot fuel near the head of the

fuel injection. The results also show a sensitivity to the choice of the turbulent flame

speed correlation and to the choice of the ignition criterion used to couple the CMC

and G-equation models. The use of OH- or temperature-based criteria does not change
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the timing of ignition significantly, but has a significant effect on the location. The

temperature threshold leads to ignition of a larger volume of the pilot fuel, including

richer mixture in the centre of the spray and extending further into the head of the

pilot fuel injection, with knock-on effects on the heat release rate. The over-prediction

of the initial ignition delay time also highlights the importance of developing chemical

mechanisms that properly account for dual fuel ignition kinetics, and are reduced using

appropriate target flames.

The sensitivity to the criteria for initiating the G-equation motivates development of

the multi-mode DCMC approach in Chapter 8 in order to avoid the need for switching

criteria.



Chapter 8

Double Conditional Moment

Closure modelling of dual-fuel

combustion

The hybrid approach presented in Chapter 7 is sensitive to the criteria used to couple

the models. The Double Conditional Moment Closure (DCMC) approach seeks to avoid

the need for such criteria by describing the entire combustion process within a single

modelling framework. Application of the DCMC approach is investigated through simu-

lation of dual-fuel combustion for the conditions of a dodecane-methane dual-fuel Rapid

Compression-Expansion Machine experiment. The DCMC model is implemented using

a tabulation method assuming statistical homogeneity in space and time. The sensitivity

of the DCMC solution to mixing is examined by varying the magnitude of the progress

variable dissipation rate. The work reported in this chapter is performed as part of a

collaboration with the group of Prof. Boulouchos and Dr Yuri Wright at ETH Zurich,

whose experimental data are used as a validation target, and whose CFD simulation

set-up is used as the starting point for this investigation.

147
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8.1 Introduction

Numerical modelling of dual-fuel combustion using complex chemistry has focused ei-

ther on direct chemistry integration, neglecting effects of turbulence chemistry inter-

action [86], or on hybrid coupling of different combustion models in the attempt to

correctly capture autoignition and premixed flame propagation [3, 32, 119, 143, 194,

198, 202, 203, 208, 250]. However, as concluded in Chapter 7 the main limitation of

hybridising different models in dual-fuel combustion is related to the coupling strategy.

In Ref. [198] a hybrid flamelet generated manifold (FGM) hybrid model was developed

to capture the auto-ignition and flame propagation of lean premixed methane-air mix-

tures and tested in the context of Reynolds-Averaged Navier-Stokes simulation (RANS).

The different combustion modes were represented by flamelet tables generated by either

a non-premixed counter-flow configuration (Conditional Moment Closure) or a purely

premixed laminar flame for different mixture fraction compositions. The model per-

formance was assessed through prediction of dual-fuel combustion in the ETH Zurich

Rapid Compression-Expansion Machine (RCEM) experiment [214, 216] for a single tem-

perature and pressure condition. The RCEM features a cylindrical combustion chamber

with 84 mm bore and a piston displacement of 249 mm. Methane, used as surrogate

for natural gas, is injected prior the start of compression to ensure homgeneity of the

premixed charge. A 100 µm single-hole coaxial pilot injector of n-dodecane is mounted

at the periphery of the cylinder. The schematic illustration of the RCEM configuration

is presented in Fig. 8.1. Further information regarding the experiment can be found in

Refs. [214, 216].

The experimental condition assessed in Seddik’s study (1000K, 45 bar at Start of Injec-

tion (SOI)) results in combustion that is dominated by non-premixed autoignition with

reduced influence of two-stage ignition, compared to lower pressure and temperature con-

ditions [214, 216]. Following ignition, the flame propagates into an essentially laminar

mixture, for which RANS turbulent combustion model with 0.5 mm grid spacing is not

expected to work well. The premixed/non-premixed tabulation approach again depends

on coupling criteria and neglects stratification effects in the premixed flames in the pilot

region, however the authors reported encouraging performance, given that the tabulated

approach is computationally inexpensive. The goal of the present study is to attempt

to improve upon this previous work by replacing the choice between non-premixed or
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Figure 8.1: Schematic illustration of the RCEM [213].

premixed look-up tables with a partially-premixed look-up tables generated using the

mixture fraction-progress variable (ξ-c) DCMC approach. The different characteris-

tics of non-premixed or premixed flames then result from specification of conditional

scalar dissipation rates in the DCMC. This Chapter considers a lower-temperature and

lower-pressure operating condition (850 K, 25 bar and background methane equivalence

ratio of 0.59) that is expected to exhibit increased influence of two-stage ignition and

subsequently of deflagrative combustion, presenting increased modelling challenges.

Differently from Chapter 7, the results presented here use n-dodecane as surrogate for

diesel. It corresponds to the second measurement campaign on the investigation of

pilot-ignited methane/air combustion at ETH Zurich, and due to modifications on the

experimental setup and test conditions the results cannot be directly compared with

Chapter 7.

8.2 Formulation

DCMC modelling of the dual-fuel combustion process is investigated by performing

stand-alone DCMC simulations for the experimental conditions (850 K, 25 bar, φCH4=0.59

at SOI) for a range of scalar dissipation rates. These DCMC solutions are subsequently

used as a look-up table for three-dimensional RANS simulation of the experimental

set-up.
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8.2.1 Double Conditional Moment Closure

The DCMC equations and solution process are introduced in Chapter 3. Steady-state

DCMC solutions are calculated for a set of different conditional scalar dissipation rate

profiles in order to show the sensitivity of the solution. As in Ref. [198], the dodecane

chemistry is modelled employing a mechanism of 130 species and 2399 reactions reported

to give good predictions for ignition delay time and flame propagation [171]. This

chemical mechanism is both large and numerically stiff making solution of the DCMC

by the method of lines computationally prohibitive. Therefore an operator splitting

approach is employed as set out below.

Progress variable is defined as a combination of three chemical species, Yc = YCO2+YCO+

YCH2O, in consistency with previous work [198] although the resolution of autoignition

chemistry close to c = 0 could be optimised further with a different definition of Yc.

The compositions of the two reactant streams correspond to the initial condition taken

from the experiment. Mixture fraction is defined, at c = 0, by the lean methane-air

mixture and 850 K at Z = 0 and by pure n-dodecane gaseous fuel at 373 K for Z = 1,

in agreement with Ref. [198].

The unburnt condition at c = 0 is specified according to linear mixing of species mass

fractions and enthalpy between the two reactant streams at Z = 0 and 1. The corre-

sponding burnt condition at c = 1 is given by the chemical equilibrium state given by

constant pressure evolution of the chemical mechanism. Radiative heat losses, differen-

tial diffusion and pressure change in conditional space were neglected, therefore total

enthalpy remains a constant linear function of mixture fraction for all ζ and temperature

is retrieved from composition and enthalpy at each grid point.

The conditional scalar dissipation rate for mixture fraction and progress variable is

modelled using the Amplitude Mapping Closure (AMC) [149]. The maximum scalar

dissipation rate in mixture fraction ⟨N0
ξ | η = 0.5⟩ = 60s−1 is the same as presented in

Seddik et al. [198], whereas the magnitude of progress variable scalar dissipation rate

⟨N0
c | ζ = 0.5⟩ varies for different solutions. The cross-dissipation term is set to zero for

all DCMC calculations.

The solution of the conditional age distribution, similarly Chapter 6, is computed for the

dual-fuel conditions presented here. The age solution is obtained as a post-processing
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step based on a steady-state solution for the 130-species chemistry with prescribed am-

plitudes for the scalar dissipation rate AMC model. The age transport equation is solved

using the progress variable scalar dissipation rate model introduced in Eq. 6.4. The new

approach for Nc can have a better description for the scalar dissipation rate compared

to the AMC model, however dual-fuel DCMC tables do not use the approach yet.

The DCMC equations given in Chapter 3 are implemented in a parallel in-house Fortran

code. The composition is integrated in time until a steady-state solution is achieved.

Convergence to steady state is by verified by evaluating the relative difference of progress

variable source term at different timesteps. Strang operator splitting is employed [218],

alternating between time advancement of the chemical source terms and time advance-

ment of transport in η−ζ space. The transport terms are integrated using a fourth-order

Runge-Kutta method, whereas the chemistry is integrated with a stiff LSODE solver us-

ing sparse analytical approach for the Jacobian matrix [159, 169]. Derivatives in η − ζ

space are evaluated using finite differences: central second-order difference for diffusive

terms, and first-order upwind differences for convective terms. The term in Eq. 3.40

involving the first derivative in ζ-direction and the chemical source term is not inte-

grated in time but implemented by mapping the composition back to the linear relation

between Yc and c every time step using linear interpolation.

In order to achieve grid-independent solutions, 101 non-uniformly spaced grid lines in

η-space are clustered around the stoichiometric mixture fraction value. The prediction

of first- and second-stage ignition delay times are sensitive to grid resolution close to the

unburned boundary at c = 0, due to steep gradients of species involved in ignition with

respect to the overall progress variable. The calculations performed here required 151

points clustered around c = 0.01 in order to achieve grid independence. The splitting

time step is 10-8 s, yielding time-step-independent steady-state solutions.

8.2.2 Computational Fluid Dynamics

The CFD solver is coupled with the turbulent combustion model using a pre-computed

lookup table for unconditionally averaged state variables and source terms required in

the RANS solution. The lookup table is generated by convolution of the DCMC steady-

state solutions with a presumed joint-pdf for mixture fraction and progress variable.

The ξ-c joint-pdf is modelled by assuming that ξ and c are statistically-independent,
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P̃ξ,c(η, ζ) = P̃ξ(η)P̃c(ζ), with the marginal pdfs P̃ξ and P̃c modelled by the β-function

distribution. The table generation is performed as a pre-processing step, yielding four-

dimensional tables in terms of ξ̃, ξ̃′′2, c̃ and c̃′′2 axes for each set of scalar dissipation

rates considered.

There is a one-way coupling of the DCMC model into the CFD through the lookup table.

The CFD set-up was developed by ETH Zurich in OpenFOAM, where momentum,

turbulence, mass and energy equations are solved in physical space. Turbulence is

modelled using a standard k−ϵ model with a tuned ϵ1 constant in order to correct for the

round jet anomaly as previously used in diesel spray problems [151]. The liquid spray

injection is characterized using the blob injection model [174] and the Reitz-Diwakar

model for the secondary break-up [172]. The spray was validated with the experiment

in terms of vapour penetration. Pressure-velocity coupling is performed using PISO,

spatial derivatives computed with second order accuracy and the solution is advanced

by implicit second order time integration.

The mixture fraction and progress variable moments used as inputs to the lookup table

are given by Reynolds-Averaged transport equations solved in the CFD. The transport

equations are modelled assuming gradient-type turbulent transport, unity Lewis number,

and a simple treatment of spray evaporation (the spray evaporation source term is only

retained in the mean mixture fraction equation).

The mean mixture fraction is modelled by

∂ρ̄ξ̃

∂t
+∇ ·

(
ρ̄ũξ̃

)
= ∇ ·

[
ρ̄
(
D̄ + D̄t

)
∇ξ̃
]
+ ρ̄Πξ

(8.1)

and the mixture fraction variance is modelled by

∂ρ̄ξ̃′′2

∂t
+∇ ·

(
ρ̄ũ ˜ξ′′2

)
= ∇ ·

[
ρ̄
(
D̄ +Dt

)
∇ ˜ξ′′2

]
+ 2ρ̄

(
D̄ +Dt

)
∇ξ̃ ·∇ξ̃ − 2ρ̄Ñξ, (8.2)

where the molecular and turbulent diffusivities are computed as D̄ = µ̄/ (ρ̄Sc) and

Dt = µt/ (ρ̄Sct) respectively and µt is the turbulent viscosity given by the k-ϵ model.

The unconditional mean mixture fraction scalar dissipation rate is modelled as Ñξ =

1
2Cχϵ̃/kξ̃′′2 [198, 237], where the model coefficient is set as Cχ = 2 [202, 215].
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Considering that progress variable is dependent on mixture fraction, the transport equa-

tions for its mean and variance are given by

∂ρ̄c̃

∂t
+∇ · (ρ̄ũc̃) = ∇ ·

[
ρ̄
(
D̄ +Dt

)
∇c̃
]
+ ρ̄˜̇ωc∗ (8.3)

and the mixture fraction variance is modelled by

∂ρ̄c̃′′2

∂t
+∇ ·

(
ρ̄ũ ˜c′′2

)
= ∇ ·

[
ρ̄
(
D̄ +Dt

)
∇c̃ ·∇c̃

]

+ 2
(
D̄ +Dt

)
∇c̃ ·∇c̃− 2ρ̄Ñc

+ 2ρ̄
(
c̃ω̇c∗ − c̃ ˜̇ωc∗

)
.

(8.4)

where the effective progress variable reaction rate ω̇c∗ is given by,

ω̇c∗ =
1

∂Yc/∂c

[
ω̇Yc +Nξ

∂2Yc
∂ξ2

+ 2Nξ,c
∂2Yc
∂ξ∂c

+Nc
∂2Yc
∂c2

]
. (8.5)

Terms in Eqs. 8.3 and 8.4 involving ω̇c∗ are closed by convolution of the joint-pdf with

the relevant quantities from the DCMC solution. The mean progress variable scalar

dissipation rate Ñc is closed using the model presented in Kolla et al. [103] as

Ñc =
1

2βc

[
(2K∗

c − τC4)
s0l
δ0l

+ C3
ϵ̃

k

]
c̃′′2 (8.6)

where τ is a heat release parameter approximated by the burnt and unburnt tempera-

tures τ = (Tb − Tu) /Tu. s0l and δ0l are, respectively, the laminar flame speed and ther-

mal thickness. The remaining model parameters are defined as: βc = 6.7, K∗
c = 0.85τ ,

C3 = 1.5
√
Ka/

(
1 +

√
Ka
)

and C4 = 1.1/ (1 +Ka)0.4. Ka is the Karlovitz number

defined as Ka =
√(

u′/s0l
)3 (

δ0l /L
)
, where L is the integral length scale. The term K∗

c is

related to dilatation, whereas C3 and C4 account for the interaction between turbulent

strain and scalar gradient [103].

The CFD solver computes all the transport equations in physical space, i.e. momentum,

energy, turbulence and first two moments for ξ and c, and obtains the source terms for

Eqs. 8.3 and 8.4 from the look-up table. The process is performed within the timestep

until convergence is achieved. Figure 8.2 illustrates the coupling between the CFD solver

and the turbulent combustion model presented in Ref. [198].
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Figure 8.2: Schematic illustration of the coupling between CFD and turbulent
combustion model [198].

8.2.3 Numerical setup

The CFD grid used hexahedral cells of 0.5 mm. The simulation is initialised with the

pressure and temperature from the experiment corresponding to the start of injection 3.7

ms before Top Dead Centre. Temperature and composition are assumed to be uniform

throughout the cylinder. The combustion chamber is initialised with a quiescent velocity

field and turbulence is generated during the spray injection. The flow field conditions do

not correspond to a real engine condition where high turbulence is expected prior fuel

injection. The implication of the flow conditions in the RCEM is that the flow and the

flame propagation outside of the pilot region are laminar. Since the grid resolution here

is not sufficient to accurately solve laminar premixed flames and the target for dual-fuel

modelling is turbulent combustion, the simulation was stopped as the flame approached

the boundary of the pilot region.

In order to test the effects of molecular transport on the DCMC solutions, the results

presented here used different scalar dissipation rates based on the magnitude provided for

the Amplitude Mapping Closure as presented in Table 8.1. N0,Z was obtained based on

non-reactive calculations of the fuel spray, whereas the maximum magnitude in progress

variable direction was computed considering the timescale of a methane-air laminar

premixed flame at the conditions used for the CFD. Cross-dissipation is neglected. The

matrix presented in Table 8.1 goes from zero transport in c experienced pior to ignition,

which corresponds to a single conditioned solution in mixture fraction, to a case with
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Table 8.1: Peak scalar dissipation rates used in the DCMC solutions.

Case
〈
N0

ξ |η, ζ
〉 〈

N0
c |η, ζ

〉 〈
N0

ξ,c|η, ζ
〉

N 60 0 0 60 0 0
N 60 30 0 60 30 0
N 60 300 0 60 300 0
N 60 3000 0 60 3000 0

scalar dissipation rate magnitude similar to the expected for a partially premixed flame

at those conditions.

8.3 Results

Figure 8.3 presents the predictions of conditional mean progress variable reaction rate

⟨ω̇c | η, ζ⟩ = ⟨ ˙ωYc | η, ζ⟩/ (∂QYc/∂ζ) for the four cases introduced in Table 8.1. The

high reaction rate observed in Fig. 8.3a for the range 0.0 < ξ < 0.4 and 0 < c <

0.5 correspond to the first-stage ignition process associated with the low temperature

chemistry of n-dodecane combustion. The results reveal sensitivity of reaction rate to

progress variable scalar dissipation rate, which is more pronounced at rich mixtures

(ξst = 0.026). The rate of transport in the ζ-direction wipes out the low temperature

chemistry for ⟨N0
c | η, ζ⟩ = 3000.

A separate simulation of the RCEM experiment is performed using each of the DCMC-

generated lookup tables listed in Table 8.1. The predictions of heat release rate using

table N 60 0 0, presented in Fig. 8.4, show a very good agreement with the experimental

data. As expected, the ignition delay time was retarded for the tables with ⟨N0
c | η, ζ⟩ >

0. For the manifolds with progress variable scalar dissipation amplitude higher than 30

s−1, no ignition was observed. Nonetheless, the solutions for N 60 0 0 and N 60 30 0

presented a similar first-stage ignition delay time. The case N 60 3000 0 approximates

the solution of a premixed laminar flame front and therefore molecular transport plays a

much greater role than during autoignition. Tests performed on a simple one-dimensional

reaction-diffusion solver for progress variable revealed that the case case N 60 3000 0

reproduces the laminar flame speed obtained with a freely-propagating flame, whereas

N 60 0 0 considerable under-predicts flame propagation.
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(a) N 60 0 0 (b) N 60 30 0

(c) N 60 300 0 (d) N 60 3000 0

Figure 8.3: Predictions of conditional mean progress variable reaction rate for
various scalar dissipation rates.

Figure 8.5 presents the evolution of mixture fraction and temperature in physical space

at different timesteps using table N 60 0 0. At 0.735 ms, the simulation shows the low

temperature region due to evaporation of the pilot fuel and first-stage ignition occuring

at the spray tip. The low temperature chemistry region is convected with the spray and

is the precursor to autoignition. Prior second-stage igntion, the pilot spray occupies a

great volume in the combustion chamber, what highlight the importance of correctly

predicting partially premixed flames at dual-fuel conditions. Part of the inhomogeneous

mixture in the region of the injector nozzle remains unburnt by the time the simulation

was stopped.

The sensitivity to progress variable scalar dissipation rate implies that it is not possible

to model the entire ignition and propagation process with a single DCMC solution with

constant conditional scalar dissipation rate profiles. In the context of the lookup table

approach, the table could be extended using additional DCMC solutions for a range
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Figure 8.4: Comparison of measured heat release rate with DCMC prediction.

(a) (b)

(c) (d)

(e) (f)

Figure 8.5: Combustion evolution in physical space: Mixture fraction on the
left; and temperature on the right

of scalar dissipation rates in order to include the amplitudes of mixture fraction and

progress variable conditional scalar dissipation rates as look-up variables. This would

allow solutions with different combinations of scalar dissipation rate amplitudes to be

used in different regions of the domain. However it is not just the amplitude but also

modelling for the shape of the progress variable dissipation rate profile that may be
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important for autoignitive flames.

The modelling so far in this Chapter and in previous DCMC [205] and multi-dimensional

flamelet [147] has employed a simple bell-shaped curve for the profile of the conditionally-

averaged progress variable dissipation rate. This may be appropriate in classical defla-

grative combustion where a single thin reaction front spans the entire range of progress

variable. However the situation in fuels exhibiting two-stage ignition is significantly

more complex, and modelling of conditional scalar dissipation rates associated with, for

example, polybrachial flame structures is an undeveloped subject. In an autoignitive

premixed system involving both cool-flames and hot-flames two distinct peaks of condi-

tional scalar dissipation rate can be expected in the low- and high-temperature regions

of composition space, with a region of relatively low scalar dissipation in between. The

challenge of modelling conditional scalar dissipation rates therefore presents a significant

barrier to application of DCMC-like methods for problems combining multi-stage igni-

tion and flame propagation: It is necessary for the progress variable conditional scalar

dissipation rate model to account for the reaction-diffusion dynamics of the particular

combustion problem.

The new age-based approach to modelling of progress variable conditional scalar dissi-

pation rate given by Eq. 6.4 in Chapter 6 provides a possible approach for addressing

this problem. In order to illustrate the age-based approach in this context, a DCMC

solution for the relative age, Qâ, is computed from the N 60 30 0 DCMC solution as a

post processing step keeping the ω̇c∗ and ⟨Nξ | η⟩ fields fixed, yielding the age-contour

plot in Fig. 8.3a. The corresponding conditional progress variable scalar dissipation

rate given by Eq. 6.4 is plotted in Fig. 8.3b. Equation 6.4 predicts a complex structure

entirely different from the bell-shaped Amplitude Mapping Closure, containing distinct

peaks corresponding to low and high-temperature chemistry fronts expected in this case.

The new modelling approach provides a means to take account of the reaction-diffusion

dynamics of any particular combustion case. The different scalar dissipation rate struc-

ture is expected to significantly modify the sensitivity of the ignition process to the

unconditional progress variable scalar dissipation rate imposed.

The prediction of the conditional progress variable scalar dissipation rate given by Eq.
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(a) ⟨Qâ|η, ζ⟩ (b) ⟨Nc|η, ζ⟩

Figure 8.6: Multi-dimensional flamelet solution of relative age. (a) conditional
distribution of relative age: LTI corresponds to Low-Temperature Ignition, and
HTI to High-Temperature Ignition ; (b) progress variable scalar dissipation rate
using model from Eq. 6.4.

6.4 remains to be validated for combustion processes involving two-stage ignition com-

bustion processes. The impact of this alternative model on predictions of ignition pro-

cesses also needs to be established.

8.4 Conclusion

The Rapid Compression and Expansion Machine experiment from Refs. [214, 216] was

modelled using Double Conditional Moment Closure based on mixture fraction and

progress variable. The DCMC model was implemented into CFD simulation using a

lookup table approach, modelling the joint mixture fraction-progress variable pdf with

independent β-function distributions and the conditional scalar dissipation rates with

bell-shaped profiles.

For low progress variable dissipation rates, the DCMC solution exhibits two-stage ig-

nition. The magnitude of the first-stage reaction rates are attenuated as the progress

variable dissipation rate increases, resulting in extension of ignition delay beyond that

observed in the experiment. This behaviour is a feature of the simplistic ‘amplitude

mapping closure’ modelling employed for progress variable conditional scalar dissipation

rates. The amplitude mapping closure is built on an assumption that the progress vari-

able coordinate spans a single mixing structure characterised by single length scale. Due
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to the time interval that separates first and second stage ignition processes and their

differing chemical kinetic rates, the analysis shows that more sophisticated modelling

of the conditional reaction rates is required for DCMC in flow regions involving two-

stage ignition, or containing both ignition and flame propagation. This indicates that,

for successful DCMC modelling of dual-fuel combustion, it is important to account for

the spatio-temporal variation of scalar dissipation rate levels, either by adding spatial

dimensions to the DCMC approach or, for the present uncoupled/tabulated DCMC im-

plementation, by including scalar dissipation rate coordinates in the look-up table. The

age-based approach developed for modelling the joint-pdf in Chapter 6 also suggests new

possibilities for modelling the progress variable conditional scalar dissipation rate, and

this is a subject that warrants further investigation.



Chapter 9

Conclusion

Pilot-ignited dual-fuel combustion is an attractive strategy for utilising lean mixtures

of alternative fuels such as natural gas in internal combustion engines, promising high

thermal efficiency and low exhaust emissions. The combustion process is fundamentally

different from classical compression ignition and spark ignition engines. The dual-fuel

combustion process involves competition between deflagration, diffusion and autoignition

combustion modes. Theory and modelling of dual-fuel combustion develops modelling

appraoches for dual-fuel engine simulation, addressing three fundamental questions that

arise in dual-fuel engines, in addition to the challenges of the better-understood single

fuel diesel engine: (a) the combined influence of the two fuels on the ignition process; (b)

the effect of the inhomogeneous and reactive conditions on the flame structure; (c) and

the effect of both fuels on flame propagation speed. These challenges are addressed in

fundamental investigations of laminar and then turbulent flows, with this understanding

contributing to development of two modelling strategies for duel-fuel combustion: a hy-

brid non-premixed/premixed approach, and a more general approach describing multiple

combustion modes.

9.1 Dual-fuel flame propagation in laminar flow

The influence of pre-ignition chemical processes on flame propagation is investigated

first in laminar flow in Chapter 4. It is found that fuel-blends that exhibit two-stage

ignition undergo a significant increase in the laminar flame speed before ignition. The

161
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production of intermediate species and the heat released during first-stage ignition both

make significant contributions to the increase of the laminar flame speed. Methane

addition in the fuel blend reduces the contribution of first-stage ignition to flame speed

enhancement because of dilution of the more reactive fuel and consumption of radicals

by the CH4 chemical kinetics. The flame can be classified as deflagrative or ignitive

depending on the magnitude of the diffusion contribution in the flame front, and it

is shown that the nature of the reaction front can alternatively be characterised by

considering the scaling of the flame thickness with respect to thermal diffusivity and

flame speed. Despite significant increase in flame speed, the reaction fronts remain

deflagrative until the residence time in the mixture approaches the ignition delay time.

A new flame speed model is developed to account for the contributions of heat release,

reactant consumption, and enhanced reactivity ahead of the flame. The model correctly

captures the variation of flame speed for the full range of methane/n-heptane fuel blends

at relevant engine conditions up to the transition to ignition.

9.2 Ignition processes, flame propagation and flame struc-

ture in turbulent flow

The ignition process in turbulent and laminar dual-fuel combustion is investigated in

Chapter 5. The chemical contribution of methane to the early stages of dual-fuel com-

bustion are analysed in DNS calculations of a dimethyl-ether/methane-air mixing layer

using multi-step chemistry. The chemical contribution of the premixed fuel was isolated

by comparing the ignition process with a simulation in which methane was treated as

inert. The retarded ignition delay time for dual-fuel combustion has been observed in

the literature and was captured in the calculation. The analysis revealed an increased

sensitivity to fluid dynamic strain associated with methane addition due to chemical

interaction involving CH4, and this is the leading cause of the DME-methane mixture’s

increased ignition delay time when subject to turbulent mixing. The heat released during

first-stage ignition is significantly reduced by the methane chemistry, nonetheless it still

shifts the ignition to richer mixtures as previously observed in diesel-like autoignition.

The first application of Chemical Explosive Mode Analysis to dual-fuel combustion re-

veals a complex combustion process in which the majority of the inhomogeneous mixture



Chapter 9. Conclusion 163

is consumed by diffusion-assisted ignition, i.e. deflagration. Therefore, the correct de-

scription of flame propagation in inhomogeneous and partially reacted mixtures present

in the early stages of dual-fuel combustion is key to the modelling of dual-fuel combus-

tion. The consumption of the stoichiometric mixture occurs through the propagation

of a polybrachial flame structure with a cool-flame forming the additional branch of the

classical triple flame. The lean methane-air flame is observed to be initiated by the lean

branch of the polybrachial structure.

During the early stages of lean flame propagation the displacement speed is highly

affected by mixture reactivity, stratification and unsteadiness. Curvature is also observed

to play an important role in flame speed enhancement. The flame speed model developed

in Chapter 4 is used to quantify the low-temperature chemistry effects on displacement

speed. It is shown that in the region with large/moderate gradients of mixture fraction

the combined effects of back-support and unsteadiness increase the displacement speed

by a similar amount to the effect of pre-ignition chemistry. The mean displacement

speed of flames approaching the premixed methane/air at the edge of the pilot region is

observed to be greater than the laminar flame speed for that mixture, highlighting the

importance of accounting for effects of pre-ignition chemistry on the deflagration speed.

9.3 Duel-fuel combustion modelling

A combination of different approaches is identified for modelling the premixed and non-

premixed phases of dual-fuel combustion. Two different modelling approaches are de-

veloped: a hybrid mixture fraction Conditional Moment Closure (CMC)/G-equation

approach; and a mixture fraction-progress variable Double Conditional Moment Closure

(DCMC). These approaches are tested considering experimental data for a dual-fuel

Rapid Compression-Expansion Machine in Chapters 7 and 8.

Hybrid modelling: The hybrid approach developed in Chapter 7 uses Conditional

Moment Closure (CMC) to model the autoigniting diffusion flame and G-equation to

capture the premixed phase. The effects of partially reacted fuel and mixture inhomo-

geneity are taken into account by the laminar flame speed model developed in Chapter

4. The model adequately captures ignition and the transition to flame propagation of
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the n-heptane pilot-ignited methane-air experiment used for validation. Predictions of

heat release rate presented sensitivity to the turbulence flame speed correlation and the

ignition criterion used to couple the CMC and G-equation models. Even though the

ignition time remains similar, the criterion had a major impact on the ignition location.

The presence of n-heptane and pre-ignition reactions on the laminar flame speed model

was demonstrated to increase the burning rate at certain locations of the combustion

chamber. The over-prediction of ignition delay time is associated with the limitation

of the reduced n-heptane chemical mechanism to properly account for dual-fuel ignition

kinetics. Sensitivity to the criteria used for transitioning between the CMC ignition

model and the G-equation flame propagation model motivates development of more

general double-conditional moment closure (DCMC) modelling that can be applied to

the entire combustion process.

DCMC modelling for partially premixed combustion: An implementation of

the DCMC approach is developed and initial application for dual-fuel combustion is

presented in Chapter 8. Use of DCMC relies on modelling for the joint-pdf of mix-

ture fraction and progress variable. Chapter 6 examines their joint-pdf in three DNS

cases corresponding to different partially-premixed combustion modes that may arise in

dual-fuel engines. It is observed that each case exhibits statistical dependence between

mixture fraction and progress variable, and that the nature of the statistical dependence

is qualitatively different during autoignition, local extinction, re-ignition, and in equiv-

alence ratio-stratified flame propagation due to different reaction-diffusion dynamics.

It is shown that the common approximation of neglecting this dependence can lead to

substantial errors in closure of reaction rates. A new ‘age-based’ approach for mod-

elling the joint-pdf is tested, using the DCMC solution in order to take account of the

effect of the reaction-diffusion dynamics on the shape of the joint-pdf. The age-based

approach correctly predicts the qualitatively-different dependence structures in each of

the DNS cases considered. Even with only three input moments, the age-based approach

gives the best reaction rate predictions of any of the joint-pdf models considered, how-

ever it is noted that a priori testing of models can be misleading, since the model for

the moments (taken from the DNS) is not consistent with the reaction rate predictions

(from the DCMC model and the modelled joint-pdf). Therefore a posteriori testing in

LES or RANS is needed to confirm the validity of the age-based approach. However,
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correct prediction of the dependence structure across a wide range of combustion con-

ditions suggests that the physical basis for the age-based approach is correct and that

the improvement in predictions is achieved for the right reasons.

Application of DCMC modelling to duel-fuel combustion: The DCMC ap-

proach is applied to dual-fuel combustions in Chapter 8 for the conditions of a dodecane-

methane dual-fuel Rapid Compression-Expansion Machine experiment. The sensitivity

of the DCMC solution to mixing is examined by varying the magnitude of the progress

variable dissipation rate. For low progress variable dissipation rates, the solution ex-

hibits two-stage ignition. The magnitude of the first-stage reaction rates is attenuated as

the progress variable dissipation rate increases, resulting in extension of ignition delay

beyond that observed in the experiment. This behaviour is a feature of the simplis-

tic ‘amplitude mapping closure’ modelling employed for progress variable conditional

scalar dissipation rates. The amplitude mapping closure is built on an assumption that

the progress variable coordinate spans a single mixing structure characterised by single

length scale. Due to the time interval that separates first and second stage ignition

processes and their differing chemical kinetic rates, the analysis shows that more sophis-

ticated modelling of the conditional reaction rates is required for DCMC in flow regions

involving two-stage ignition, or containing both ignition and flame propagation. This

indicates that, for successful DCMC modelling of dual-fuel combustion, it is important

to account for the spatio-temporal variation of scalar dissipation rate levels, either by

adding spatial dimensions to the DCMC approach or, for the present uncoupled/tab-

ulated DCMC implementation, by including scalar dissipation rate coordinates in the

look-up table. The age-based approach developed for modelling the joint-pdf in Chapter

6 also suggests new possibilities for modelling the progress variable conditional scalar

dissipation rate, and this is a subject that warrants further investigation.

9.4 Future work

This section provides insights of future work regarding the different aspects of dual-fuel

combustion modelling addressed in this thesis.
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The application of DCMC modelling to dual-fuel combustion could be investigated using

the DNS simulation presented in Chapter 5. The assumptions regarding the two condi-

tioning variables and the models for conditional scalar dissipation rates can be evaluated

a posteriori by running the DNS with additional transport equations for mixture fraction

and progress variable and obtaining reaction source term from the DCMC.

The model presented in Chapter 6 for the conditional progress variable dissipation rate

based on the distribution of age is a promissing possibility to overcome the difficulties of

having one single conditional state to model the two-stage autoigniting process and the

subsequent flame propagation observed in dual-fuel combustion. However, the proposed

model requires further investigation at those conditions. DNS or well-resolved LES

simulations at relevant thermochemical conditions can provide the information necessary

to verify the validity and predictions of the scalar dissipation rate model.

The application of the DCMC model on a dual-fuel engine-like simulation was presented

in Chapter 8. Nonetheless, the model validation still requires a more realistic experiment

where the entire combustion process can be succesfully compared with the simulation.

A direct comparison of the DCMC and hybrid modelling approaches for the same test

case can highlight the implications of using each of the models.



Appendix A

Procedure for removing

intermediate species ahead of the

flame

The modified flame simulation involves two steps illustrated in Fig. A.1.

Replaced 
intermediate 
species with 
major species

Figure A.1: Illustration of the reduced-domain simulation procedure: tempera-
ture field from a full-domain simulation of a stoichiometric n-heptane–air flame
with τf = 0.95τign (top); temperature field from the reduced-domain simulation.
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Step 1

The first step determines the modified composition ahead of the flame. A single precursor

flame simulation (Fig. A.1 top) is used to determine the variation of the reactant

composition with residence time upstream of the flame front. The composition recorded

for each residence time is then modified by replacing the intermediate species with a

mixture of reactants and major products of stoichiometric combustion, while keeping

the temperature and total enthalpy unchanged. The replacement mixture consists of

CH4, C7H16, O2, N2, CO2, and H2O. The modified mass fraction vector Y′ is calculated

by weighting the unburnt and burnt composition of complete combustion, Yu and Yb

respectively, with an enthalpy-based progress variable ch

Y′ = Ybch +Yu(1− ch). (A.1)

The burnt composition is taken as the products of complete stoichiometric combustion,

consisting of N2, CO2 and H2O. The progress variable cY is given by

ch =

∑nspec
α=1 [Yαhα(T )− Yα,uhα(Tu)]∑nspec

α=1 [Yα,bhα(Tb)− Yα,uhα(Tu)]
, (A.2)

where Y and T are the original unmodified mass fraction vector and temperature, and

hα is the specific total enthalpy of each species.

Step 2

The second step produces a flame solution using the modified composition as the inlet

condition with the flame positioned 67µm from the inlet (Fig. A.1 bottom). The total

domain length is 200 µm. The flame residence time for the modified flame simulation

is sufficiently small that the results are not influenced significantly by chemical reaction

upstream of the modified flame front, and sufficiently large that the flame speed is not

influenced significantly by diffusive flux through the domain inlet. This is confirmed

in Fig. 4.9 by applying the two-step procedure without removing intermediate species

from the reactant mixture: the flame speeds obtained using this ‘reduced’ solution do-

main closely follow the residence time-dependence obtained using a single ‘full’ solution

domain with the same total residence time. The difference due to the use of the reduced

domain procedure is negligible compared with the effect of replacing the intermediate
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species. This confirms the validity of the modified flame approach for determining the

relative influences of intermediate species and thermal effects.





Appendix B

Validation of the DME/CH4

chemical mechanism

Figure B.1 presents the comparison of ignition delay time predictions using the detailed

[30] and reduced 25-species mechanisms for the conditions used in the DNS calculations.

The reduced mechanism is capable of correctly predicting the first- and second-stage

ignition delay times.

Figure B.1: Ignition delay times using reduced and detailed mechanisms.
Dashed-line corresponds to first-stage ignition; Solid line to ignition delay time.

The reduced mechanism also presents high accuracy on predicting the laminar flame

speeds for the all fuel blends at high temperatures and pressures, as presented in Fig.

B.2.
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Figure B.2: Laminar flame speed predictions using reduced and detailed mech-
anisms
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