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Abstract—Hybrid analog/digital precoding in millimeter-wave (mmWave) multi-input multi-output (MIMO) systems is capable of achieving the near-optimal full-digital performance at reduced hardware cost and power consumption compared to its full-RF digital counterpart. However, having numerous phase shifters is still costly, especially when the phase shifters are of high resolution. In this paper, we propose a novel twin-resolution phase-shifter network for mmWave MIMO systems, which reduces the power consumption of an entirely high-resolution network, whilst mitigating the severe array gain reduction of an entirely low-resolution network. The connections between the twin phase shifters having different resolutions and the antennas are either fixed or dynamically configured. In the latter, we jointly design the phase-shifter network and the hybrid precoding matrix, where the phase of each entry in the analog precoding matrix can be dynamically designed according to the required resolution. This method is slightly modified for the fixed network’s hybrid precoding matrix. Furthermore, we extend the proposed method to multi-user MIMO systems and provide its performance analysis. Our simulation results show that the proposed dynamic hybrid precoding method strikes an attractive performance vs. power consumption trade-off.

Index Terms—Dynamic hybrid precoding, twin-resolution phase-shifter network, millimeter-wave communication.

I. INTRODUCTION

Millimeter-wave (mmWave) solutions have become one of the key techniques for next-generation wireless communication systems [1]–[3]. Having plenty of bandwidth at mmWave frequencies relieves the scarcity of spectral resources caused by the explosive growth of data traffic and electronic devices [4]. Nevertheless, mmWave signals inevitably suffer from high path loss [5]. Fortunately, the short wavelength of mmWave carriers enables the application of compact antennas and further guarantees the integration of large-scale antenna arrays in a compact physical size [6]–[11]. Consequently, massive multi-input multi-output (MIMO) schemes constitute promising techniques for mmWave communication systems, where the high beamforming gain of large antenna arrays is capable of counteracting the high path loss [12]–[14]. However, in conventional fully digital MIMO structures, each antenna is supported by a dedicated radio-frequency (RF) chain, which will lead to unaffordable hardware cost and power consumption.

A. Literature review

Hybrid precoding comes to rescue in circumventing this problem [15]–[20]. It divides the fully digital precoding into two parts, including analog precoding and digital precoding. The transmit signals are processed by precoding both in the digital and analog domains for attaining both high multiplexing and beamforming gains. In [15]–[18], hybrid precoding techniques have been conceived for mmWave point-to-point MIMO systems. El-Ayach et al. in [15] propose an orthogonal matching pursuit (OMP)-based method to design the hybrid precoder. Rusu et al. in [16] propose an optimization method for designing hybrid precoders by minimizing the Euclidean distance between the fully digital solution and the hybrid precoder. Zhang et al. in [17] adopt penalty decomposition methods for designing the hybrid precoder of wideband systems relying on orthogonal frequency division multiplexing (OFDM). Alkhateeb et al. in [18] propose efficient hybrid analog/digital codebooks and a corresponding near-optimal hybrid precoding method for wideband mmWave systems. Furthermore, the authors of [19], [20] study the benefit of hybrid precoding methods in mmWave multi-user MIMO (MU-MIMO) systems. A codebook based method is proposed in [19], where the columns of the analog precoding matrix are selected from a codebook for maximizing the bandwidth efficiency, while the digital precoder is designed based on the zero-forcing (ZF) method for eliminating the interference among users. The authors of [20] design a hybrid precoder for a scenario, when each user is supported by several RF chains. An iterative matrix decomposition-aided block diagonalization method is proposed for eliminating the inter-user interference.

However, the aforementioned hybrid precoding methods assume that phase shifters are of infinite or high resolutions. Since numerous phase shifters are required, they impose high power consumption and hardware complexity. Therefore,
using low-resolution, low-cost phase shifters is preferred for practical systems [21]–[27]. Chen et al. in [21] propose a hybrid transmit precoding (TPC) scheme based on joint iterative training and low-resolution phase shifters, where the iterative training used converges to the dominant steering vectors that align with the direction of the highest channel gain. Shi and Hong in [22] propose a penalty dual decomposition method for designing hybrid TPC aiming for maximizing the bandwidth efficiency. Chen in [23] proposes an iterative algorithm for finding the desired discrete phases that maximize the bandwidth efficiency. Sohrabi and Yu in [24], [25] conceive a heuristic hybrid beamforming design, which achieves near-optimal performance in terms of throughput in point-to-point MIMO systems and in multi-user multiple-input single-output (MU-MISO) systems. Wang et al. in [26], [27] propose an iterative algorithm, which successively designs the low-resolution analog precoder and combiner, aiming for conditionally maximizing the bandwidth efficiency. Nevertheless, all phase shifters are considered to be of low resolution, which leads to severe array-gain loss. In addition to using phase shifters that are digitally controlled, passive analog precoders are adopted for constructing hybrid precoding. Tan et al. [28] adopt a discrete Fourier transform (DFT)-based analog precoder and investigate the achievable rate of MU-MISO systems in Rayleigh fading channels. Furthermore, Han et al. [29] utilize the cost-effective Butler matrices for enhancing DFT-based systems and propose a two-step hybrid precoding scheme for MU-MIMO systems, which achieve near-optimal performances despite substantially reducing the complexity of the conventional exhaustive search. However, compared with phase shifter based systems, the bandwidth efficiency of passive analog precoders is limited when a small amount of RF chains are adopted.

B. Contributions

We propose a twin-resolution phase-shifter network together with a dynamic hybrid TPC method for striking a compelling performance vs. power consumption trade-off. The main contributions of this paper are summarized as follows:

1) For simplicity, we assume that the numbers of high- and low-resolution phase shifters are equal to each other. Thus, we propose to replace half of the high-resolution phase shifters with low-resolution ones in the conventional entirely high-resolution network and acquire our proposed twin-resolution network, which reduces the power consumption of the entirely high-resolution network and compensates for the severe array gain loss of the entirely low-resolution network. Two types of twin-resolution phase-shifter networks are considered, namely a fixed network and a dynamic network. For the fixed network, we fix the connections between the twin-resolution phase shifters and transmit antennas (TAs), while in the dynamic network, the connections are dynamically configured with the aid of a mapper between the twin-resolution phase shifters and TAs. Note that a certain TA can be flexibly connected to either a high- or low-resolution phase shifter in the dynamic network.

2) For the proposed dynamic twin-resolution phase-shifter networks, we aim for maximizing the bandwidth efficiency and propose a dynamic hybrid TPC method by jointly designing the mapper in the network and the hybrid TPC matrix. Specifically, we derive the relationship between the bandwidth efficiency and each entry in the analog TPC matrix. Then we propose an iterative method for jointly designing the entries in the analog TPC matrix and the mapper. Specifically, we first determine the mapper for low-resolution phase shifters and quantize the phases of the corresponding entries in the analog TPC at a low resolution. Afterwards, we design the phases of the remaining entries having high resolution. The proposed dynamic hybrid TPC method can be slightly modified for employment, when a fixed phase-shifter network with fixed mapper is adopted.

3) In MU-MIMO systems, we eliminate the inter-user interference by the classic block diagonalization method in the baseband TPC matrix design. We further characterize the bandwidth efficiency in a form, which is composed of the bandwidth efficiency in the absence of inter-user interference and the bandwidth efficiency erosion caused by inter-user interference. We propose to jointly design the analog TPC matrix and the mapper by maximizing the former. Our simulation results demonstrate that the proposed dynamic hybrid TPC method achieves higher energy efficiency (EE) than its traditional counterparts.

4) Furthermore, we provide the performance analysis of the proposed method. To derive the bandwidth efficiency gap between the proposed method relying on our twin-resolution phase-shifter network and the fully digital solution, we sequentially replace the entries of the fully digital TPC matrix by that of the hybrid TPC matrix derived. The bandwidth efficiency gap equals to the summation of all bandwidth efficiency variations during the process of replacement.

The remainder of this paper is organized as follows. In Section II, our system and channel models are introduced. In Section III, our twin-resolution phase-shifter networks are presented. In Section IV, we propose our dynamic hybrid TPC method for mmWave point-to-point MIMO systems and provide its performance analysis. In Section V, we extend the proposed method and performance analysis to MU-MIMO systems. In Section VI, numerical results are provided. Finally, our conclusions are drawn in Section VII.

**Notation**: Lower-case and upper-case boldface letters denote vectors and matrices, respectively. $(\cdot)^T$, $(\cdot)^H$, $(\cdot)^{-1}$ and $(\cdot)^\dagger$ denote the transpose, conjugate transpose, inverse and pseudo-inverse of a matrix, respectively. $tr(\cdot)$ presents the trace function. $\text{diag}(\cdot)$ extracts the diagonal element of a matrix into a column vector. $\|\cdot\|_F$ denotes the Frobenius norm of a matrix. $|\alpha|$ is the absolute value of a scalar. $|A|$ is the determinant of a matrix. $A_{(i,:)}$ and $A_{(:,j)}$ represent the $i$-th row and $j$-th column of the matrix $A$, respectively. The operator $\circ$ denotes the Hadamard product. Finally, $I_P$ denotes the identity matrix of size $P \times P$. 
I. DOWNLINK SYSTEM AND CHANNEL MODEL

In this section, we will introduce our system model and channel model for both mmWave point-to-point MIMO and MU-MIMO systems.

A. MmWave Point-to-point MIMO Systems

Firstly, we will introduce the mmWave point-to-point MIMO downlink (DL) considered. As shown in Fig. 1, the base station (BS) communicates with the user through $N_{BS}$ TAs and $N_{RF}$ RF chains. The user is equipped with $N_{MS}$ receiver antennas (RAs) (fully digital structure). The number of data streams is $N_s$. The transmit signal is defined as $s = [s_1, s_2, \ldots, s_{N_s}]^T \in \mathbb{C}^{N_s \times 1}$ with normalized power, i.e., $\mathbb{E} [ss^H] = I_{N_s}$. The transmit signal at the BS is firstly precoded by the low-dimensional baseband TPC $F_{BB} \in \mathbb{C}^{N_{RF} \times N_s}$. Then, the digitally-precoded signals $F_{BB}s$ are processed by the analog precoder, which is accomplished by the phase-shifter network. There are $N_{RF}$ groups of phase shifter and each group has $N_{BS}$ phase shifters. The phase-shifter network will be discussed in Section III. The analog TPC is expressed in a matrix form, i.e., $F_{RF} \in \mathbb{C}^{N_{MS} \times N_{RF}}$. Due to the hardware constraint of phase shifter, the entries of the analog TPC matrix $F_{RF}$ are discrete as in $F_{RF}(i,j) = e^{j2\pi d_1 i \sin \theta_1 + \phi_{i,j}}$, where $\phi_{i,j}$ is the discrete phase caused by the limited resolution of the phase shifter. The hybrid TPC satisfies the power constraint of $\|F_{RF}F_{BB}\|^2 = N_s$. After hybrid TPC, the transmit signal is expressed as

$$x = \sqrt{\frac{\rho}{N_s}} F_{RF} F_{BB}s,$$

where $\rho$ is the transmit power.

A narrow-band mmWave channel model $H \in \mathbb{C}^{N_{MS} \times N_{BS}}$ is adopted where uniform planar arrays (UPAs) of antennas are employed both at the BS and the user. We adopt the physical multi-path channel model having $L$ paths for narrow-band mmWave systems, which is widely used in [15], [25], [27],

$$H = \sqrt{\frac{N_{BS}N_{MS}}{L}} \sum_{\ell=1}^{L} \alpha_{\ell} a_{MS}(\phi^\ell_1, \theta^\ell_1) a_{BS}(\phi^\ell_2, \theta^\ell_2),$$

where $\alpha_{\ell} \sim \mathcal{CN}(0, 1)$ is the complex gain of the $\ell$-th path. The vectors $a_{BS}(\phi^\ell_2, \theta^\ell_2) \in \mathbb{C}^{N_{BS} \times 1}$ and $a_{MS}(\phi^\ell_1, \theta^\ell_1) \in \mathbb{C}^{N_{MS} \times 1}$ represent the antenna array responses at the BS and the user, which can be expressed as

$$a_{BS}(\phi^\ell_1, \theta^\ell_1) = \frac{1}{\sqrt{N_{BS}}} e^{j2\pi d_1 (m \sin \phi^\ell_1 \sin \theta^\ell_1 + n \cos \theta^\ell_1)} \cdots, e^{j2\pi d_1 (W-1) \sin \phi^\ell_1 \sin \theta^\ell_1 + (H-1) \cos \theta^\ell_1} \bigg|^T,$$

where $\phi^\ell_1$ and $\theta^\ell_1$ denote the azimuth and elevation angle-of-departure (AoD), $\lambda$ represents the wavelength, and $d$ is the antenna spacing. Typically, we set $N_s = \min \{L, N_{RF}\}$.

The received DL signal is expressed as

$$y = \sqrt{\frac{\rho}{N_s}} H F_{RF} F_{BB}s + n,$$

where $n \sim \mathcal{CN}(0, \sigma^2 I) \in \mathbb{C}^{N_{MS} \times 1}$. The received signal at the user is combined by the full-digital combiner $W \in \mathbb{C}^{N_{MS} \times N_s}$. Thus, we have

$$r = \sqrt{\frac{\rho}{N_s}} W^H H F_{RF} F_{BB}s + W^H n.$$

The bandwidth efficiency $R$ achieved with Gaussian signaling over the mmWave point-to-point MIMO channel can be expressed as [15]

$$R = \log_2 \left( I_{N_s} + \frac{\rho}{N_s \sigma^2} R^{-1} W^H H F_{RF} F_{BB}^H F_{BB}^H F_{RF}^H W \right),$$

where $R = W^H W$ is the noise covariance matrix after combining.

B. MmWave MU-MIMO Systems

In this subsection, we will consider mmWave MU-MIMO DL systems. As shown in Fig. 2, the BS transmits in the DL to $U$ users through $N_{BS}$ TAs and $N_{RF}$ RF chains.
user is equipped with $N_{BS}$ RAs (fully digital structure). The number of data streams at the BS is $N_s = U M_s$, where $M_s$ is the number of data streams at each user. In our MU-MIMO systems, the DL transmit signal is $s = [s_1, \ldots, s_{M_s}, \ldots, s_{U(M_s-1)+1}, \ldots, s_{UM_s}]^T \in \mathbb{C}^{N_s \times 1}$. The baseband TPC at the BS is divided into $U$ submatrices and we have $F_{BB} = [F_{BB1}, F_{BB2}, \ldots, F_{BBU}] \in \mathbb{C}^{N_s \times U M_s}$, where each submatrix is defined as $F_{BBu} = F_{BB}(:,(u-1)M_s+1:u M_s)$. The hybrid TPC satisfies the power constraint of $\|F_{RF} F_{BB}\|^2 = N_s$.

The DL channel $H_u \in \mathbb{C}^{N_{BS} \times N_{BS}}$ between the BS transmitter and the $u$-th receiver is expressed as

$$H_u = \sqrt{\frac{N_{BS} N_{MS}}{L_u}} \sum_{t=1}^{L_u} \alpha_{u,t} a_{MS} (\phi_{u,t}, \theta_{u,t}) a_{BS}^H (\phi_{u,t}, \theta_{u,t}),$$

where $L_u$ and $\alpha_{u,t}$ are the number of propagation paths and complex path gains. The vectors $a_{MS} (\phi_{u,t}, \theta_{u,t})$ and $a_{BS} (\phi_{u,t}, \theta_{u,t})$ represent the antenna array responses at the $u$-th user and the BS.

At the receiver, each user combines the received signal with the aid of the full-digital combiner $W_u \in \mathbb{C}^{N_{MS} \times M_s}$. The received signal at the $u$-th user after combining is expressed as

$$r_u = \sqrt{\frac{\rho}{N_s}} W_u^H H_u F_{RF} F_{BB} + W_u^H n_u. \quad (8)$$

The bandwidth efficiency $R_u$ for the $u$-th user achieved by Gaussian signaling over the mmWave MU-MIMO channel is expressed as [21]

$$R = \sum_{u=1}^{U} R_u = \sum_{u=1}^{U} \log_2 \left( \det \left( I_{M_s} + \frac{\rho}{N_s} R_i^{-1} W_u^H H_u F_{RF} F_{BB}^H \right) \right), \quad (9)$$

where $R_i = \sum_{t=1, t \neq u}^U W_u^H H_u F_{RF} F_{BB}^i (F_{BB}^i)^H H_u^H W_u + \sigma^2 W_u^H W_u$ represents the interference-plus-noise covariance matrix.

III. PROPOSED TWIN-RESOLUTION PHASE-SHIFTER NETWORK

In this subsection, we will propose two types of twin-resolution phase-shifter networks.

A. Fixed Twin-Resolution Phase-Shifter Network

In order to reduce the hardware cost and power consumption, while maintaining high bandwidth efficiency, we propose to utilize twin-resolution phase shifters. For simplicity, both the number of high- and low-resolution phase shifters are assumed to be half the total. We use the phase-shifter array pattern of Fig. 3 for characterizing the phase shifter network. As shown in Fig. 3, the colored circles in the pattern correspond to the colored high-resolution phase shifters, while the hollow circles represent the low-resolution phase shifters. The phase-shifter array pattern is of size $N_{BS} \times N_s$. The $j$-th column in the pattern represents the corresponding phase shifter group connected to the $j$-th RF chain. In each column, the circle at the $i$-th row corresponds to the phase shifter connected to the $i$-th antenna. Furthermore, in Fig. 4, we show four typical twin-resolution phase-shifter array patterns. Fig. 4 (a) shows the horizontal pattern, where all phase shifter groups have the same pattern. Fig. 4 (b) shows a vertical pattern. In this pattern, the phase shifter group connected to a certain RF chain is either entirely high-resolution or entirely low-resolution. Furthermore, an interlaced pattern is shown in Fig. 4 (c), where any two adjacent points have different resolutions. The above three phase-shifter array patterns are regular. By contrast, a randomly generalized pattern is shown in Fig. 4 (d). Next, we will propose a dynamic twin-resolution phase-shifter network in the next subsection, where the phase-shifter array pattern can be dynamically reconfigured.

B. Dynamic Twin-Resolution Phase-Shifter Network

In this subsection, we propose a dynamic phase-shifter network. As illustrated in Fig. 5, each phase shifter group contains $\frac{N_{BS}}{2}$ high-resolution phase shifters and $\frac{N_{BS}}{2}$ low-resolution phase shifters. Distinguished from the fixed network, the mapper in our dynamic network can be dynamically configured, which can be characterized by the phase-shifter array pattern as well. For instance, the corresponding pattern is depicted in Fig. 5.
The dynamic mapper can be implemented by providing switches between the phase shifters and the TAs, which is motivated by [30]–[32]. In our dynamic twin-resolution phase-shifter network, each phase shifter is connected to \( N_{\text{BS}} \) "on-off" switches, which can connect the phase shifter to the required TA. The total number of required switches is \( N_{\text{BS}}^2 N_s \). However, during the transmission, only one of the \( N_{\text{BS}} \) switches is activated for connecting a phase shifter to a TA, as illustrated in Fig. 5. The power consumption of switches, which remain "off", is negligible compared to that of the active switches [33]. Therefore, the number of active switches is \( N_{\text{BS}} N_s \). Moreover, some recent studies on switch-based systems justify the feasibility of implementing large number of switches in MIMO systems [33]–[35]. The implementation of switches has low power consumption and low insertion loss [35]–[38]. Furthermore, the dynamic twin-resolution phase-shifter network strikes a beneficial performance vs. complexity trade-off [38], the high bandwidth efficiency and energy efficiency brought about by the dynamic phase-shifter network indicates that the switches are indeed beneficial as detailed in Section VI.

In the twin-resolution phase-shifter networks, the number of quantization bits in the high-resolution phase shifters is denoted by \( B_H \) and that of the low-resolution phase shifters is denoted by \( B_L \). The discrete phases of the high-resolution and low-resolution phase shifters are included in the sets \( \mathcal{Q}_H \) and \( \mathcal{Q}_L \), respectively. Furthermore, we define the index sets of high-resolution and low-resolution phase shifters in the phase-shifter array pattern as \( S_H \) and \( S_L \), respectively. We have \(|S_H| + |S_L| = N_{\text{BS}} N_s\).

In the next section, we will propose a dynamic hybrid TPC method for the dynamic phase-shifter network, which can be slightly modified to construct a fixed network.

IV. PROPOSED DYNAMIC HYBRID PRECODING FOR MMWAVE POINT-TO-POINT MIMO SYSTEMS

We make the idealized simplifying assumption that the downlink CSI is known [35]. In order to decouple the TPC and combiner design at the BS and the user, we assume that the user employs the optimal unconstrained combiner \( \mathbf{W}_{\text{opt}} = \mathbf{U}_{[:,1:N_s]} \) [16], where \( \mathbf{U} \) is the left singular matrix of the channel matrix \( \mathbf{H} \). Consequently, the bandwidth efficiency in (6) is rewritten as

\[
R = \log_2 \left( \left| \mathbf{I}_{N_s} + \frac{\rho}{N_s \sigma^2} \mathbf{W}_{\text{opt}}^\dagger \mathbf{H}^\dagger \mathbf{F}_{\text{RF}} \mathbf{F}_{\text{BB}}^\dagger \mathbf{H}^\dagger \mathbf{W}_{\text{opt}} \right| \right).
\]  

(10)

The hybrid TPC design is divided into two steps. Firstly, for a given analog TPC \( \mathbf{F}_{\text{RF}} \), the digital TPC is designed for eliminating the interference among data streams. Afterwards, we iteratively design the entries of \( \mathbf{F}_{\text{RF}} \), which is realized by the twin-resolution phase shifters. We formulate the hybrid TPC design problem as

\[
\max_{\mathbf{F}_{\text{RF}}, \mathbf{F}_{\text{BB}}} \log_2 \left( \left| \mathbf{I}_{N_s} + \frac{\rho}{N_s \sigma^2} \mathbf{W}_{\text{opt}}^\dagger \mathbf{H}^\dagger \mathbf{F}_{\text{RF}} \mathbf{F}_{\text{BB}}^\dagger \mathbf{H}^\dagger \mathbf{W}_{\text{opt}} \right| \right)
\]

\[
\text{s.t.} \quad \|\mathbf{F}_{\text{RF}} \mathbf{F}_{\text{BB}}\|_F^2 = N_s,
\]

\[
\|\mathbf{F}_{\text{RF}} (i,j)\| = \frac{1}{\sqrt{N_{\text{BS}}}^\dagger}.
\]

For a given \( \mathbf{F}_{\text{RF}} \), we adopt the baseband TPC matrix \( \mathbf{F}_{\text{BB}} \) according to the popular SVD-based method [15] and multiply it by a coefficient as

\[
\mathbf{F}_{\text{BB}} = \sqrt{\frac{N_s}{\|\mathbf{F}_{\text{RF}} \mathbf{V}_{\text{eff}}(:,1:N_s)\|_F^2}} \mathbf{V}_{\text{eff}}(:,1:N_s),
\]

(12)

where \( \mathbf{V}_{\text{eff}} \) is the right singular matrix of \( \mathbf{H}_{\text{eff}} \). This satisfies the power constraint of \( \|\mathbf{F}_{\text{RF}} \mathbf{F}_{\text{BB}}\|_F^2 = N_s \).

A. Joint Design of the Phase-shifter Array Pattern and Analog TPC

In this subsection, we propose a dynamic hybrid TPC method for jointly designing the phase-shifter array pattern and the analog TPC for the dynamic phase-shifter network. Note that the proposed method can also be applied in the fixed phase-shifter network.

According to the above discussion, \( \mathbf{F}_{\text{BB}} \) satisfies the power constraint in (11) and \( \mathbf{F}_{\text{BB}} \mathbf{H} = \gamma \mathbf{I} \), where \( \gamma = \|\mathbf{F}_{\text{RF}} \mathbf{V}_{\text{eff}}(:,1:N_s)\|_F^2 \). Then the optimization problem in (11) is equivalently transformed as

\[
\max_{\mathbf{F}_{\text{RF}}} \log_2 \left( \left| \mathbf{I}_{N_s} + \frac{\rho \gamma}{N_s \sigma^2} \mathbf{H}^\dagger \mathbf{F}_{\text{RF}} \mathbf{H}^\dagger \right| \right)
\]

\[
\text{s.t.} \quad |\mathbf{F}_{\text{RF}} (i,j)| = \frac{1}{\sqrt{N_{\text{BS}}}^\dagger},
\]

(13b)

where \( \mathbf{H} = \mathbf{W}_{\text{opt}}^\dagger \mathbf{H} \). It is worth mentioning that this is a non-convex problem due to the non-convex constraints on the entries of \( \mathbf{F}_{\text{RF}} \) formulated as \( |\mathbf{F}_{\text{RF}} (i,j)| = \frac{1}{\sqrt{N_{\text{BS}}}^\dagger} \). Thus, we propose a entry-by-entry design method for conceiving the joint design of \( \mathbf{F}_{\text{RF}} \) and the phase-shifter array pattern. We approximate the problem (13) in the high-SNR regime as in [27]

\[
\max_{\mathbf{F}_{\text{RF}}} \log_2 \left( |\mathbf{H}^\dagger \mathbf{F}_{\text{RF}} \mathbf{H}^\dagger | \right)
\]

\[
\text{s.t.} \quad |\mathbf{F}_{\text{RF}} (i,j)| = \frac{1}{\sqrt{N_{\text{BS}}}^\dagger}.
\]

(14b)
We propose to jointly design the phase-shifter array pattern and the quantized phases of the entries in \( F_{RF} \). Specifically, \( F_{RF} \) is initialized as \( F_{RF} = F_{opt} \) [37], where \( F_{opt} \) is composed of the \( N_s \) largest right singular vectors of the channel matrix \( H \), i.e., \( F_{opt} = V(:, 1 : N_s) \). Note that \( F_{opt} \) is only used for initialization and calculation, while the finite-resolution phase shifters are configured according to the quantized phases in \( F_{RF} \). Once the index sets \( S_H \) and \( S_L \) are determined, the corresponding phase-shifter array pattern is acquired. Thus, we reformulate the problem of designing the phase-shifter array pattern as the design of the index sets. For our dynamic twin-resolution phase-shifter network, we propose to derive first the low-resolution phase-shifter array pattern \( S_L \). Then \( S_H \) is acquired as the complementary set of \( S_L \). We initialize \( S_L \) to be an empty set, i.e., \( S_L = \emptyset \).

In order to strike a performance vs. complexity trade-off, we propose to design \( S_L \) and the low-resolution phase shifters in \( S_L \) on a column by column basis. Specifically, we divide \( S_L \) into \( N_s \) subsets as \( S_L = \{ S_L^1, S_L^2, \ldots, S_L^{N_s} \} \), where \( S_L^i \) denotes the index set of the low-resolution phase shifters in the \( i \)-th group of phase shifters (i.e. in the \( i \)-th column of the phase-shifter array pattern). We will introduce the design of the first subset \( S_L^1 \) and the corresponding first column in the analog TPC matrix. Then we can adopt the same procedure for the subsequent design. We calculate the minimum quantization error of the phases \( \{ \varphi_{1i} \}_{i=1}^{N_{BS}} \) of the entries, which are not designed in the first column of \( F_{RF} \) as follows

\[
q_{L, i}^{1, \min} = \arg \min_{q^L \in \mathbb{Q}_L} |\varphi_{1i} - q^L|, \quad i \in \{1, 2, \ldots, N_{BS}\} \setminus S_L^1,
\]

where \( q^L \) denotes an arbitrary element in the discrete low-resolution phase shifter set \( \mathbb{Q}_L \). Then we can acquire the element \( q_{L, i}^{1, \min} \) in \( \mathbb{Q}_L \), which has the minimum quantization error for a certain phase \( \varphi_{1i} \). Meanwhile, we can determine the index \((i_1, 1)\) for the phase \( \varphi_{1i_1} \), which has the minimum quantization error among all entries that are not quantized. The index is expressed by

\[
(i_1, 1) = \arg \min \left\{ |\varphi_{1i} - q_{L, i}^{1, \min}| \right\}. \tag{16}
\]

Then we update \( S_L^1 \) as \( S_L^1 = S_L^1 \cup \{(i_1, 1)\} \). Meanwhile, we normalize the amplitude of \( F_{RF} (i_1, 1) \) as \( \frac{1}{\sqrt{N_{BS}}} \) and quantize the phase as \( q_{L, i}^{1, \min} \), which denotes the corresponding quantized phase for \( \varphi_{1i_1} \). Thus, we can express the updated entry in \( F_{RF} \) as

\[
F_{RF} (i_1, 1) = \frac{1}{\sqrt{N_{BS}}} e^{j q_{L, i}^{1, \min}}. \tag{17}
\]

Afterwards, the procedures in (15)-(17) are repeated until both the joint design of \( S_L^i \) and the updating of the entries in the first column of \( F_{RF} \) is accomplished. We point out that \( \{ \varphi_{1i} \}_{i=1}^{N_{BS}} \) in (15) are replaced by \( \{ \varphi_{1i, 1}^{\max} \}_{i=1}^{N_{BS}} \) during the iterative process and we further rewrite (15) as

\[
q_{L, i}^{1, \min} = \arg \min_{q^L \in \mathbb{Q}_L} |\varphi_{1i, 1}^{\max} - q^L|, \quad i \in \{1, 2, \ldots, N_{BS}\} \setminus S_L^1,
\]

where \( \{ \varphi_{1i, 1}^{\max} \}_{i=1}^{N_{BS}} \) are calculated by the associated quantized entries and the other initial entries in \( F_{RF} \) for maximizing (14a). Similarly, \( \varphi_{1i, 1} \) in (16) is changed to \( \varphi_{1i, 1}^{\max} \). The process of obtaining \( \{ \varphi_{1i, 1}^{\max} \}_{i=1}^{N_{BS}} \) will be discussed later.

After we complete the design of \( S_L^1 \), we can express the index set of low-resolution phase shifters by

\[
S_L^1 = \{(i_1, 1), (i_2, 1), \ldots, (i_{N_{BS}/2}, 1)\}. \tag{19}
\]

The corresponding updated entries are represented by

\[
F_{RF} (i, 1) = \frac{1}{\sqrt{N_{BS}}} e^{j q_{L, i}^{1, \min}}, \quad \forall (i, 1) \in S_L^1. \tag{20}
\]

Afterwards, we continue to design the remaining subsets of \( S_L \) and the remaining columns of \( F_{RF} \). Finally, we arrive at the index set \( S_L \) of low-resolution phase shifters and the quantized entries formulated as

\[
F_{RF} (i, j) = \frac{1}{\sqrt{N_{BS}}} e^{j q_{L, i}^{1, \min}}, \quad \forall (i, j) \in S_L. \tag{21}
\]

Then a similar method is adopted to design the high-resolution phase shifters given the known \( S_H \), which is the complementary set of \( S_L \). For the entry of \( F_{RF} (i, j) \) with \( (i, j) \in S_H \), we quantize the phase of \( F_{RF} (i, j) \) as \( q_{H, i}^{1, \min} \) column by column based on a similar iterative process to that of designing \( \{ F_{RF} (i, j) \}_{(i, j) \in S_L} \). The difference is that \( S_L \) and \( Q_H \) are replaced by \( S_H \) and \( Q_H \). Given that \( S_H \) is acquired, we only have to calculate \( \varphi_{i, j}^{\max} \) for the entries having unquantized phases during the design of the \( j \)-th column. Then we design the specific entry whose phase has the minimum quantization error using a similar procedure to (15)-(17). Finally, we acquire the quantized entries as

\[
F_{RF} (i, j) = \begin{cases} 
\frac{1}{\sqrt{N_{BS}}} e^{j q_{H, i}^{1, \min}}, & (i, j) \in S_H \\
\frac{1}{\sqrt{N_{BS}}} e^{j q_{L, i}^{1, \min}}, & (i, j) \in S_L 
\end{cases} \tag{22}
\]

Next, we will propose the calculation method of \( \varphi_{i, j}^{\max} \) based on the associated quantized entries and the other initial entries for maximizing (14a), which is an essential intermediate step of the proposed dynamic hybrid TPC method. Specifically, we first derive the relationship between (14a) and \( F_{RF} (i, j) \). Then we partition \( F_{RF} \) as

\[
F_{RF} = \begin{bmatrix} F_{RF}^L & F_{RF}^j \end{bmatrix}, \tag{23}
\]

where \( F_{RF}^j \) denotes the sub-matrix of \( F_{RF} \) with the arbitrary \( j \)-th column removed, while \( F_{RF}^j \) represents the arbitrary \( j \)-th column of \( F_{RF} \). We further rewrite (14a) as

\[
\log_2 \left( \| H F_{RF} F_{RF}^H \|_F \right) \approx \log_2 \left( \| C_j \| + \log_2 \left( 1 + \| F_{RF}^j \|_F^H G_j f_{RF}^j \|_F^H \right) \right), \tag{24}
\]

where \( C_j = H F_{RF} F_{RF}^j H^H \) and \( G_j = H^H (I_{Ns} + C_j)^{-1} H \) with \( \xi \) denoting a small scalar, which guarantees that the matrix inversion exists [39]. The derivation of (24)
is shown in Appendix A. Since only the term \((f_{RF}^i)^H G_j f_{RF}^j\) contains \(F_{RF}(i, j)\), we further decompose it as
\[
(f_{RF}^i)^H G_j f_{RF}^j = |F_{RF}(i, j)| e^{-j\varphi_{i,j}} \sum_{m \neq i} |F_{RF}(m, j)| e^{j\varphi_{m,j}} G_j(i, m) + |F_{RF}(i, j)| e^{j\varphi_{i,j}} \sum_{n \neq i} |F_{RF}(n, j)| e^{-j\varphi_{n,j}} G_j(n, i) + \sum_{n \neq i} |F_{RF}(n, j)| e^{-j\varphi_{n,j}} \sum_{m \neq i} |F_{RF}(m, j)| e^{j\varphi_{m,j}} G_j(n, m) + |F_{RF}(i, j)|^2 G_j(i, i),
\]  
(25)
where \(\varphi_{i,j}\) denotes the phase of \(F_{RF}(i, j)\). Then, we design the phase of \(F_{RF}(i, j)\) as \(\varphi_{i,j}^{\max}\) that maximizes (25). It is plausible that only the first two terms in (25) contain \(\varphi_{i,j}\). Since the first two terms are each other’s conjugate, they have the same magnitudes. Then \(\varphi_{i,j}^{\max}\) is acquired by the maximization formulated as:
\[
\max_{\varphi_{i,j}} \{e^{-j\varphi_{i,j}} e^{\varphi_a} + e^{j\varphi_{i,j}} e^{-j\varphi_b}\},
\]
(26)
where \(\varphi_a = \angle \sum_{m \neq i} |F_{RF}(m, j)| e^{j\varphi_{m,j}} G_j(i, m)\) and \(\varphi_b = \angle \sum_{n \neq i} |F_{RF}(n, j)| e^{-j\varphi_{n,j}} G_j(n, i)\). Furthermore, due to the fact that \(G_j\) is a Hermitian matrix, we have \(\varphi_a = -\varphi_b\). Thus, (26) is equal to
\[
\max_{\varphi_{i,j}} \cos(\varphi_{i,j} - \varphi_a).
\]
(27)
Finally, we acquire \(\varphi_{i,j}^{\max} = \varphi_a\). Note that (27) is the solution in the idealized case that the phase shifters have infinite resolution. It is simply used for obtaining \(F_{RF}\) during the proposed dynamic hybrid TPC method.

We summarize the proposed dynamic hybrid TPC method in Algorithm 1. In steps 2-15, we jointly design the phase-shifter array pattern and the phases of the entries in \(F_{RF}\). Finally, we design the digital TPC \(F_{BB}\) in steps 16-17.

We point out that the proposed dynamic hybrid TPC method can be slightly modified for employment in the fixed phase-shifter network, where \(S_H\) and \(S_L\) are predetermined. Note that in this case, we only have to design the entries in \(F_{RF}\) according to the fixed pattern. We first propose to obtain \(\{F_{RF}(i, j)\}_{(i, j) \in S_L}\) column by column. Specifically, during the design of the first column in \(F_{RF}\), we calculate the optimal quantized phases \(\{q_{1,1}^{\min}\}_{1 \in S_L}^{\min}\) among the fixed set \(S_L\) according to (15). Then we update the entry \(F_{RF}(i, 1)\) according to (17). We calculate \(\{q_{1,1}^{\max}\}_{1 \in S_L}^{\max}\) according to (27) for the subsequent design. Then the design of the first column can be accomplished by repeating the aforementioned procedure. Afterwards, we continue to design \(\{F_{RF}(i, j)\}_{(i, j) \in S_L}^{\min}\) for the remaining columns. After we complete the design of phase shifters having low resolution, we continue to design \(\{F_{RF}(i, j)\}_{(i, j) \in S_H}^{\min}\) column by column.

We now proceed with our complexity analysis as follows. The computational complexity of our proposed method is composed of two parts, namely the analog TPC design and the digital TPC design. The digital TPC is acquired by the SVD of the effective channel \(H_{\text{eff}}\) at a computational complexity order of \(O(N_{RF}^2 N_{RF})\). During the analog TPC design, as part of the initialization, we have to compute the SVD of \(H\), which has the computational complexity order of \(O(N_{BS}^3)\). Then, the calculation of \(C_j\) and \(G_j\) is executed at an order of \(O(N_{BS} (N_{RF} - 1) N_s)\) and \(O(N_{BS} N_s)\), respectively, which are repeated \(N_{RF}\) times. Furthermore, the calculation of phases has the computational complexity order of \(O(N_{BS} - 1)\), which is repeated \(N_{BS} N_{RF} + N_{BS} N_{RF} - 2 N_{BS} + N_{BS} + N_{RF} N_{RF}^2\) times. Therefore, the overall complexity order of the proposed algorithm is \(O(N_{BS}^2 N_{RF}^2 N_s + N_{BS}^2 N_{RF} N_s + N_{BS}^2 / 2 N_{RF} + N_{BS} + N_{RF} N_{RF}^2)\).

**Algorithm 1 Proposed Dynamic Twin-Resolution Hybrid TPC for MmWave Point-to-point MIMO Systems**

**Input:**
- \(F_{RF}\), \(W_{opt}\), \(H\), \(S_H\), \(S_L\), \(N_{BS}\) and \(N_s\).

**Algorithm design:**

1. Initialize \(F_{RF}\) as \(F_{opt}\);
2. for \(j = 1 : N_s\) do
3. Calculate \(C_j, G_j\);
4. for \(i = 1 : N_{BS}\) do
5. Jointly update the index set \(S_L^i\) according to (15)-(16) and design \(\{F_{RF}(i, j)\}_{(i, j) \in S_L}^{\min}\) as \(\frac{1}{\sqrt{N_{BS}}} e^{j q_{i,j}^{H,\min}}\);
6. Calculate \(\{q_{i,1}^{\max}\}_{1 \in S_L}^{\max}\) according to (27);
7. end for
8. end for
9. for \(j = 1 : N_s\) do
10. Calculate \(C_j, G_j\);
11. for \((i, j) \in S_H\) do
12. Design \(\{F_{RF}(i, j)\}_{(i, j) \in S_H}^{\min}\) as \(\frac{1}{\sqrt{N_{BS}}} e^{j q_{i,j}^{H,\min}}\);
13. Calculate \(\varphi_{i,j}^{\max}\) for the entries whose phases have not been quantized in the \(j\)-th column.
14. end for
15. end for
16. Calculate the effective channel \(H_{\text{eff}} = W_{opt}^H H F_{RF}\);
17. Calculate \(F_{BB} = \sqrt{\frac{N_s}{\|F_{RF} V_{\text{eff}(1:N_s)}\|_F^2}} V_{\text{eff}(1:N_s)}\).

**B. Performance Analysis**

In this subsection, we will characterize the performance difference between the fully digital solution and the proposed method. We sequentially replace the entries of the fully digital solution with those of the hybrid TPC matrix derived. We calculate the bandwidth efficiency variation in each replacement step, where the sum of the bandwidth efficiency changes represents the overall bandwidth efficiency gap between the fully digital solution and the proposed method. By exploiting the equation \(\log_2(I + XY) = \log_2(I + YX)\), we equivalently
We define the efficiency gap between the designed and the entries of the TPC matrix before and after the hybrid TPC matrix designed. Then we sequentially replace the entries of $F_{\text{opt}}$ by that of $F$ for deriving the bandwidth efficiency gap between the designed and full-digital SVD solution. We denote the TPC matrix after the $k$-th replacement by $F^{(k-1)}$ and $F^{(k)}$, respectively. In the $k$-th replacement, the $(i, j)$-th element in $F^{(k-1)}$ is replaced by the corresponding element with the index $(i, j)$ in the hybrid TPC matrix $F$ derived to generate $F^{(k)}$, where $k = (j - 1)N_{\text{RF}} + i$. We define $F^\ast$ as the $j$-th column of $F$ and $F^\ast$ as the submatrix of $F$ composed of the residual columns. We rewrite (28) as (29). By exploiting the formula

$$
\begin{bmatrix}
A_1 & A_2 \\
A_3 & A_4
\end{bmatrix} = |A_1||A_4 - A_3A_1^{-1}A_2|,
$$

we can arrive at

$$
R = \log_2 \left( |D_j| \left( 1 + (F^\ast)^H Y_j F^\ast \right) \right) = \log_2 \left( |D_j| \right) + \log_2 \left( 1 + (F^\ast)^H Y_j F^\ast \right),
$$

where $D_j = I_{N_{\text{RF}} - 1} + \rho N_{\sigma^2} (F^\ast)^H M F^\ast Y_j = \rho N_{\sigma^2} M - \rho N_{\sigma^2} (F^\ast)^H \left( \sum_{m \neq j} (F^\ast)^H Y_j F^\ast \right) M$. Afterwards, by adopting the equation in Theorem 2 of [40], we decompose (31) into its element-wise representation as

$$
R = \log_2 \left( |D_j| \right) + \log_2 \left( 1 + e_{i,j} + f_{i,j} + g_{i,j} \right),
$$

where

$$
e_{i,j} = \sum_{m \neq i} \sum_{n \neq i} F^\ast (m, j) Y_j (m, n) F (n, j),
$$

$$
f_{i,j} = 2 \text{Re} \left\{ \sum_{m \neq i} F^\ast (m, j) Y_j (m, i) \right\} F (i, j),
$$

$$
g_{i,j} = \text{Re} \left\{ \sum_{m \neq i} F^\ast (m, j) Y_j (m, i) \right\} F (i, j),
$$

Therefore, the performance loss in the $k$-th replacement is expressed as

$$
R^{(k)} = \log_2 \left( \frac{1 + e_{i,j}^{(k)} + f_{i,j}^{(k)} + g_{i,j}^{(k)}}{1 + e_{i,j}^{(k-1)} + f_{i,j}^{(k-1)} + g_{i,j}^{(k-1)}} \right),
$$

where $e_{i,j}^{(k)}$, $f_{i,j}^{(k)}$ and $g_{i,j}^{(k)}$ denote the expression of $e_{i,j}$, $f_{i,j}$ and $g_{i,j}$ in the case when $F^{(k)}$ is substituted into (32). Note that we have $e_{i,j}^{(k-1)} = e_{i,j}^{(k)}$ due to the fact that $e_{i,j}$ is not related to the $(i, j)$-th entry of $F$. Then we may transform the performance loss $R^{(k)}_\Delta$ of Eq. (36) into

$$
R^{(k)}_\Delta = \log_2 \left( \frac{1 + e_{i,j}^{(k)} + f_{i,j}^{(k)} + g_{i,j}^{(k)}}{1 + e_{i,j}^{(k-1)} + f_{i,j}^{(k-1)} + g_{i,j}^{(k-1)}} \right),
$$

where we have

$$
\Delta f^{(k)} = f^{(k)} - f^{(k-1)},
$$

$$
\Delta g^{(k)} = g^{(k)} - g^{(k-1)},
$$

and $f^{(k)}$, $f^{(k-1)}$, $g^{(k)}$ and $g^{(k-1)}$ do not change because they are not related to the $(i, j)$-th entry of $F$. Furthermore, the bandwidth efficiency gap between the SVD solution and the proposed dynamic hybrid TPC method is expressed as

$$
R_\Delta = \sum_{k=1}^{N_{\text{RF}}N_u} R^{(k)}_\Delta.
$$

V. PROPOSED DYNAMIC HYBRID PRECODING METHOD FOR MMWAVE MU-MIMO SYSTEMS

Similar to Section IV, we design the combiner for each user as the optimal SVD solution. The SVD of the channel $H_u$ is given by $H_u = U_u \Sigma_u V_u^H$. Then the combiner between the BS and the $u$-th user is designed as $W_{\text{opt},u} = U_u(:,1:M_u)$. The bandwidth efficiency of the $u$-th user is rewritten as

$$
R_u = \log_2 \left( |N_{\text{RF}} + \rho N_{\sigma^2} R_{\text{opt},u} F_{\text{opt},u} H_u^H W_{\text{opt}}^u | F_{\text{RF},BB}^u \right),
$$

where $R_{\text{opt},u} = \sum_{i=1, i \neq u}^{U} W_{\text{opt},u} H_{\text{RF},BB,1} H_u^H W_{\text{opt}} + \sigma^2 I_{M_u}$. We first present the design of the baseband TPC for eliminating the inter-user interference and the interference among the data streams of each user, when the analog TPC $F_{\text{RF}}$ is given. Afterwards, we extend the proposed dynamic hybrid TPC method to the mmWave MU-MIMO systems.

The effective channel between the BS and the $u$-th user is expressed as $H_{\text{eff},u} = W_{\text{opt},u} H_u F_{\text{RF}} \in \mathbb{C}^{M_u \times N_T}$. Then we adopt the classic block diagonalization method for eliminating the inter-user interference and the interference among data streams for each user, which is given by [41]
\( R = \log_2 \left( \left| I_{N_s} + \frac{\rho}{N_s \sigma^2} F^H MF \right| \right) \)

\[ = \log_2 \left( \left| I_{N_s} + \frac{\rho}{N_s \sigma^2} \left[ F^j \ f^j \right]^H M \left[ F^j \ f^j \right] \right| \right) \]

\[ = \log_2 \left( \left| I_{N_s} - \frac{\rho}{N_s \sigma^2} \left( F^j \right)^H M F^j \frac{\rho}{N_s \sigma^2} \left( \left( F^j \right)^H M F^j \right) \right| \right) \]

\[ = \log_2 \left( \left| I_{N_s} - \frac{\rho}{N_s \sigma^2} \left( F^j \right)^H M F^j \frac{\rho}{N_s \sigma^2} \left( F^j \right)^H M F^j \right| \right) \]

\[ = \log_2 \left( \left| I_{N_s} - \frac{\rho}{N_s \sigma^2} \left( F^j \right)^H M F^j \frac{\rho}{N_s \sigma^2} \left( F^j \right)^H M F^j \right| \right) \]

(29)

\( (H_{\text{eff},u+1})^H, \cdots, (H_{\text{eff},U})^H \in \mathbb{C}^{(U-1)M_s \times N_s}, \) which can be expressed as \( H_{\text{eff},u} = U_u \Sigma_u V_u^H. \) The matrix \( V_u \) is composed of the right singular vectors of \( H_{\text{eff},u} V_u \), whose SVD is expressed as \( H_{\text{eff},u} V_u \). We observe that the right \( M_s \) columns of \( V_u \), i.e., \( V_{u,:(U-1)M_s+1:U M_s} \), exhibit the property that \( (H_{\text{eff},u} V_u)_{i,:(U-1)M_s+1:U M_s} = 0 \) for \( i \neq u \), meaning that the inter-user interference is eliminated. Then we have \( R_{\text{opt},i} = \sigma^2 I_{M_s}. \) We normalize the digital TPC at the \( u \)-th user as \( F_{BB,u} = \sqrt{\frac{N_s}{\|F_{RF} F_{BB,u}\|^2}} F_{BB,u} \) to satisfy the power constraint.

Furthermore, the analog TPC design problem is transformed as

\[ \max_{F_{RF}} \sum_{u=1}^{U} \log_2 \left( \left| I_{N_s} + \frac{\rho}{N_s \sigma^2} H_{\text{eff},u} F_{BB,u} H_{\text{eff},u}^H \right| \right) \quad (43a) \]

\[ \text{s.t.} \quad \|F_{RF}(i,j)\| = \frac{1}{\sqrt{N_{BS}}} \quad (43b) \]

Note that the proposed dynamic hybrid TPC method cannot be directly adopted for solving (43) due to the fact that \( F_{BB,u} F_{BB,u}^H \neq I_{M_s}. \) To solve this problem, we embark on further derivations. We substitute the digital TPC into the OF and exploit the property of matrix \( V_u \) that \( V_{u,:(u+1):U M_s} \) is \( I_{M_s}. \) The OF in (43) can be rewritten as

\[ \sum_{u=1}^{U} \log_2 \left( \left| I_{M_s} + \frac{\rho}{N_s \sigma^2} H_{\text{eff},u} \left( V_u V_u^H - V_u^H \right) H_{\text{eff},u}^H \right| \right), \]

(44)

where \( \gamma_u = \frac{N_s}{\|F_{RF} F_{BB,u}\|^2} \) is the coefficient that satisfies the power constraint, and \( V_u^H = V_{u,:[1:(U-1)M_s]} V_{u,:[1:(U-1)M_s]}^H. \)

Afterwards, we exploit the property of \( V_u \) that \( V_u V_u^H = I_{N_s} \) and further rewrite (44) as

\[ \sum_{u=1}^{U} \log_2 \left( \left| I_{M_s} + \frac{\rho}{N_s \sigma^2} H_{\text{eff},u} H_{\text{eff},u}^H - \frac{\rho}{M_s \sigma^2} H_{\text{eff},u} \left( V_u^H V_u^H \right) H_{\text{eff},u}^H \right| \right) \]

\[ = \sum_{u=1}^{U} \left( \log_2 \left( \left| T_u \right| \right) + \log_2 \left( \left| I_{M_s} - T_u^{-1} \frac{\rho}{N_s \sigma^2} H_{\text{eff},u} V_u^H \right| \right) \right) \]

\[ = R_{\text{ideal}} + R_{\text{loss}}, \]

(45)

where \( T_u = I_{M_s} + \frac{\rho}{N_s \sigma^2} H_{\text{eff},u} H_{\text{eff},u}^H, \)

\( R_{\text{ideal}} = \sum_{u=1}^{U} \log_2 \left( \left| T_u \right| \right) \) represents the ideal case that no inter-user interference exists. Furthermore, \( R_{\text{loss}} = \sum_{u=1}^{U} \log_2 \left( \left| I_{M_s} - T_u^{-1} \frac{\rho}{N_s \sigma^2} H_{\text{eff},u} V_u^H \right| \right) \) represents the performance loss due to the inter-user interference.

In this paper, we extend the proposed dynamic hybrid TPC method to MU-MIMO systems by maximizing \( R_{\text{ideal}}, \) which can be expressed as

\[ \max_{F_{RF}} \sum_{u=1}^{U} \left( \log_2 \left( \left| I_{M_s} + \frac{\rho}{N_s \sigma^2} H_{\text{eff},u} H_{\text{eff},u}^H \right| \right) \right) \]

\[ \text{s.t.} \quad \|F_{RF}(i,j)\| = \frac{1}{\sqrt{N_{BS}}}. \]

(46a)

Specifically, we partition \( F_{RF} \) into \( U \) submatrices, yielding \( F_{RF} = [F_{RF,1}, F_{RF,2}, \ldots, F_{RF,U}], \) where we propose to divide the design into \( U \) steps. In the \( u \)-th step, we utilize the proposed hybrid TPC method to design the submatrix \( F_{RF,u}. \) Thus, the subproblem in each step is given by

\[ \max_{F_{RF,u}} \log_2 \left( \left| I_{M_s} + \frac{\rho}{N_s \sigma^2} H_{\text{eff},u} H_{\text{eff},u}^H \right| \right) \]

\[ \text{s.t.} \quad \|F_{RF,u}(i,j)\| = \frac{1}{\sqrt{N_{BS}}}. \]

(47a)

We then exploit the relationship of \( \log_2(I + X Y) = \log_2(I + Y X) \) and approximate the problem in the high-SNR regime as

\[ \max_{F_{RF,u}} \log_2 \left( \left| \tilde{H}_u F_{RF,u} F_{RF,u}^H \tilde{H}_u^H \right| \right) \]

\[ \text{s.t.} \quad \|F_{RF,u}(i,j)\| = \frac{1}{\sqrt{N_{BS}}}. \]

(48a)

where \( \tilde{H}_u = W_{\text{opt}} H_{\text{eff},u}. \)

It is observed that the problem of hybrid TPC design in mmWave MU-MIMO systems is transformed into \( U \) subproblems, each of which has the same form representing mmWave point-to-point MIMO systems. Therefore, the proposed dynamic hybrid TPC can be adopted to accomplish the design. The initial RF TPC is set as \( F_{RF} = [F_{RF,1}, F_{RF,2}, \ldots, F_{RF,U}] \), where \( F_{RF,U} = V_{u,:(1:U M_s)} \). In the \( u \)-th step, we jointly design the phase-shifter array pattern and the quantized phases of the entries in \( F_{RF,u} \) using the same procedure as in (15) - (22). Similar to the performance analysis of mmWave point-to-point MIMO systems, we present the bandwidth efficiency gap between the fully
digital solution $F_{\text{opt},u}$ and our proposed dynamic hybrid TPC method. We define $F_u = F_{\text{RF}}F_{\text{BB},u}$. The RF TPC matrix before and after the $k$-th replacement in the $u$-th step are denoted by $F_{\text{RF}}^{(u,k)}$ and $F_{\text{RF}}^{(u)}$, respectively. We substitute them into (32)-(39) and acquire the bandwidth efficiency difference $R_{\Delta}^{(u,k)}$ during a single replacement. Furthermore, the bandwidth efficiency gap between the SVD-based fully digital solution and the hybrid TPC method is expressed as:

$$R_{\Delta} = \sum_{u=1}^{U} \sum_{k=1}^{N_{\text{BS}}} N_{\text{s}} R_{\Delta}^{(u,k)}. \quad (49)$$

For the MU-MIMO case, calculating the baseband TPC requires the SVD of the effective channels $\{H_{\text{eff},u}\}_{u=1}^{U}$ and $\{H_{\text{eff},u} V_{u,[:(U-1)M_s+1:UM_s]}\}_{u=1}^{U}$. The complexity is on the order of $O\left(U(U-1)M_s^3\right)$ and $UM_s^3$, respectively. The design of the analog TPC in MU-MIMO systems is accomplished by executing the proposed method in point-to-point MIMO systems $U$ times. Thus, the overall complexity of the proposed algorithm for MU-MIMO systems is on the order of $O\left(U N_{\text{BS}} M_s^3 + U N_{\text{BS}}^2 M_s^2 + \frac{U N_{\text{BS}} N_{\text{RF}}}{2} + U N_{\text{BS}}^3 + U^2 M_s^3 + UM_s^3\right)$.

VI. NUMERICAL RESULTS

In this section, we provide simulation results for the proposed hybrid TPC design relying on our twin-resolution phase shifters in both mmWave point-to-point MIMO systems and MU-MIMO systems.

A. Simulation Results of MmWave Point-to-point MIMO Systems

Firstly, we consider mmWave point-to-point MIMO systems. The transmitter has $N_{\text{BS}} = 8 \times 8$ TAs and the receiver has $N_{\text{MS}} = 4 \times 4$ RAs. The number of RF chains at the BS is set to $N_{\text{RF}} = 4$. The number of data streams $N_s$ is set to 4. The number of propagation paths is 8. The azimuth AoD $\phi^l_r$ is uniformly distributed in the interval $[-\pi, \pi]$ and elevation AoD $\theta^l_r$ is uniformly distributed in the interval $[-\frac{\pi}{2}, \frac{\pi}{2}]$ [19].

We compare the bandwidth efficiency of different phase-shifter networks in Fig. 6. Our simulation results illustrate that the random, interlaced and horizontal fixed networks have similar performance and they outperform the vertical fixed network. As expected, the dynamic phase-shifter network outperforms the fixed networks, hence, we adopt the dynamic twin-resolution phase-shifter network in the following simulations.

Fig. 7 shows the bandwidth efficiency versus SNR. We simulate the bandwidth efficiency in 5 cases. The high resolution $B_H$ is set to 3 bits while the low resolution $B_L$ is set to 1 bit in the simulations. For comparison, we plot the bandwidth efficiency of the entirely high-resolution phase-shifter network and of the entirely low-resolution phase-shifter network. Note that the index set $S_l$ is an empty set and $S_h$ contains all entries in the analog TPC matrix, when an entirely high-resolution phase-shifter network is adopted. Furthermore, the fully digital SVD solution is also shown in Fig. 6. Bandwidth efficiency of the different phase-shifter networks. $N_{\text{BS}} = 64$, $N_{\text{MS}} = 16$, $N_{\text{RF}} = 4$, $N_s = 4$.

Fig. 7. It is observed that the twin-resolution phase-shifter network achieves a bandwidth efficiency close to that of the entirely high-resolution phase-shifter network. As expected, the twin-resolution phase-shifter network also outperforms the entirely low-resolution phase-shifter network. We also plot the bandwidth efficiency of the moderate-resolution phase-shifter network, where the moderate resolution $B_M$ is set to 2 bits. As illustrated in Fig. 7, the proposed twin-resolution phase-shifter network has a higher bandwidth efficiency than the moderate-resolution one.

Our energy efficiency comparison is illustrated in Fig. 8. The power consumption of the high-resolution phase shifter is $P_h = 15\text{mW}$ [30], that of the moderate-resolution phase shifter is $P_m = 14\text{mW}$ [42] and that of the 1-bit low-resolution phase shifter is $P_l = 10\text{mW}$ [43]. The power consumption of switches is $P_{\text{SW}} = 1\text{mW}$ [44]. For the twin-resolution phase-shifter network, the energy efficiency of our twin-resolution phase shifter network is defined as

$$E_{\text{TR}} = \frac{R}{\rho + P_{\text{BB}} + N_s P_{\text{RF}} + \frac{N_{\text{BS}} N_s}{2} P_h + \frac{N_{\text{BS}} N_s}{2} P_l + N_{\text{BS}} N_s P_{\text{SW}}}, \quad (50)$$

where $P_{\text{BB}} = 250\text{mW}$ and $P_{\text{RF}} = 300\text{mW}$ [43] are the power consumption of the baseband processor and of a single RF chain. Similarly, the energy efficiency of entirely high-resolution, moderate-resolution or 1-bit low-resolution phase-shifter network is given by

$$E_{\text{o}} = \frac{R}{\rho + P_{\text{BB}} + N_s P_{\text{RF}} + N_{\text{BS}} N_s P_o}, \quad (51)$$

where $o \in \{h, m, l\}$ denotes the high-, moderate- or low-resolution phase shifters. The noise power is set to $\sigma^2 = 1$. The transmit power $\rho$ ranges from 0.5W to 3W. It is observed that although the bandwidth efficiency is a little bit lower than that of the entirely high-resolution phase-shifter network, the twin-resolution phase-shifter network is more energy-efficient. In Fig. 8, we also observe that the energy efficiency of the
twin-resolution phase-shifter network is higher than that of the moderate-resolution network.

We compare the bandwidth efficiency and energy efficiency of our proposed twin-resolution phase-shifter network based system and the other two low-complexity hybrid TPC systems, namely the switch-based system [30] and the partially-connected system [45]. In switch-based systems, the low-complexity switch-based network is adopted for analog TPC. The OMP-based method is adopted for designing the hybrid TPC of the switch-based systems. In the partially-connected network to 3 bits. All other parameters are the same as those in Fig. 7 and Fig. 8. As shown in Fig. 9 and Fig. 10, our proposed twin-resolution phase-shifter network based system outperforms both the switch-based system and the partially-connected system both in terms of its bandwidth efficiency and energy efficiency.

### B. Simulation Results of MmWave MU-MIMO Systems

In MU-MIMO systems, the energy efficiency of our twin-resolution phase shifter network is defined as

$$ EE_{TR-MU} = \frac{R}{\rho + P_{BB} + U M_s P_{RF} + \frac{UN_{BS} M_s}{2} (P_h + P_l) + U N_{BS} M_s P_{SW}} $$

and that of the entirely high-resolution or 1-bit low-resolution phase-shifter network is given by

$$ EE_{o-MU} = \frac{R}{\rho + P_{BB} + U M_s P_{RF} + U N_{BS} M_s P_{o}} $$

There are 2 users in the system. The number of data streams for each user is $M_s = 4$. At the BS, the number of RF chains is 8, which is equal to the number of data streams. Fig. 11 and Fig. 12 show the average bandwidth efficiency and energy efficiency comparison in mmWave MU-MIMO communication systems. It should be mentioned that in Fig. 11 and Fig. 12, the bandwidth efficiency and energy efficiency are averaged on a per-user basis. The SU-SVD curve represents
the bandwidth efficiency of the SVD solution for all users. Our simulation results show that the twin-resolution phase-shifter network achieves near-optimal average bandwidth efficiency at a significantly reduced power consumption. Note that in Fig. 8 and Fig. 12, the energy efficiency of the fully digital solution is omitted owing to its extremely high power consumption.

In Fig. 13, we investigate the relationship between the bandwidth efficiency and the number of users. Each user has $M_s = 2$ data streams. The BS is equipped with $N_{RF} = N_s = U M_s$ RF chains. The SNR in the system is set to 20dB. It is observed that the bandwidth efficiency increases as the number of the users increases. Furthermore, the bandwidth efficiency of the twin-resolution phase-shifter network is always better than that of the entirely low-resolution phase-shifter network, and it is close to that of the entirely high-resolution phase-shifter network. Fig. 14 shows the associated energy efficiency comparison. The noise power is $\sigma^2 = 1$ and the transmit power is $\rho = 1W$. This demonstrates the superiority of the proposed dynamic twin-resolution phase-shifter network in MU-MIMO systems, when the number of users ranges from 2 to 6.

C. Simulation vs. Theoretical Results

Let us now verify the accuracy of our theoretical derivation in Fig. 15 and Fig. 16. Two curves are plotted in each figure. One of the curves shows the bandwidth efficiency gap acquired by simulations, where the twin-resolution phase-shifter network using 3-bit high-resolution phase shifters and 1-bit low-resolution phase shifters is adopted. The other curve represents the bandwidth efficiency gap according to (40) for point-to-point MIMO systems and (49) for MU-MIMO systems. It is observed that the simulation results and the theoretical analysis are consistent.

D. Simulation Results of Wideband Point-to-point MmWave MIMO Systems

By considering a frequency-selective channel and the classic OFDM waveform, we extend our dynamic hybrid TPC to a wideband scenario. Specifically, we design the baseband TPC matrix by using the SVD method at each subcarrier for a given analog TPC matrix. For analog TPC design, we can formulate the optimization problem of maximizing the
bandwidth efficiency of wideband mmWave MIMO systems as

$$\max_{\mathbf{F}_{RF}} \frac{1}{P} \sum_{p=1}^{P} \log_2 \left( \left| I_{N_s} + \frac{\rho}{N_s \sigma^2} \hat{H}[p] \mathbf{F}_{RF} \mathbf{H}_{RF}^H \mathbf{H}^H[p] \right| \right)$$

s.t. $|\mathbf{F}_{RF}(i,j)| = \frac{1}{\sqrt{N_{BS}}}, \quad (54a)$

where $\hat{H}[p] = \mathbf{W}_{opt}^H[p] \mathbf{H}[p]$ associated with $\mathbf{H}[p]$ representing the wideband mmWave channel and $\mathbf{W}_{opt}[p]$ the full-digital combiner at the $p$-th subcarrier. Then we derive the upper bound for the OF of the problem (54) in the form of

$$\frac{1}{P} \sum_{p=1}^{P} \log_2 \left( \left| I_{N_s} + \frac{\rho}{N_s \sigma^2} \hat{H}[p] \mathbf{F}_{RF} \mathbf{H}_{RF}^H \mathbf{H}^H[p] \right| \right) \leq \log_2 \left( \left| I_{N_s} + \frac{\rho}{N_s \sigma^2} \mathbf{F}_{RF} \mathbf{H}_{RF}^H \mathbf{R}_{WB} \mathbf{F}_{RF} \right| \right), \quad (55)$$

where $\mathbf{R}_{WB} = \frac{1}{P} \sum_{p=1}^{P} \mathbf{H}^H[p] \hat{H}[p]$, and (a) holds due to Jensen’s inequality. We propose to maximize the bandwidth efficiency upper bound in wideband mmWave MIMO systems [2]. Furthermore, we decompose $\hat{\mathbf{R}}_{WB}$ as $\hat{\mathbf{R}}_{WB} = \hat{\mathbf{R}}_{WB}^H \left( \hat{\mathbf{R}}_{WB}^H \right)^H$ and adopt some basic mathematical transformations. We can formulate the analog precoder design problem of wideband mmWave MIMO system as

$$\max_{\mathbf{F}_{RF}} \log_2 \left( \left| I_{N_s} + \frac{\rho}{N_s \sigma^2} \hat{\mathbf{R}}_{WB} \mathbf{F}_{RF} \mathbf{H}_{RF}^H \mathbf{R}_{WB}^H \mathbf{F}_{RF} \right| \right)$$

s.t. $|\mathbf{F}_{RF}(i,j)| = \frac{1}{\sqrt{N_{BS}}}, \quad (56a)$

which has the same form as the problem (13). Thus, the proposed dynamic hybrid precoding method can be adopted for solving (56).

We then embark on numerically evaluating the proposed method in wideband mmWave MIMO systems. The parameters are the same as those of the narrow-band point-to-point mmWave MIMO systems except that the bandwidth is set to 2GHz, the number of subcarriers is set to 128, and the cyclic prefix length is set to 32. As shown in Fig. 17 and Fig. 18, in wideband mmWave MIMO systems, the twin-resolution
phase-shifter network has a near-optimal bandwidth efficiency associated with dramatically improved energy efficiency. The trends are the same as those in narrow band scenarios. Since the analog TPC is frequency-independent and the channels in all subcarriers have to be taken into account during the design of $F_{\text{RF}}$, the bandwidth efficiency and energy efficiency are slightly lower than those in narrow band scenarios.

VII. CONCLUSIONS

In this paper, we proposed a twin-resolution phase-shifter network. Furthermore, we proposed a dynamic hybrid TPC method for jointly designing the phase-shifter array pattern and hybrid TPC matrix. The proposed method was then slightly modified, when the phase-shifter array pattern was fixed. The proposed method was then further extended to MU-MIMO communication systems. Our simulation results show that the network advocated achieves near-optimal bandwidth efficiency at a drastically reduced power consumption. We also derived the bandwidth efficiency gap between the fully digital solution and the proposed method. In the future, we will focus on the energy efficiency optimization of similar techniques.

APPENDIX A

DERIVATION OF (24)

To derive (24), we have the following equations.

$$
\log_2 \left( \frac{\left| H^H_{\text{RF}} F_{\text{RF}}^H \hat{H}^H \right|}{\left| H^H \left[ F_{\text{RF}}^H f_{\text{RF}}^j \right] \left[ F_{\text{RF}}^H f_{\text{RF}}^j \right]^H \hat{H}^H \right|} \right) \\
= \log_2 \left( \left| H^H \left[ F_{\text{RF}}^H f_{\text{RF}}^j \right] \left[ F_{\text{RF}}^H f_{\text{RF}}^j \right]^H \hat{H}^H \right| \right) \\
= \log_2 \left( \left| C_j + \hat{H}^H_{\text{RF}} f_{\text{RF}}^j \right| \left| \hat{H}^H \right| \right) \\
= \log_2 \left( \left| C_j \right| + \log_2 \left( \left| 1 + \left( f_{\text{RF}}^j \right)^H G_j f_{\text{RF}}^j \right| \right) \right) \\
\approx \log_2 \left( \left| C_j \right| \right) + \log_2 \left( \left| 1 + \left( f_{\text{RF}}^j \right)^H G_j f_{\text{RF}}^j \right| \right),
$$

(57)

where (a) holds due to $\log_2 \left( |I + XY| \right) = \log_2 \left( |I + YX| \right)$.
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