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### Abstract

Biodiversity studies are sensitive to well-recognised temporal and spatial scale dependencies. Cross-study syntheses may inflate these influences by collating studies that vary widely in the numbers and sizes of sampling plots. Here we evaluate sources of inaccuracy and imprecision in study-level and cross-study estimates of biodiversity differences, caused by within-study grain and sample sizes, biodiversity measure, and choice of effect-size metric. Samples from simulated communities of old-growth and secondary forests demonstrated influences of all these parameters on the accuracy and precision of cross-study effect sizes. In cross-study synthesis by formal meta-analysis, the metric of log response ratio applied to measures of species richness yielded better accuracy than the commonly used Hedges’ *g* metric on species density, which dangerously combined higher precision with persistent bias. Full-data analyses of the raw plot-scale data using multilevel models were also susceptible to scale-dependent bias. We demonstrate the challenge of detecting scale dependence in cross-study synthesis, due to ubiquitous covariation between replication, variance and plot size. We propose solutions for diagnosing and minimising bias. We urge that empirical studies publish raw data to allow evaluation of covariation in cross-study syntheses, and we recommend against using Hedges’ *g* in biodiversity meta-analyses.

## Introduction

The global scale of biodiversity loss amounts to a sixth mass extinction event in Earth’s history that demands transformative change in human behaviour (Ceballos *et al.* 2017; IPBES 2019). Efforts to curb extinctions are principally implemented at the local scale, by restoring, conserving and sustainably managing ecosystems, and can be effective only when informed by scientifically credible evidence (Sutherland *et al.* 2004). However, individual field studies of local-scale drivers inevitably report idiosyncratic effects on biodiversity, hindering efforts to generalise and effectively transfer conservation actions beyond case studies (Spake *et al.* 2019a). Idiosyncrasies arise amongst individual studies from the impossibility of simultaneously maximising realism, precision and generality in study design (Levins 1966) when logistical constraints limit taxonomic and biogeographic scope.

Generality can be increased by cross-study synthesis of individual study outcomes, and analysis of their variation across, for example, biomes, time periods, ecosystems or taxa (Gurevitch *et al.* 2018). However, contributing field studies typically vary widely in scale (Keil & Chase 2019), which can offset the gains in generality with costs in realism (Figure 1). The problem of scale has long been recognised as a central issue in ecology (Levin 1992), yet the effects of scale in biasing biodiversity responses defy straightforward analysis (Chase *et al.* 2019). Although numerous case studies have demonstrated scale-dependence in biodiversity responses to local drivers (e.g. Hill & Hamer 2004; Chase *et al.* 2018), cross-study syntheses have rarely addressed scale influences (but see Daskalova *et al.* (2020) for a quantification of landscape-scale influences on local biodiversity change). Here we aim to measure relative magnitudes of scale-dependence, in both meta-analysis of study-level summary statistics and cross-study raw data analysis, with the goal of providing guidelines for minimising scale-dependent bias (hereon ‘scale bias’).

We first review sources of scale-dependence within individual field studies, present in summary statistics of biodiversity differences between control and treatment groups. We then test for an influence of these sources, by simulating sets of biodiversity studies comparing old-growth to secondary forests, and subject them to both meta-analysis and full-data analysis. We go on to seek empirical evidence of the issues revealed by the simulations, by revisiting two published meta-analyses, measuring biodiversity responses to forest management (Duguid & Ashton, 2013) and to plant invasion (Powell et al. 2011). We provide recommendations on how to address scale dependence in future syntheses.

## Scale dependence in Summary Statistics from field studies

Measures of biodiversity from any single community increase with increasing sampling effort and spatial grain of sampling, in a non-linear relationship that depends on the total numbers of species, the total and relative abundances of individuals, and their spatial distribution (Chase & Knight 2013). In formal meta-analysis, the outcome of each component study is expressed as an effect size, typically representing the mean difference between two treatment groups (Koricheva, Gurevitch, & Mengersen, 2013). Effect sizes and their variances are estimated from summary statistics: means, variances and sample sizes from control and treatment groups. For a response variable of biodiversity, and groups that represent different land-use types or points in time, these statistics are all susceptible to vary with the scale of the study, as defined by its sampling grain, in ways that we detail below (summarised in Figure 2A).

### Scale dependence in mean biodiversity differences

Most biodiversity comparisons use measures of species density, given by the number of species per unit area or per sample, adjusted for sampling effort (Gotelli & Colwell, 2001). Interrogation of species’ abundances in standardised samples can reveal whether observed differences in density are due to differences in species abundance distributions or total numbers of individuals (e.g., McGlinn *et al.* 2018; Shimadzu, 2018). Nevertheless, cross-study syntheses typically compare differences in species density without reference to abundance distributions. Even if syntheses equalise sampling effort between treatments within studies (e.g. using sample-based rarefaction, e.g. Blowes *et al.* 2019; Antão *et al.* 2020; Daskalova *et al.* 2020), an implicit assumption remains: that differences observed at one grain would be observed at others. This is despite the fact that empirical studies have demonstrated that species density responses to land use, invasive species, and grazers/predators can vary in magnitude and even direction with grain size (Chase *et al.*, 2018). In contrast, biodiversity measures that use abundance distributions to extrapolate communities towards asymptotic richness (e.g. Chao-1, Chao 1984), are considered robust to variations in grain size if sample coverage is sufﬁciently large (Hortal *et al*. 2006).

### Scale dependence in study variance

Any change in the scale of measurement of a variable also changes the variance of that variable (Wiens 1989). Sampling grain can therefore influence the variability among plots, for a given level of replication. For example, smaller plot sizes can result in fewer individuals being sampled per plot, and consequently higher within-treatment variation in observed taxonomic diversity (Connell & Sousa 1983; Chase & Knight 2013), in addition to greater beta diversity among plots (Sreekar *et al.* 2018). Scale dependence of variance is likely to be strongest in non-uniform environments with patchy distributions of individuals and species (Král *et al.* 2010; Avery & Burkhart 2015; Grussu *et al.* 2016). This high variability among small plots has the potential to weaken observed relationships between environmental gradients and biodiversity (Field *et al.* 2009).

### Scale dependence in replication

Sample size often varies among studies in a trade-off with the spatial grain of sampling, caused by the logistical, cost and time constraints inherent to field research (Monserud, 2004; Ramage et al., 2013). As a consequence, ecological meta-analyses routinely collate studies with many-fold differences in replication (Doncaster & Spake 2018). Whilst replication boosts the signal-to-noise ratio in ecological data and increases precision, it does not by itself influence the proportion of the signal caused by bias (De Palma *et al.* 2018; Christie *et al.* 2019). For example, a study with small plot sizes may compensate for a higher inherent variability by expanding sample size to increase statistical power (Rosenberg *et al.* 2013). When included in a meta-analysis, the small plots sizes expose the meta-estimate to bias (Chase & Knight 2013; Chase *et al.* 2018), which is then amplified by the large sample size conferring a high precision-weighting on the study. This issue may become especially problematic in meta-analysis if replication correlates negatively with plot size across studies.

## Scale dependence in Cross-Study syntheses of biodiversity differences

Cross-study synthesis usually involves one of two approaches: meta-analysis or full-data analysis. Meta-analysis typically combines effect sizes using a standard meta-analytic (intercept-only) model, to estimate an overall effect-size mean (meta-estimate), and heterogeneity in study outcomes. Treatment-covariate interactions can be investigated using meta-regression, which quantifies associations between study-level treatment effects and study-level covariates, such as biome or taxonomic group (Nakagawa *et al.* 2017 & Gurevitch *et al.* 2018). Full-data analyses, in contrast, typically synthesise the raw biodiversity data across all studies using multilevel models (also known as hierarchical or mixed-effects models). Study-level random effects can be incorporated to allow the biodiversity response to vary among studies. Overall treatment effects correspond to fixed, population-level estimates.

### Standardising study-level effect sizes against within-study variance can amplify scale bias

In ecological meta-analysis, the two most commonly used metrics of meta-effect size are the standardised mean difference, estimated as Hedges’ *g* (Hedges, 1981; hereafter *g*) and the log response ratio (Hedges et al., 1999; hereafter *LR*). Hedges’ *g* standardises the mean difference between treatment and control groups by their pooled standard deviation, to create a metric of difference per unit of residual variation; *LR* standardises the mean of the treatment group against the mean of the control group to create a ratio (formulae in Table 1). Hedges’ *g* therefore confounds within-study variation with the observed mean difference (e.g. Monserud, 2004; Osenberg, Sarnelle, & Cooper, 1997; Spake & Doncaster, 2017). This confounding is important in the context of ecological meta-analyses, because if the pooled standard deviation depends on factors such as sampling grain, and if these factors co-vary with taxonomic group and habitat, patterns in *g* may emerge that simply reflect differences across studies in within-study variation (Osenberg *et al.* 1997). Moreover, the standardised mean difference itself contributes to the estimate of its variance (Table 1), meaning that any bias in estimation of the true *g* will propagate into bias in the estimated variance.

Although Hedges (1982) proposed an alternative, ‘unbiased’ variance estimator that does not incorporatethe standardised mean difference(Table 1), few meta-analyses have used it (Hamman *et al.*, 2018). Gurevitch, Curtis, and Jones (2001) pointed out that a ratio-based metric such as *LR* avoids both these issues, of the standard deviation contributing to the effect size, and the effect size contributing to the variance. Nevertheless, *g* and its conventionally estimated variance remains a commonly-used metric in meta-analyses of biodiversity change, typically justified by the presence of zero mean values that preclude the estimation of *LR*.

### Precision-weighting effect sizes can amplify scale bias

The hallmark of formal meta-analysis is precision-weighting of effect sizes (Gurevitch, et al., 2018), such that more precise studies make a larger contribution to the meta-estimate (Hedges & Olkin 1985; Gurevitch & Hedges 1999). Weighting serves only to increase the precision of the meta-estimate and the power of tests, not the accuracy of meta-estimation (Gurevitch & Hedges 1999). A precise estimate size has narrow confidence limits, while an accurate one lies close to the true value for the sampled population. A metric is unbiased when accuracy increases with precision. A metric that is precise but biased is much more undesirable than one that is imprecise but unbiased, because the high precision appears to suggest high accuracy whilst actually yielding high inaccuracy (Figure 2B). Any bias in study-level variance will in turn bias the conventional precision-weighting of each study given by the inverse of its variance (Hedges, 1983). The resulting gain in precision from weighting may therefore come at a cost in accuracy.

### Full-data analyses are also subject to scale biases

Researchers increasingly have access to raw, site-level biodiversity data, following calls for an ‘open synthesis community’ (Naka*gawa et al.* 2020). Full-data analyses are considered important for resolving issues regarding study-specific analytical designs, and are a ‘gold standard’ in medicine (Mengersen *et al.* 2013). Previous full-data analyses of biodiversity differences have yielded population means of fixed treatment effects from multilevel models that incorporate group-level (i.e., study-level) random effects (e.g. Newbold *et al.* 2015; Jung *et al.* 2019). A fundamental property of multilevel models is ‘borrowing strength’, wherein individual group estimates are shrunk toward the overall population mean. Data nuances will determine the relative amount of strength borrowed per study, but in general, shrinkage is a function of the relative variance of each estimate, and is greater for groups with extreme values and lower replication (Clark, 2019). Like weighting in formal meta-analyses of effect sizes, shrinkage estimation functions to reduce the variance of cross-study estimates. It follows that the degree of study-level shrinkage is also determined by study-level variance, and may have similar sensitivity to scale-bias amplification.

### Incorporating scale-dependence in cross-study syntheses will be challenging

Given that biodiversity differences observed within studies depend on the spatial grain of sampling, any cross-study syntheses of biodiversity differences will be greatly enhanced by an explicit consideration of scale (Chase et al. 2019). Quantitative syntheses may factor in this known source of variability by including the sampling grain size as a covariate or ‘effect modifier’ in a cross-study regression, or they may seek to identify spatial grains at which a treatment has a particular conditional effect. In either case, the detection of scale dependence serves to warn against inappropriate generalisation across scales. Nevertheless, it remains unclear how straightforward it will be to incorporate scale into future cross-study syntheses (Chase et al. 2019). Detection may prove challenging, for example, because the influence of spatial grain on effect size may be obscured by scale-dependent sample means, variances and replication (Figure 2C).

## Simulation of biodiversity differences

In order to quantify the influence of sampling grain and replication on precision and accuracy of study-level and cross-study effects, we simulated empirical studies that compare tree biodiversity between old-growth and secondary forests. These two forest types represent two treatment levels (control and treated, respectively) that differ in the number of species. For each study, we randomly sampled *N* forest patches of each type from a set of forest patches that defines the study scope. We then randomly sampled tree communities within the patches using square plots of fractional size *A*, and estimated biodiversity with two measures: species density and asymptotic richness (Table 1). We calculated effect sizes from metrics that quantify the influence of forest type on biodiversity, measured as plot density or species richness (Figure 3). We then obtained cross-study estimates of the sizes of meta-effects from meta-analysis, and population effects from full-data analysis, for a hypothesised dependence of biodiversity on forest type. The simulation thereby mimicked analyses that estimate cross-study effects without considering variation in sampling grain across studies. We demonstrate varying degrees of scale dependence in the cross-study syntheses, depending on choice of biodiversity measure, effect-size metric, weighting scheme, variance estimator, and the degree of trade-off between replication and grain.

### Generation of sampled patches and true species richness

We set the true species richness of forest patches (*PatchRich*T) to be higher on average for old-growth than for secondary forest (e.g. Gibson et al., 2011; Newbold et al., 2015; Spake, Ezard, Martin, Newton, & Doncaster, 2015; Spake, Yanou, Yamaura, & Kawamura, 2019b). For each study, we created populations of 100 old-growth and 100 secondary forest patches, each having a true patch species richness *PatchRich*T drawn from a normal distribution with standard deviation σ = 10, and means of  = 120 species for old-growth and 70 species for secondary (Figure 3.1). All forest patches had the same patch area (rationale in Appendix S1, Figure S1.1).

### Plot sampling of forest patch communities

For each forest type, we selected *N* patches from the population of 100 patches of that type, where *N* took values of 6, 12, 18, 24 and 30 replicate patches to assess the effect of replication. In order to avoid the complication of nested replication, we sampled the community with one plot per patch. The forest patch thus corresponds to the unit of effective replication in our setup, as it would in statistical analyses of actual studies with or without replicate plots per patch.

We used R version 3.5.3 (R Core Team 2019) and the R package mobsim (May *et al.* 2018) to simulate the tree communities of each sampled patch. This package allows manipulation of the total number of individuals, the species-abundance distribution (SAD) and the degree of intraspecific spatial aggregation (May *et al.* 2018). Chase and Knight (2013) showed that any factor (such as forest type) that influences the total richness or abundance, SAD and/or spatial aggregation of species within a community, will shift the overall shape of its species accumulation curve (SAC), such that SACs from different communities will not be parallel to each other. Consequently, effect sizes based on biodiversity differences are scale dependent, even when sampling is standardised by area or the number of individuals. For simplicity and conservative testing, we varied only the species richness between old-growth and secondary forest communities, whilst holding both forest types to the same total abundance, SAD and degree of spatial aggregation. We evaluate the implications of this setup in the discussion. We used the mobsim function sim\_poisson\_community() to simulate communities with individuals randomly distributed across space, i.e. with no spatial aggregation. We simulated communities of 2000 tree individuals (stems) per patch following a log-normal SAD, with a species richness corresponding to the particular *PatchRich*T sampled from the population of patches.

We sampled each simulated forest community using a square plot placed randomly within the square forest patch using the mobsim function sample\_quadrats(). We defined sampling grain, *A*, as the proportion of the forest patch area sampled by the plot, setting 10 values of *A*, at 0.05, 0.1, 0.2, …, 0.9. One hundred communities were created for each combination of *N* patches × *A* plot area, yielding 5×10×100 = 5,000 simulations.

### Biodiversity measures

We used plot-level data to derive two alternative measures of alpha diversity. The observed number of species per plot, *PlotDensity*E, estimates the true *PatchRich*T per plot area; the estimated number of species per patch, *PatchRich*E, estimates the true *PatchRich*T (Figure 3). These are the two most commonly used measures of biodiversity in empirical studies and meta-analyses (Magurran, 2004); confusingly, the literature does not always distinguish clearly between them in references to ‘species richness’. For *PatchRich*E, we applied the Chao-1 non-parametric richness estimator (Chao 1984) in R package vegan v.2.5-6 (Oksanen *et al.* 2019). This method uses information on the rare species in an assemblage to adjust for the number of species present but undetected, as a robust estimate of the minimum number of species in the patch (Gotelli & Colwell, 2009).

The selected properties of the community described above generated area-based species accumulation curves typical for these forest types in both empirical and simulation studies (Figure S1.2; e.g. Guariguata *et al.* 1997; Jiménez *et al.* 2016). Area-based standardisation (using *PlotDensity*E) typically results in greater under-sampling of richer habitat (here old-growth forest), leading to underestimated effect sizes (Gardner *et al.* 2007; Chase & Knight 2013; Curran *et al.* 2014).

### Effect-size metrics and their variances

For each simulated study, which corresponded to a particular replication × grain (*N* × *A*) combination, we calculated the mean and standard deviation of each biodiversity measure (*PatchRich*Eand *PlotDensity*E) from the *N* replicate patches of each forest type. These measures were used to calculate the alternative effect-size metrics *g* and *LR*, and their variances. For *g,* we used the conventional variance (*Vg*), and also Hedges’ (1982) alternative (*Vg\_*alt; Table 1), with the principal difference being that the formula for *Vg*  containsthe standardised mean difference*,* whereas the formula for *Vg\_alt* is independent of it. Prior to calculation of *LR*, we ensured that all of the control and treatment means satisfied Geary’s test, a diagnostic for vulnerability to biases caused by low replication, large differences between treatment and control means, and/or near-zero means (Geary, 1930; Lajeunesse, 2015).

### Accuracy and precision of study-level effect sizes

Accuracy is the distance of a sample estimate from the population value it estimates, with a small distance signifying high accuracy. For the simulation, we used a standardised accuracy of effect size = [estimated – population] / population. Accuracies of study-level effect sizes were calculated using the true, population-level, average richness values of each study (*PatchRich*T = 120 for old-growth, and 70 for secondary; Table 1). The resulting proportion allowed direct comparisons of accuracy between *g* and *LR*. This accuracy metric encompasses two types of sampling error: (i) random error incurred by sampling *N* patches from each of the populations of 100 patches, and (ii) systematic error arising from the estimation of patch-level biodiversity from plot-level data. Here we leave them aggregated for the purpose of analytical concision, given that sample-level effects aim to estimate population-level effects. Moreover, their aggregation allows us to examine the relationship of accuracy to the degree of collinearity between *A* and *N*, which influences both types of error.

Precision is the distribution of replicate estimates around their mean, with a tight distribution signifying high precision. We quantified precision as the inverse of effect-size variance, following the convention of this metric being used for precision-weighting of studies in meta-analyses. We examined the relationship of accuracy to precision (Figure 2B), and how it may change with sampling grain, replication, effect-size metric and biodiversity measure.

### Meta-analyses of simulated studies and meta-regression on plot size

To evaluate the influence of a trade-off between grain and replication, we tested for a relationship of meta-estimate magnitude to the strength of collinearity between *A* and *N* across study pools. To this end, we generated 150 study pools, spread over a spectrum from strong to negligible negative correlation of *A* with *N*. We used function genCorOrdCat() in R package simstudy (Goldfeld 2019) to generate correlation coefficients between -0.80 and +0.15 from the simulated ranges of *A* (0.05 to 0.9) and *N* (6 to 30). For each study, we estimated biodiversity in the communities of *N* forest patches sampled from each of the populations of 100 old-growth and 100 secondary patches, following the procedures described above.

We meta-analysed the study-level effect sizes of all 150 studies in each pool with R package metafor v.2.4-0 (Viechtbauer 2010), to obtain the overall meta-estimate of effect size for dependence of biodiversity on forest type. This was done for each effect-size metric (*g* and *LR*) derived from each biodiversity measure (*PlotDensity*E and *PatchRich*E).

We explored the effect of alternative weighting schemes on meta-estimate accuracy. The method of incorporating inverse-variance weights differs between fixed- and random-effect meta-analyses (Table 1). Precision-weighting used the weight 1/(*Vi* + τ*2*), where *Vi* is the variance in *g* or in *LR* for the *i*-th study, and τ2 is the among-study variance estimated by restricted maximum likelihood. This yielded meta-estimates of random effects (assigning τ2 > 0) or fixed effects (assigning τ2 = 0). We conducted meta-analyses of *g* using both variance estimates *Vg* and *Vg\_*alt.

We first checked for a known bias in meta-analysis of little-replicated studies, due to random error in estimation of the true study-level variances accumulating in the estimates of meta-effect and meta-variance (Doncaster & Spake, 2018). This bias is most pronounced for meta-analysis with Hedges’ *g* of studies having predominantly *N* ≤ 6 replicates. For our simulations with *N* ranging between 6 and 30, the mean-adjustment to *Vg* that corrects this bias made negligible difference to its magnitude (Figure S1.3). We therefore used conventional calculations of *V*, for compatibility with most previous meta-analyses.

We quantified the relationship of meta-estimation accuracy to weighting scheme, effect-size metric, biodiversity measure and degree of collinearity between *A* and *N*. We further conducted meta-regressions of effect size against log(*A*) for study pools with uncorrelated grainand replication*,* to test for any influence on the detection of trend and gradient of regression slope due to the weighting scheme and effect-size metric. For each meta-regression, we estimated the regression coefficient (gradient of slope) and its significance with function rma.mv() in R package metafor. Effect sizes were converted to *z-*scores (centred, with standard deviation of unity) prior to modelling, to enable direct comparisons of meta-regression coefficients between models of *g* and *LR*.

### Full-data analysis of simulated studies

We analysed the raw, plot-level data from each study using R package lme4 v.1.1-23 (Bates *et al*. 2012). A generalised linear mixed model was fitted to *PlotDensity*E (count data) with a Poisson error and log link function; a linear mixed model was fitted to *PatchRich*E (non-integer values) with a normal error and identify link function. For estimation of the population-mean effect of forest type across study pools (akin to an intercept-only formal meta-analysis), we included forest type as a fixed explanatory variable (old-growth [0] or secondary [1]), specifying random intercepts and random slopes of forest type for each study. We further fitted models that included interactive effects of forest type and sampling grain [log(*A*)] (akin to meta-regressions of effect size on grain), with random intercepts and slopes for forest type. To visualise the interactive effect of forest type and log(*A*) as estimated from the full-data analyses, and compare this to the meta-regressions, we estimated the effect of forest type, conditional on values of *A* using R package interplot v.0.2.2 (Solt *et al*. 2018). Further details of multilevel model specifications are available in Appendix S2. To aid the visualisation of results, we present outputs from meta-analyses in blue or yellow and outputs from full-data analyses in red.

## Simulation results

### Relationship of accuracy to precision at the study level

For the calculation of *g* with conventional variance *Vg*, a negative relation of accuracy to precision became increasingly shallow with increasing replication (*N*,as shown by the separating lines in Figure 4a). The most overestimated effect sizes were mainly associated with larger grain size *A*, and they universally had the lowest precision regardless of *N*. The most underestimated effect sizes were associated with smaller grain sizes, and they universally had the highest precision for a given *N*, making them precisely wrong, and more precisely wrong for higher *N*. This strongly defined bias reflects the fact that *g* itself is used in the calculation of *Vg* and hence precision. In precision-weighted meta-analysis, it will elevate the contribution of underestimates of effect size and suppress the contribution of overestimates.

For the alternative calculation of *g* with *Vg\_*alt, the removal ofstandardised mean differencefrom the variance calculation removed the negative dependency of accuracy on precision (Fig. 4b). Precision now depends only on *N*, the sole parameter defining *Vg\_*alt.

Effect sizes for *LR* derived from *PlotDensity*E tended to be underestimated for smaller grain sizes regardless of replication; accuracy had no systematic trend with precision (Fig. 4c). Effect sizes for *LR* derived from *PatchRich*E had the most desirable properties for meta-analysis, given by a funnel-shaped relationship such that accuracy increases with precision (Fig. 4c, -right, cf. Figure 2b). Strongly over- or under-estimated effect sizes had low precision, suggesting therefore that they would contribute little to precision-weighted meta-analyses. High precision associated with high accuracy, and therefore little bias. Over- and under-estimation were equally prevalent, and precision increased with both grain and replication.

For study means of plot-level biodiversity (relevant to full-data analyses), underestimation with *PlotDensity*E generally declined at larger grain sizes (Figure 4d). *PlotDensity*E was underestimated more for old-growth than secondary forests (Figure 4d & Figure S1.2). While for a given grain size, a funnel shape is evident, a slightly negative trend of accuracy to precision arises across all plot sizes, because small plots with low mean values of *PlotDensity*E correspond to low variance and so high precision. *PatchRich*Ebalanced over- and under-estimation even at relatively small grains, albeit with lower precision.

### Cross-study effects with grain-by-replication trade-offs

Meta-effects were universally underestimated by meta-analysis, due to their inclusion of studies with small *A*. Negligible bias was found only for *LR* derived from *PatchRich*E (Figure 5a-c, yellow dots in right-hand graphs). The minimal bias shown here results from the efficiency of the Chao-1 estimator, even at small grains. Weighting had little effect on the accuracy of meta-estimates of *LR* derived from either measure of biodiversity. As predicted, weighting decreased the accuracy of meta-estimates of *g*, and more with *Vg* than with *Vg*\_alt. Stronger negative correlations of *N* with *A* strengthened the underestimation of meta-effects from weighted meta-analysis, although this trend was only sharply defined in fixed-effects meta-analysis of *g* (Figure 5b, blue dots).

Global meta-estimates of *g* were more accurate than *LR* for unweighted estimates derived from *PlotDensity*E. Although this might seem to reflect value in *g,* the meta-level accuracy arises only from an approximate balancing out in our simulations of predictable overestimation at large *A* and underestimation at small grains (Figure 5a-c, and corroborated by additional analyses presented in Appendix S3). Empirical data are unlikely to achieve this exact balancing out, however, as study pools typically do not have uniform distributions of plot size and replication (e.g. Duguid & Ashton, 2013), or are not capable of sampling high fractions of patch area. In further simulations, *g* lost accuracy with skews towards greaterreplicationor larger grain size (Appendix S3). In all simulations with either metric, *PlotDensity*E yielded lower accuracy than *PatchRich*E with *LR* (Figure 5a-c comparing columns, Appendix S3). For both biodiversity measures, the effect of weighting on meta-estimate accuracies of *g* was stronger with *Vg*rather than *Vg*\_alt, due to the greater weight given to studies with higher precision and therefore more underestimation of *g.* Thisresulted in meta-estimates having lower accuracy with *g* weighted by *Vg*\_alt, than with *LR* (Figure 5a).

For population means from full-data analyses, accuracy showed a similar trend to meta-analysis using *LR*, with greater accuracy for models of *PatchRich*E than *PlotDensity*E (Figure 5d). *PatchRich*E nevertheless yielded less accurate population means in full-data analysis than meta-estimates using *LR* in meta-analysis. The lower accuracy results from shrinkage, wherein group (study) estimates are ‘shrunk’ toward the population mean as a function of the relative variance of each estimate (Appendix S4).

Cross-study regressions of treatment-by-grain effects showed *LR* and full-data analysis to be better discriminators of scale effects than *g* (Figure 6a-d, Figure S5.1). The relationship of *g* with *A* was generally more strongly negative for *PatchRich*E than *PlotDensity*E, and stronger when precision-weighted by *Vg* than *Vg*\_alt (see also Figures S5.1 and S5.2). In contrast, both full-data analysis and meta-regression with *LR* appropriately revealed stronger scale dependence of forest type effects on *PlotDensity*E than *PatchRich*E (as shown by stronger slopes for *PlotDensity*E in Figure 6c-d). For example, at grain sizes covering 5% of the forest patch, the full-data analysis of *PlotDensity*E estimated a conditional forest type effect of approximately -0.30, which strengthened to -0.54 at grain sizes covering 75% (Figure 6d left). The type and method of cross-study synthesis least influenced by grain size is meta-analysis with *LR* using *PatchRich*E, as shown by the predicted values in Figure 6c deviating the least from the true effect size.

## Empirical meta-analyses of biodiversity change

We explored variation in the detectability of scale dependence according to effect size metric and weighting scheme, by meta-analysing studies retrieved from two published syntheses of biodiversity change. We ran meta-regressions of effect size as a response to grain size.

Duguid and Ashton (2013) synthesised summary statistics from studies measuring differences in plant biodiversity between unmanaged (control) and logged (treatment) forest. We used the grain sizes (quadrat areas) from these studies to test for scale dependence and potential implications for meta-estimation. We restricted our re-analysis to studies of even-aged treatment forests at mid to late successional stages as classified by Duguid & Ashton (2013), which included 63 comparisons from 24 publications. All studies compared speciesdensity measured in fixed-area plots ranging in size between 1 and 1000 m2. Management treatments included timber harvesting by clearcutting and shelterwood cutting, which may reduce microsite heterogeneity (Duguid & Ashton, 2013). We therefore expected management to reduce species density, resulting in strongly negative effect sizes, at least for studies measuring density at relatively small sampling grains that encompass homogeneous microsites. We expected effects to become less negative with increasing grain size, as larger quadrats begin to encompass multiple microsite types with distinct communities.

Powell, Chase, and Knight (2011) meta-analysed effects of invasive plants on species richness of invaded communities across quadrats ranging in size between 0.09 and 2500 m2. Their synthesis used summary statistics on 123 studies from 56 publications measuring species density differences between uninvaded (control) and invaded (treatment) plots. They detected a relationship between grain size and effect size, which was stronger for *LR* than for *g*. The effect of invasion was more strongly negative at smaller grains, and weaker at larger grains, due to invaders reducing the occupancy of common species to a greater degree than rare species.

We conducted formal meta-analyses to estimate overall meta-effects of forest management (Duguid and Ashton, 2013) and invasion (Powell, Chase & Knight, 2011) on plant species density, for random- and fixed-effects weighting and no weighting. We specified control groups nested in publication identifier as a random factor, to account for multiple treatments compared with the same control group within publications. We further ran meta-regressions with log(grain size) as a covariate, using the same random structure, for each weighting scheme, and the conventional variance estimators for *g* and *LR* (*Vg* and *VLR*), from which we estimated coefficients for grain size (i.e. regression slopes). Effect sizes were converted to *z-*scores prior to modelling, to enable direct comparisons of meta-regression coefficients between models of *g* and *LR*.

## Empirical results

### Meta-analyses of forest management effects on plant species density

Within-study replication was higher for studies with smaller grain sizes (Spearman’s  = -0.71, Figure S6.1). Both *g* and *LR* showed a tendency to increase with *A*, ( = 0.50 and 0.46, respectively), mostly switching from negative to positive across the plot-size gradient (Figure S6.1). Variance in *g (Vg)* and *LR* also increased with *A* ( = 0.60 and 0.30 respectively, Figure S6.1).

Meta-analyses detected no overall effect of forest management on plant species density across the study pool (all meta-estimate CIs encompassed zero, Figure S6.2). Meta-regressions nevertheless revealed an influence of grain size on effect-size estimates for some combinations of weighting scheme and effect-size metrics (Figure 7; Figure S6.3). Grain size had a detectable and positive influence on effect sizes for random-effects models of both *g* and *LR,* and for unweighted *LR* (Fig. 7, top row and bottom right; Figure S6.3). Random-effects and unweighted meta-regression of *LR* yield similar results because high among-study variance (τ2) will pull random-effects meta-analysis of *LR* towards the character of unweighted meta-analysis. The influence was strong enough to suggest a switch in the treatment effect from negative at small grain to positive at large grain. No such influence was detected in fixed-effect models, and unweighted *g*.

### Meta-analyses of invasion effects on plant species density

Within-study replication was again higher for studies with smaller grain sizes (Figure S7.1). As a consequence, meta-analyses of these studies similarly revealed variation in both meta-effects and meta-regressions of effect sizes on plot size (Figures S7.2-S7.5), according to effect-size metric and weighting scheme. Meta-analyses detected an overall negative effect of invasion on plant species density across all analyses (Figure S7.2). For meta-regressions, plot size exerting a detectable and positive influence on effect sizes for random-effects models of *g* and *LR*, and for unweighted *LR* (Figure S7.5; full results in Appendix S7).

## Discussion

Here we have demonstrated that cross-study syntheses amplify a type of within-study scale bias, which results from under-sampling of species richness in intrinsically richer habitats at small grains. We have shown how the scale-dependent impacts on cross-study estimation depend on key decisions in quantitative synthesis, concerning the choice of effect-size metric and the weighting scheme in meta-analyses, and model specification in full-data analyses. We have further shown how these choices determine the detection and estimated magnitude of scale dependence. We provide guidance below for treating scale-dependence in cross-study syntheses of biodiversity differences, and for appraising existing syntheses (summarised in Figure 8; further elaborated in Appendix S8).

### Sensitivity of cross-study estimation to scale bias depends on type and method of synthesis

The validity of interpreting meta-estimates from summary statistics has been contested on two grounds. Firstly, constituent effects likely comprise a biased sample of true population effects, with over- or underrepresentation of geographic regions, land-use types, and taxonomic groups (Gonzalez *et al.* 2016). Secondly, studies are too heterogeneous in method or results to be meaningfully combined without conditioning on covariates (Poole & Greenland 1999; Ioannidis *et al*. 2008). Nevertheless, summary effects are often reported without reference to heterogeneity in sampling grain, and interpreted as patch-level biodiversity differences. We have demonstrated how such meta-estimates vary in their sensitivity to bias.

In our simulations, Hedges’ *g* provided study-level and meta-level effect sizes that were consistently less accurate than those of the log response ratio for estimation of patch richness. Because of the random sampling error generated by sampling forest patches from a population, study-level effect sizes may both over- and under-estimate the population effect size. Even a symmetrically distributed sampling error will bias meta-estimates of any effect derived from *g* using inverse-variance weighting, because the weights are too high for studies that underestimate its magnitude (Hedges 1983; Hamman *et al.* 2018). When combined with a systematically low weighting for overestimates, the net result is an under-estimated meta-effect size from precision-weighted meta-analysis using *g*.

For Hedges’ *g* with its conventionally-estimated variance*,* increasing grain size drives declining precision, and a sharply defined switch in bias from under- to over-estimation. For *LR* in contrast, increasing grain does little to change the relationship between accuracy and precision except with *PatchRich*E, where it tends to increase precision and accuracy. Both metrics and both measures consistently undervalued effect sizes estimated from small plots, due to under-sampling of richer old-growth forest patches. This led to meta-estimates being increasingly underestimated for study pools with increasingly negative correlations between grain and replication; these study pools contain a higher proportion of individual effect sizes that are precisely wrong, rather than imprecisely right.

Full-data analyses of *PatchRich*E, with forest type as the sole explanatory variable, had inferior meta-effect accuracy to meta-analyses of *LR*, and a greater sensitivity to any skewing towards smaller plot sizes across studies (Figure S3.5). This was due to inappropriate shrinkage incurred by omission of the forest-type-by-grain size interaction; when making a random-effects assumption about a factor, their effects are not estimated independently and individual estimates are pulled toward the common mean. Any skew or bias in the study pool can therefore become inflated. Indeed, shrinkage is not ‘correct’ unless all true covariate effects, including interactions, are included in the fixed part of the model (Bell *et al.* 2019).

Our results cast a more general doubt on the validity of estimating and interpreting cross-study effects from study pools of widely varying grain. Our simulations showed that even for an otherwise homogeneous study pool comprising a single taxonomic group (here trees), cross-study estimates have questionable utility on their own. For both effect sizes in meta-analyses and random slopes in full-data analyses, biodiversity differences based on species density vary in magnitude with sampling grain. The interpretation of effect sizes – whether from individual studies or from cross-study synthesis – can therefore yield inferences of practicable value only when set in the context of a specific sampling grain.

### Detecting scale dependence using meta-regression and full-data analysis

Chase et al. (2019) argued that simply including the scale of observation as a covariate in cross-study syntheses of biodiversity differences would only yield interpretable results if a single process predominated (and thus a single direction of scale-dependence). Our simple simulation, which varied a single community-level component, the total species richness, and kept constant the patch-level total abundances and SADs, has revealed that scale dependence still defies straightforward characterisation.

For both simulated and empirical data, the detection and magnitude of grain-size influences differed according to effect-size metric and weighting scheme. Hedges’ *g* was less discriminating than *LR*, and fixed-effects less discriminating than unweighted and random-effect models. These meta-estimates depend most strongly on study variance, which co-varies with grain and replication, obscuring the scale dependence in effect size. Fletcher & Dixon (2012) found that unweighted meta-regressions outperformed weighted meta-regressions, because the former did not make use of potentially misleading information on precision, except when precision covaries with leverage in the regression. Although we cannot know the true effect size and sampling variance for the empirical studies, this covariation may contribute to the observed differences in detectability of a grain-size influence in our empirical meta-regressions.

The observation that scale dependence may go undetected, even when grain size is included as a covariate/effect modifier in a meta-regression, is cause for concern. Previous studies may have wrongly concluded scale-independent effects of an environmental driver, and conservation agencies may have interpreted results to mean that a particular intervention would have the same effect at any scale. Less-than-rigorous applications of meta-analytical methods have used standard linear regression methods to precision-weight effect sizes (as noted by Gurevitch et al., 2018). This approach has the character of a fixed-effects meta-analysis, because it typically ignores among-study variance, which we have found to perform poorly in detecting scale dependence within a heterogeneous study pool. These studies may have wrongly dismissed the possibility of scale-dependent magnitudes or even directions of effect.

The alternative possibility is that scale dependence may be detected only as an artefact of effect-size metric and weighting scheme. Our simulations all had the same scale of true effect. As expected, meta-regressions of *LR* on grain size yielded only a weak influence of grain size on effect sizes derived from asymptotic species richness, because the Chao-1 estimator accurately estimates species richness, even at small sampling grains (Figure S1.2). All other combinations of metric, biodiversity measure and weighting scheme showed a pronounced influence of grain size on effect sizes, with underestimation the principal result except at large grains.

We show that full-data analyses are similarly sensitive to scale bias by way of shrinkage, unless properly specified with interaction terms that reflect scale-dependence of biodiversity change drivers. Full-data analyses that incorporated a forest-type-by-grain-size interaction performed similarly to meta-analyses of *LR* and appropriately revealed strong scale-dependence of forest type effects on species density, and its weak scale-dependence on asymptotic species richness estimates. In practice, however, model misspecification is likely if numerous covariates are under consideration. Many, if not all, covariates are likely to exert scale-dependent effects, but sample sizes will limit specification of all interactions and random slopes. We emphasise the importance of a principled causal investigation of focal treatment effects in full-data analyses. This is achieved at the stage of systematic review and critical appraisal, by rigorous selection of control and treatment groups that are matched with respect to other covariates that may exert scale-dependent effects.

### Best practice for biodiversity syntheses

Our simulations of meta-estimates and meta-regressions result in straightforward recommendations for analytical methods that minimise scale bias in meta-analysis of a treatment applied to a patch-level species pool. We advocate asymptotic measures of richness rather than species density, log response ratios rather than standardised mean differences, and random-effects weighting or no weighting rather than fixed-effects weighting.

For all cross-study syntheses of biodiversity differences, we recommend adherence to the Preferred Reporting Items for Systematic reviews and Meta-Analyses (PRISMA), by reporting the risks of bias both within and across studies (Liberati *et al*. 2009). Cross-study scale biases are rarely acknowledged, yet can be revealed by testing for covariation among *A, N, V* and effect sizes. The estimate and CI of coefficients for regressions against plot size need interpreting with reference to the full suite of covariance amongst *A*, *N*, *V* and effect size, in order to evaluate the possibility of covariation obscuring scale dependence. We recommend that future meta-analyses publish these simple diagnostics to increase transparency about the potential for scale dependence to influence meta-estimation across heterogeneous studies. Similarly, full-data analysts can explore the degree of shrinkage of random, study-level intercepts and slopes in relation to *A*, *N* and *V*. Ultimately, the researcher needs to explore, describe and explain the potential for scale dependence, and then elaborate on its implications for management recommendations of relevance to decision-makers.

If scale dependence is detected using these diagnostics, subgroup-analysis may be required to understand how meta-estimates, and their response to covariates of interest, vary among subgroups of studies with similar grain. Although subgrouping will mitigate meta-estimation bias caused by the studies at the smallest scales, it will reduce sample sizes, and estimates based on *g* will not be directly comparable across groups, due to scale-dependence of replication or variance.

### Future work on scale dependence in biodiversity synthesis

Our simulations of tree communities in forest patches were deliberately simple in construction, to test for effects of study-level replication and grain size on cross-study estimation of effect size. Future simulations could investigate how variation in abundances, species abundance distributions (SADs) and aggregation influence the sensitivity of meta-estimates to choices made when conducting a synthesis. Our varying of only total treatment species richness limits the scope of inferences from our investigation to situations where total species richness differences are the predominant component of biodiversity change (Chase et al. 2019). Differences in other components will also drive differences in the magnitude and direction of scale-dependence and together might obscure the detection of scale-dependence across heterogeneous study pools (Chase et al. 2019).

We compared the performance of two commonly used biodiversity measures: species density and asymptotic richness estimated with the Chao-1 non-parametric estimator. Future research could examine alternative measures. For example, Chao & Jost (2012) advocate the use of a non-asymptotic standardization approach via coverage-based rarefaction and extrapolation, when available data do not contain sufficient information to accurately infer the true diversity of an entire assemblage.

The studies collated for meta-analysis can vary widely in design regarding their spatio-temporal interspersion of control and treatment units. Study designs that require randomisation (e.g. Randomised Controlled Trials) may be more likely to employ smaller plot sizes that can be readily randomised, while designs requiring greater temporal investment of effort (e.g. Before-After Control-Impact) may sample larger plots with fewer replicates. Christie et al. (2019) showed that simpler study designs can yield lower accuracy combined with lower variance, and thus a higher propensity for bias. We have shown that this bias will become amplified in precision-weighted meta-analyses. The combination of different levels of design-related study bias and the different grains at which studies implement their designs could lead to complex biases that may not balance out in meta-analyses, even when large numbers of studies are included. We therefore recommend using diagnostic plots of the sort that allowed us to explore potential design-dependent biases.

Empirical studies increasingly estimate richness rather than density, and now commonly archive their raw data, allowing meta-analysts to estimate richness from raw occurrences (Gerstner *et al.* 2017). These developments will help to reduce bias in meta-effect estimation in the future, if *PatchRich*E allows estimation of *LR*. Because meta-analyses typically collate studies spanning a broad time period, however, meta-analyses often include a mixture of species-richness metrics, with potential for more scale dependence in meta-effect sizes from pools of older studies using species density. This will likely be particularly problematic for research investigating temporal changes in effect sizes over time (Koricheva & Kulinskaya, 2019), making exploration of scale dependence critical in such instances.

## Concluding remarks

Open access to plot-level biodiversity data will likely increase the prevalence of full-data analyses with multilevel models. Meta-analysis will nevertheless remain a valuable tool, because it can synthesise studies that vary in response metric, and that report only summary statistics. Both meta-analyses and multilevel models treat the observed sample variance as a true variance, ignoring possible biases (Lin 2018). However, inaccurate variance estimates in little-replicated ecological studies are known to cause an accumulating bias in precision-weighted meta-analysis, requiring correction (Doncaster & Spake 2018). An equivalent correction awaits development for full-data analyses to under-shrink little-replicated studies. This may best suit Bayesian approaches, which can use priors to control how shrinkage is added to the model (Clark 2019).
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## Figure legends

**Figure 1** Conceptual representation of typical study-design trade-offs. Data from individual field studies measuring forest management impacts on vegetation biodiversity (blue points, compiled by Duguid & Ashton, 2013). Here we index study-level ‘precision’ by replication, and ‘realism’ by plot size, both plotted on log scales. The meta-analysis has a replication-weighted average precision and realism across all *k* studies. This improves precision compared to the majority of studies, but reduces realism, because of the negative relationship of realism with precision in this instance, in common with many biodiversity syntheses. The synthesis increases ‘generality’, here indexed by number of terrestrial ecoregions (inset coloured regions, Olson *et al*. 2001). Generality can take various meanings for ecological contexts, including extent across taxa, biomes, space or time, and number of variables that modify effects (Gurevitch *et al*. 2018).

**Figure 2** Sources of scale dependence in meta-analyses of biodiversity differences

**Figure 3** Method of simulating tree communities within forest patches of two types: old-growth (control) and secondary (treatment) with different distributions of species richness. Schematic overview of the populations of interest (step 1), the studies of them (steps 2-4), and their cross-study synthesis (step 5). Here we assume equal-sized forest patches, such that a given value of *A* for grain size as a fraction of patch area corresponds to the same ground coverage in m2 across all patches in a study.

**Figure 4** Relationship of study-level accuracy to precision depends on purpose and method of effect-size estimation, for studies with sampling grain *A* and replication *N*. For purposes of meta-analysis, plots show the relationship using a) Hedges’ *g* with *Vg*; b) Hedges’ *g* with *Vg*\_alt; c) log response ratio *LR* with *VLR*. For purposes of full-data analysis, plots show the relationship using d) study means of plot-level biodiversity in old-growth and secondary forests (note different accuracy range to a-c). Left panels of each pair of plots show biodiversity measured as species density (*PlotDensity*E); right panels show species richness (*PatchRich*E).

**Figure 5** Accuracy of cross-study estimation depends on type and method of synthesis. Accuracies are plotted as a function of the *A*-by-*N* correlation coefficient ρ. For meta-effects from meta-analysis (a-c), accuracy depends on biodiversity measure (columns), metric (colours), weighting (rows) and *N*-by-*A* correlation (slopes). For population means from full-data analysis (d), accuracy depends on biodiversity measure only. Non-parametric smooth curves were computed by locally estimated scatterplot smoothing.

**Figure 6** The influence of sampling grain size on effect size depends on the type and method of synthesis. For random-effects meta-analysis (a-c), meta-regression slopes depend on metric (rows) and measure (columns). For full-data analysis, the effect of forest type, conditional on grain size, depend on the biodiversity measure. Horizontal dashed lines show true values set by µ*i* (as defined in the Methods).

**Figure 7** Influence of grain on effect size depends on effect-size metric (columns) and weighting scheme (rows), for forest management effects on plant species density. Meta-regressions have 95% prediction intervals (grey shading) based on uncertainty only in the plot-size effect. Point size is proportional to relative study weight for each meta-regression, with colours distinguishing different publications. Inset numbers on each plot give the regression coefficient (*β*) and significance of the plot-size effect (*P* < 0.05 in bold). Variances for *g* were estimated by the conventional *Vg*.

**Figure 8** Schematic overview of four steps to minimising and diagnosing scale-dependence in cross-study syntheses of biodiversity differences.

## Tables

Table 1. Glossary of terms used in the simulation

|  |  |  |
| --- | --- | --- |
| **Term** | **Notation** | **Definition** |
| **Biodiversity measures** | | |
| Species density | *PlotDensity*E | The observed number of species contained within a plot sampled from a patch |
| Estimated species richness | *PatchRich*E | Estimated minimum number of species in a sampled patch, applying the Chao-1 richness estimator to plot-level data |
| True species richness | *PatchRich*T | True number of species in a forest patch, set by the simulation; only known empirically from complete sampling of the patch |
| **Meta-analysis metrics** | | |
| Hedges’ *g* | *g* | *J·d*, where *d* is the standardised mean difference(‾*x*1– ‾*x*2) / *spooled* in which‾*x*1and‾*x*2are the biodiversity means of the treatment and control groups respectively, *spooled* is the pooled standard deviation of treatment and control groups given by weighting the standard deviations of each group by their sample sizes, *N*1 and *N*2, and *J* is a correction for low within-group replication, which takes the value:1 – 3/[4(*N*1 + *N*2 – 2) – 1]*.* |
| Variance in Hedges’ *g* | *Vg* | *J* 2 ([*N*1 + *N*2] / [*N*1*N*2] + *d*2 / (2[*N*1 + *N*2])) |
| Alternative variance in Hedges’ *g* | *Vg\_*alt | *J* 2 ([*N*1 + *N*2 – 2]/ (*N*1*N*2 [*N*1 + *N*2 – 4] / [*N*1 + *N*2])) |
| Log response ratio | *LR* | ln(‾*x*1/‾*x*2) |
| Variance in log response ratio | *VLR* | *s*2*pooled* (1 / [*N*1‾*x*12] + 1 / [*N*2‾*x*22]) |
| True population effect size | *g*T,  *LR*T | Effect size (*g* or *LR*) calculated from the population ,  and *N* of *PatchRich*T for 100 old-growth and secondary forest patches, set by the simulation |
| Estimation accuracy | (*g* – *g*T)/*g*T,  (*LR* – *LR*T)/*LR*T | The standardized difference of the estimated from the true effect size, with a small value signifying high accuracy, and a positive (negative) value over- (under-) estimation. |
| Estimation precision | 1/ *Vg*,  1/ *Vg\_alt*,  1/*VLR* | The spread of replicate effect-size estimates around their mean, with a large value signifying high precision. |
| **Full-data analyses metrics** | | |
| Response |  | Biodiversity measured as *PlotDensity*E or *PatchRich*E |
| Variance |  | The average of the squared differences from the mean biodiversity value, among treatment replicates within a study (as used in Fig. 4d) |
| Random groups |  | Categorical variable, with levels corresponding to the identities of the component studies |
| Population mean effect size |  | The cross-study estimate of biodiversity difference between treatment and control forest types (illustrated in Fig. 3.5b) |
| Conditional effect |  | The estimated, fixed effect of forest type, conditional on sampling grain. Estimated from full-data analyses that specified an interaction between forest type and grain size. |
| Estimation accuracy |  | The accuracy of the estimated, fixed population mean effect of forest type (the forest type coefficient). For models of *PlotDensity*E, the accuracy of forest type effects were estimated as for *LR* (above). For models of *PatchRich*E, the accuracy of forest type effect was standardised against the true species richness difference of 50 species. |