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Abstract 15 

The outer membrane of Gram-negative bacteria is almost exclusively composed of 16 

lipopolysaccharide in its outer leaflet, whereas the inner leaflet contains a mixture 17 

of phospholipids. Lipopolysaccharide diffuses at least an order of magnitude slower 18 

than phospholipids, which can cause issues for molecular dynamics simulations in 19 

terms of adequate sampling. Here we test a number of simulation protocols for their 20 

ability to achieve convergence with reasonable computational effort using the 21 

MARTINI coarse-grained force-field. This is tested in the context both of potential 22 

of mean force (PMF) calculations for lipid extraction from membranes, and of lateral 23 

mixing within the membrane phase. We find that decoupling the cations that cross-24 

link the lipopolysaccharide headgroups from the extracted lipid during PMF 25 

calculations is the best approach to achieve convergence comparable to that for 26 

phospholipid extraction. We also show that lateral lipopolysaccharide 27 

mixing/sorting is very slow and not readily addressable even with Hamiltonian 28 

replica exchange.  We discuss why more sorting may be unrealistic for the short 29 

(microseconds) timescales we simulate and provide an outlook for future studies of 30 

lipopolysaccharide-containing membranes. 31 

  32 
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Introduction 33 

In recent years, molecular models of bacterial membranes which incorporate much of the 34 

complexity and diversity of the lipids naturally found in them have become increasingly 35 

prevalent in molecular dynamics (MD) simulation studies. The relatively recent 36 

availability of appropriate atomistic/united atom parameters in commonly used force-37 

fields, and more recently still, parameters for coarse-grained (CG) force-fields, have 38 

contributed to the rapidly increasing number of reported studies in which this lipidic 39 

diversity is considered1–5.  Much of the attention to incorporating realistic lipid composition 40 

has focused on the complexity of the outer membrane (OM) of Gram-negative bacteria. 41 

These membranes are comprised of lipopolysaccharide (LPS) molecules in their outer 42 

leaflets and a mixture of phospholipids – (largely phosphatidyl-ethanolamine (PE), 43 

phosphatidyl-glycerol (PG) and cardiolipin (CDL) – in their inner leaflets. LPS molecules 44 

typically have between 4-6 acyl tails (depending on the species and adaptation state of the 45 

bacterium) and large headgroup regions comprised of multiple highly charged sugar 46 

moieties, which also vary between bacterial species. Here we focus on LPS from E. coli. 47 

Experimental and simulation studies have shown that LPS diffuses an order of magnitude 48 

slower than two-tailed phospholipids6, which for MD simulations of membranes 49 

containing LPS makes convergence problematic. For example, simulations of an atomistic 50 

Pseudomonas aeruginosa OM showed that equilibration of membrane properties only 51 

occurred after 500 ns7. Another study of protein-lipid interactions in E. coli OMs8,  at the 52 

CG level or resolution, have shown that convergence is often observed within a single 53 
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repeat, but not across multiple repeats. In some cases, even after 40 µs of simulation there 54 

was a lack of convergence between repeats. It was reasoned that strong inter-LPS 55 

interactions facilitated via cross-linking of divalent cations slows down the sampling of 56 

phase space during such simulations.  Overcoming these sampling issues is of great 57 

importance in using MD as a predictive tool for the properties of bacterial envelope 58 

systems.  59 

 60 

To understand the lipidic composition of a membrane it is of interest to consider the 61 

stability of a given lipid within a bilayer. This can be of particular importance when 62 

considering mechanistic processes of the membrane, such as defect formation or cell 63 

fusion. The stability of a lipid within a membrane can be quantified through the 64 

measurement of its free energy of extraction. As far as the authors are aware, lipid A is the 65 

only LPS lipid type for which the extraction free energy has been quantified to date9,10. 66 

This was performed in the context of immunological recognition of the ‘molecular pattern’ 67 

by mammalian Toll-like receptor 4 (TLR4), but in the context of membrane properties, 68 

lipid A is smaller than the minimal LPS molecule that is found to naturally occur in 69 

bacterial envelopes, namely the Re rough mutant of LPS (ReLPS), which includes a 70 

minimal core oligosaccharide. 71 

 72 
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Umbrella sampling (US) is an enhanced sampling method that has often been used to 73 

quantify the free energy profile or PMF along a reaction coordinate or collective variable 74 

(CV) of interest, such as e.g. membrane permeation11,12. One difficulty with the application 75 

of US to membrane-containing systems can be a lack of convergence, due to insufficient 76 

sampling times. Of particular interest was a previous atomistic study that focused on the 77 

reversible permeation of small solute molecules through a simple phospholipid 78 

membrane13. It was observed that during membrane permeation there were slow modes of 79 

reorganization that occurred over hundreds of nanoseconds. However, such timescales 80 

often prove too computationally expensive, and so in the present study, the molecular 81 

models were simulated at the CG level using the popular Martini force field14–16. 82 

Interestingly some debate about the validity of CG force-fields compared to atomistic ones 83 

for calculating free energies still lingers17, despite free energies determined from different 84 

atomistic force-fields themselves often varying significantly18. We note than in recent years 85 

a number of CG studies of relative free energy landscapes of protein-lipid interactions have 86 

shown excellent agreement with either atomistic studies or experimentally determined 87 

values19–21, which provides confidence in the models.  88 

 89 

In the present study, we apply US to calculate PMFs for the extraction of lipids from both 90 

Gram-negative bacterial OM and inner membrane (IM) models. The convergence of the 91 

resultant PMFs tend to be deficient for the extraction of LPS molecules, in contrast with 92 

phospholipids, due to the sampling of variable extraction paths resulting from poor lipid 93 
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sorting. We demonstrate that this may be alleviated via the decoupling of lipid extraction 94 

from divalent cations which cross-link the LPS headgroups. Furthermore, we assess 95 

whether the problematic issue of slow lipid sorting might be resolved in future using 96 

enhanced sampling protocols based on Hamiltonian replica exchange (HREX) MD. 97 

 98 

Results 99 

In the following sections, we outline the application of US to calculate PMFs for extraction 100 

of lipids from both Gram-negative bacterial OM and IM models, using a range of CVs 101 

(Table 1). The OM model was comprised of an extracellular leaflet of ReLPS and an inner 102 

leaflet of 90% 16:0–18:1 phosphatidyl-ethanolamine (POPE), 5% 16:0–18:1 phosphatidyl-103 

glycerol (POPG) and 5% CDL, with LPS lipids neutralized by calcium ions. In comparison, 104 

the IM composition was 75% POPE, 20% POPG and 5% CDL. Excess charge due to 105 

phospholipids in either system were balanced out with sodium ions. An initial production 106 

run of up to 10 µs was run for each membrane model to improve the convergence of 107 

membrane properties. Further details on the simulation models are given in the Methods 108 

section. 109 

 110 

Umbrella sampling: the extraction of lipopolysaccharides 111 
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A single ReLPS was extracted from one leaflet using steered MD (SMD), in order to carry 112 

out US and hence calculate its PMF (Table 1). This process was independently repeated in 113 

triplicate for the same ReLPS molecule, in order to assess convergence. Previous work for 114 

such calculations has shown convergence of physical properties within a single repeat, but 115 

often not across different repeats8,22. Thus, two additional lipids were also randomly 116 

selected from the same leaflet for extraction and for PMF calculations; it was reasoned that 117 

the PMF profiles of all lipids of the same type should be the same, in the limit of complete 118 

convergence of the US simulations. Each of the PMFs for ReLPS extraction were 119 

calculated using four different trial CVs, in order to determine their role in PMF 120 

convergence. In each case, the CV was based on the z-component of the distance between 121 

the center of mass of selected reference groups for the extracted lipid and for parts of the 122 

remainder of the membrane. The reference group of the extracted ReLPS molecule was 123 

either its entire center of mass (‘COM’) or the center of mass of the phosphate beads 124 

(‘HEAD’).  The reference group for the membrane was either its entire center of mass 125 

(‘MEMB’) or the center of mass of all lipid beads within a cylindrical projection around 126 

the extracted lipid (‘CY’). Thus, the CVs in order of the cumulative size of each reference 127 

group were: ‘COM_MEMB’, ‘HEAD_MEMB’, ‘COM_CY’ and ‘HEAD_CY’. Each PMF 128 

was calculated based on up to 10 µs of sampling per window (Table 1).  129 

 130 

The first step in assessing the efficiency of an US simulation was to measure the coverage 131 

of the reaction coordinate by the umbrella windows. To this end, the percentage overlap 132 
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between adjacent umbrella windows was measured for the extraction of ReLPS with each 133 

CV (Figure S1). Generally, the overlap between adjacent windows was between ~10-70% 134 

across PMFs, with an average of around 35%. A previous US study of the poration of ions 135 

through ion channels determined that a 5% overlap between adjacent windows provided 136 

sufficient coverage of the reaction coordinate23. Each set of percentage overlaps was 137 

compared to the ideal overlap between two harmonic biases spaced 0.1 nm apart (34%). 138 

The ideal overlap was determined using Equation 1 (see Methods section).  139 

 140 

Table 1.  Summary of all US calculations carried out for OM and IM systems. For all OM 141 

systems, 3 different ReLPS molecules were independently extracted, whilst the extraction of one 142 

of those lipids was performed in triplicate (thus yielding a total of 5 PMFs). For all IM systems, 3 143 

different lipid molecules were independently extracted. 144 

Membrane system PMFs calculated CV US time per window 
(µs) 

OM 5 x ReLPS COM_MEMB 10.0 

OM 5 x ReLPS COM_CY 7.0 

OM 5 x ReLPS HEAD_MEMB 7.0 

OM 5 x ReLPS HEAD_CY 7.0 

OM 5 x ReLPS COM_CY_deCA 3.0 

OM 3 x POPE HEAD_CY 1.5 

OM 3 x POPG HEAD_CY 2.0 

OM 3 x CDL HEAD_CY 2.0 

IM 3 x POPE HEAD_CY 1.5 
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IM 3 x POPG HEAD_CY 2.0 

IM 3 x CDL HEAD_CY 2.0 

 145 

 146 

Now the convergence between different ReLPS extractions will be discussed. For each CV, 147 

three different ReLPS lipid molecules were extracted, with one of them (‘lipid 1’) being 148 

extracted in triplicate US calculations. Thus, convergence could be probed for repeated 149 

PMFs of a single lipid versus different lipids. All PMFs were calculated across the last 2 150 

µs of each umbrella window (Figure 1). The ReLPS extraction free energies were spread 151 

across a large range of 35-55 kcalmol-1. There was little convergence evident when 152 

comparing between the PMFs of repeat extractions or different ReLPS lipids. The 153 

COM_MEMB CV had 10 µs of umbrella sampling run for each window, but only two out 154 

of three extractions of the same lipid were similar. The CV with least similarity between 155 

different PMFs was HEAD_MEMB.  The only CV that gave the same PMF profile for all 156 

three repeats of a single lipid extraction (lipid 1) was COM_CY. Furthermore, two out of 157 

the three ReLPS lipids extracted with the COM_CY CV gave the same lipid extraction free 158 

energy.  159 
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 160 

Figure 1. PMFs of ReLPS extraction from the OM using different CVs. The CVs included A) 161 

COM_MEMB, B) COM_CY, C) HEAD_MEMB and D) HEAD_CY, measured across the last 2 µs of each 162 

window. The error bars shown were calculated with WHAM using a bootstrapping procedure. 163 

 164 

One point of interest is whether it may be shown that individual PMF profiles are 165 

‘internally’ converged, without comparison to any other PMFs. The convergence of a 166 

single PMF was assessed by calculating its profile across a series of adjacent time interval 167 

blocks; in this case, PMFs across 1 µs intervals were measured every 0.5 µs. If convergence 168 

is reached, then these profiles should begin to oscillate around an average or tend towards 169 

a fixed profile shape. Such internal convergence could typically be reached for all lipid 170 

extraction calculations, as exemplified by the COM_CY CV system (Figure 2).  171 
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 172 

Figure 2. PMF convergence. PMFs of ReLPS extraction for A) lipid 1-repeat 1, B) lipid 1-repeat 2, C) 173 

lipid 2 and D) lipid 3 (see Figure 1) using the COM_CY, measured across 1 µs blocks.  174 

 175 

Bootstrap methods that incorporate autocorrelation times can underestimate the 176 

uncertainty, especially if sampling is limited. To see if the trends discussed here were 177 

consistent across free energy calculation methods, the PMFs across the last 2 µs of US 178 

simulations were recalculated using the multistate Bennett acceptance ratio24 (MBAR) 179 

method (Figure S2). Overall there was little change in the observed trends when using 180 

different methods, but the estimated uncertainties were slightly larger (though still only on 181 

the order of 1 kcal mol-1 or less).  182 
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Umbrella sampling: membrane reorganization  183 

It is clear that in many cases the ReLPS extraction free energies do not converge – when 184 

comparing PMFs for replicas of the same lipid molecule, different lipid molecules, or 185 

different CVs – but what is not clear is why. It is thus of interest to investigate the 186 

differences between membrane reorganization and the path of the extracted lipid. The 187 

integrated autocorrelation time (IACT) of each window was measured for each repeat 188 

across all CVs (Figure S3).  The IACT was very inhomogeneous across each reaction 189 

coordinate, ranging from a few nanoseconds to over 800 ns. In particular, the IACT was 190 

always larger towards the core of the lipid bilayer, an observation which mirrors the large 191 

barriers to sampling in the membrane previously observed for DOPC bilayers13. 192 

measurement of the IACT confirmed that the PMFs in LPS systems even in CG 193 

representation should be calculated over microsecond times scales to ensure that a 194 

significant number of CV values are uncorrelated.  In previous work, we showed that the 195 

on/off rates of LPS from the surface of OMPs stretch beyond tens of microseconds8,  and 196 

this lack of LPS sorting correlates with the difficulties observed here in attaining PMF 197 

convergence between different ReLPS extraction events. 198 

 199 

We attempted to assess the performance of each CV in assisting good sampling of 200 

membrane properties during PMF calculation. First, the difference in path sampling across 201 

CVs was explored. There was one big difference between the lipid extraction paths for CVs 202 

that used the COM and HEAD reference groups. When the COM reference group was 203 
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used, the lipid had more rotational and translational degrees of freedom for each CV value, 204 

compared to CVs that included the HEAD reference group. When a lipid was extracted 205 

using the COM group, the lipid would rotate such that the LPS sugars and lipid A head 206 

group were in contact with the membrane for as long as possible (Figure 3). Use of the 207 

HEAD reference group pulled the lipid out of the membrane without allowing this flip to 208 

easily occur.  209 

 210 

Figure 3. Extraction of ReLPS from the OM. Snapshots along the pathways of extraction are shown 211 

above their corresponding PMF for A) COM_MEMB and B) HEAD_CY CVs. Key for snapshots: 212 

gold=phosphates, yellow=sugars, pink=acyl groups, cyan=lipid tails. C) Minimum distance from the 213 
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phosphate beads in the extracted ReLPS to the OM, and D) standard deviation in the minimum distance 214 

relative to the start of each CV. 215 

 216 

The minimum distance between the phosphate beads of the extracted LPS and the 217 

membrane was calculated to show the path that the lipid headgroup took for each CV 218 

(Figure 3C). This confirms that lipid A left the membrane surface much later in the reaction 219 

coordinate when the COM reference group was used. As the ‘specificity’ of the CV 220 

increased, there was a decrease in the standard deviation of the minimum distance when 221 

ReLPS exited the membrane (Figure 3D). For the HEAD_CY CV there were three 222 

distinctive regions: (i) a flat plateau when lipid pulling began (<1 nm from the initial, 223 

equilibrium position); (ii) a gradual increase in the minimum distance as the lipid 224 

headgroup was extracted from the membrane (<2 nm); and (iii) a final plateau when the 225 

entire lipid was in solution (<2.5 nm). These three regions were only observed when the 226 

lipid was pulled from the phosphate beads. What these results show is that the COM 227 

reference group imparts the lipid with more flexibility during the extraction process. Thus, 228 

CVs that utilized the COM reference group should result in longer convergence times, but 229 

may capture the minimum free energy path of lipid extraction more accurately.  230 

 231 

To further assess the reorganization of the membrane across repeats, the orientation of the 232 

lipid during the extraction process was considered. This was quantified by measuring the 233 
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angle of the core sugars and lipid A headgroup of each ReLPS molecule with respect to the 234 

z axis (θ𝐿𝐿𝐿𝐿𝐿𝐿), and the deviation order parameters within a 1 nm radius (in the xy plane) of 235 

the extracted lipid from that of a neat membrane (∆𝑆𝑆𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎
𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢), each as a function of reaction 236 

coordinate (Figure 4). This analysis was only performed for the COM_CY and HEAD_CY 237 

CVs to compare and contrast the lipid path and local membrane reorganization when 238 

convergence, or a lack thereof, was obvious. During most lipid extractions, there was a 239 

small perturbation in the local lipid tail order. The distribution of ∆𝑆𝑆𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎
𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 values for repeat 240 

extraction of lipid 1 using the COM_CY CV were similar, but dissimilar to the extraction 241 

of lipid 3 (Figure 4A and C). Therefore, the trends in local membrane reorganization 242 

seemed to mirror the convergence of PMFs shown in Figure 1. Similarly, the θ𝐿𝐿𝐿𝐿𝐿𝐿 values 243 

for the repeat extractions of lipid 1 were more similar compared to the extraction of lipid 244 

3. One noticeable difference was that during the initial part of the extraction of lipid 3 (the 245 

first 1.5 nm) the LPS headgroup tilted such that it lay parallel to the membrane normal. 246 

Even larger differences were noted when comparing between the HEAD_CY and 247 

COM_CY CVs. The variation of the ReLPS headgroup orientation was greatly reduced for 248 

the HEAD_CY CV. When the HEAD_CY CV was used, the orientation of the headgroup 249 

changed in a linear manner from 45-150°, until the ReLPS lipid broke free from the 250 

membrane surface and could freely rotate in solution. This linear increase in orientation 251 

was consistent with the lipid headgroup flipping to maximize contacts with sugar groups 252 

during the extraction process. In this way, the lipid is pulled out headgroup first, and as the 253 

tail is pulled out, the headgroup flips to contact the sugars. In summary, the variable 254 



 16 

extraction paths associated with different CVs are associated with poor convergence of 255 

PMFs between systems due to slow LPS lateral sorting.  256 

 257 

Figure 4.  Orientation of LPS molecules during extraction. (left) Mean acyl order parameters for LPS 258 

within 1 nm of the extracted lipid in the xy plane, compared to that in an unbiased bilayer, ∆𝑆𝑆𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎
𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢. 259 

(right) Orientation of the LPS headgroup compared to the bilayer normal, θ𝐿𝐿𝐿𝐿𝐿𝐿. Analysis was carried out 260 
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for the extraction of ReLPS using the COM_CY CV for (A and B) lipid 1 – repeat 1, (C and D) lipid 1 - 261 

repeat 3, (E and F) lipid 3 and the HEAD_CY for (G and H) lipid 1 – repeat 1. Each analysis was carried 262 

out for the entire umbrella sampling trajectory (Table 1).   263 

 264 

Umbrella sampling: extracting phospholipids 265 

For the sake of comparison, phospholipids in the lower leaflet of the OM and IM were 266 

extracted using the HEAD_CY CV (Table 1), where the reference group of the lipid was 267 

the center of mass of the phosphate beads, or the glycerol linker in the case of CDL. For 268 

each membrane, three different lipids were extracted independently to yield separate PMFs. 269 

In all cases, it was observed that convergence in PMFs between different lipids of the same 270 

type was achieved more quickly than the LPS systems, within 2 µs (Figure S4). The 271 

difference in the free energy of extraction between the inner leaflet of the OM and the IM 272 

was -0.35, 1.24 and 1.70 kcal mol-1 for POPE, POPG and CDL, respectively (standard 273 

deviations  < 0.2 kcal mol -1). It is interesting that only the stabilities of POPG and CDL 274 

were increased by the presence of ReLPS. The increased stability of CDL in the membrane 275 

may be explained by the previously observed clustering of CDL below areas of low ReLPS 276 

sugar density22. 277 

 278 

Umbrella sampling: decoupling ion ‘cross-links’ from LPS extraction 279 
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A key difference between the leaflets containing phospholipid versus LPS lies in the 280 

structural role of ions. Both computational and experimental studies have shown that the 281 

headgroups of LPS lipids form strong ionic interactions via divalent cations6,2526, which 282 

restricts lipid diffusion. We therefore reasoned that the coupling of divalent cations 283 

between the ReLPS molecule being extracted and the remainder of the membrane could be 284 

a source of the observed variation in extraction paths across separate calculations. This 285 

would help to rationalize the observed range of variable ReLPS free energy profiles, in 286 

contrast with the rapidly converging phospholipid PMFs. To assess this, we first performed 287 

a series of SMD simulations for the COM_CY CV using a range of velocities (1, 0.1, 0.05, 288 

or 0.01 nm ns-1), with the ReLPS molecule reaching a distance of 4 nm from the membrane 289 

over a timescale of 4, 40, 80, or 400 ns, respectively. In all these simulations, even at the 290 

slowest pulling speed, divalent calcium ions were found to remain electrostatically bound 291 

to the anionic constituents of ReLPS upon their complete extraction into solvent (Figure 292 

5A, B). Therefore, we next ran SMD simulations but with all membrane-bound calcium 293 

ions restrained in the z-dimension to prevent their coupled extraction. We subsequently 294 

used the resultant coordinates of the extracted calcium-free ReLPS molecules to perform 295 

umbrella sampling calculations (‘COM_CY_deCA’, Table 1), again for one lipid molecule 296 

in triplicate and once for two other lipid molecules. Based on block analysis, as shown in 297 

Figure 5C-F, the PMFs for all systems individually converged within 3 µs of sampling per 298 

window. Strikingly, the PMFs for replicas for the same lipid or for separate lipids all 299 

yielded a final free energy of extraction of -50 to -55 kcal mol-1. Thus, even when using 300 

the COM reference group, which we have already shown may result in longer convergence 301 
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times, decoupling of the cross-linking divalent cations from LPS extraction significantly 302 

helps to improve PMF convergence properties.  303 

 304 

Figure 5. Role of calcium in SMD and PMFs for ReLPS extraction using the COM_CY CV. A) 305 

Contacts within 0.6 nm between ReLPS and calcium ions along the reaction coordinate during SMD 306 

simulations with ranging velocities. B) Snapshots during SMD at pulling rate of 0.01 nm ns-1, highlighting 307 

calcium coordination of extracted lipid. Key for snapshots: gold=phosphates, yellow=sugars, pink=acyl 308 
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groups, cyan=lipid tails, blue=calcium ions. PMFs are shown for  C) lipid 1-repeat 1,  D) lipid 1 - repeat 2,  309 

E) lipid 2,  F) lipid 3, measured across 0.5 µs blocks of umbrella sampling.  310 

 311 

Enhanced lipopolysaccharide mixing via HREX MD 312 

As shown above, in the absence of artificial constraints to decouple divalent cations from 313 

ReLPS in order to simplify the extraction path, incomplete PMF convergence results, at 314 

least in part, from the lack of LPS lateral sorting. Thus, we next tested the capacity for 315 

HREX MD to enhance the lateral mixing of ReLPS in the OM model. When designing a 316 

HREX protocol, it is important to first carefully consider what should be the tempered 317 

region. A variety of trial tempering regions of the ReLPS molecules were therefore first 318 

tested in 4 µs HREX simulations (Figure S5), during which no replicas were exchanged 319 

(see Supplementary Methods for full details). It was determined that the ideal tempering 320 

region was the lipid A headgroup plus sugar moiety components of the ReLPS molecules, 321 

in which the mixing was only slightly less than when using the entire lipid (Figures S5, 322 

S6). The group may help to improve lateral mixing by reducing the tendency for Martini 323 

carbohydrate units to aggregate27,28.  For subsequent HREX studies, this tempering region 324 

was thus used, with the λ range set to 1.000-0.645, the number of replicas set to 24, and 325 

the exchange attempt interval (EAI) set to 0.5 ns.  326 

 327 



 21 

To assess the lateral sorting of ReLPS in HREX simulations, the NN index and 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑁𝑁𝑁𝑁 328 

were measured across time intervals of increasing lengths (Figure 6).  After 25 µs, the 329 

ReLPS lipids in the ground state replica had an average NN index of ~0.65. When λ < 0.85 330 

then every LPS lipid had been neighbors with every other LPS lipid. While 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑁𝑁𝑁𝑁 331 

tended to 0 at lower λ values, mixing was quite inhomogeneous at higher λ values. As the 332 

simulation time progressed, there were diminishing returns in the increase of ReLPS 333 

sorting and thus it is unclear how much additional simulation time would be required for 334 

homogenous mixing of the ground state. 335 

 336 

Figure 6. Replica mixing in HREX simulations. A) Nearest neighbor index (NN Index) and B) 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑁𝑁𝑁𝑁 337 

versus λ for ReLPS in an OM model (8x8 nm in the xy plane) across different time intervals. The dotted 338 

lines represent the values obtained when no LPS mixing occurred. 339 

 340 

To measure the convergence of membrane properties in different areas of replica space, 341 

the area per lipid (APL) of ReLPS and the membrane thickness of the two replicas at the 342 
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extremes of λ space was calculated (Figure 7).  The APL and membrane thickness had 343 

converged for the ‘hottest’ replica, but with large errors in the block averages. The errors 344 

for the membrane properties of the maximum replica were larger than those of the ground 345 

state replica. This is consistent with faster kinetics and LPS mixing for the maximum 346 

replica. The membrane properties of the ground state replica converged after 14 µs of 347 

simulation.  348 

 349 

Figure 7. Membrane properties during HREX simulations. A) Membrane thickness and B) APL of 350 

ReLPS vs time for the maximum (red) and minimum (blue) replicas. Averages and errors determined from 351 

the block average and standard deviation, respectively, across 100 ns intervals. The APL and membrane 352 

thickness were calculated using the center of geometry of any phosphate beads in each lipid with the 353 

FATSLiM program 29.   354 

 355 

To further probe the convergence of lipid lateral sorting, the Block Covariance Overlap 356 

Analysis Method (BCOM) method was used to measure the covariance overlap between 357 
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the PCA modes in different blocks of a trajectory, and to quantify the relaxation speed of 358 

the system30, based on the positions of ReLPS phosphates (see Supplementary Methods for 359 

further details). For all block sizes, this analysis confirmed that HREX MD significantly 360 

improved the relaxation of the system (Figure S7). However, complete convergence was 361 

not achieved even for the largest block size, and it is difficult to estimate the amount of 362 

additional simulation time required, given the aforementioned diminishing returns in 363 

sampling improvements with respect to time.  364 

 365 

Discussion 366 

The results of the present study highlight important points to consider when designing 367 

future MD studies of bacterial envelope models, particularly regarding the slow rate of 368 

convergence of simulation studies involving LPS. Here umbrella sampling was using to 369 

extract LPS from the bacterial OM, and phospholipids from the OM inner leaflet or IM. 370 

The free energy of extraction of ReLPS was determined using up to 10 µs of simulations 371 

per umbrella sampling window.  There was minimal convergence between the free energy 372 

of extraction of a single ReLPS or different lipids across a range of CVs. In fact, there was 373 

only one CV for which all three repeats of the extraction of a single LPS resulted in the 374 

same extraction free energy. In a few cases the extraction of different LPS lipids converged 375 

to unique extraction free energies. Furthermore, the most specific CV was not the CV that 376 

performed the best. It seems feasible that further optimization of the CV may improve 377 
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convergence for repeat extractions of the same LPS molecule. In particular, the further 378 

development of automated CV optimization with machine learning techniques31 is of key 379 

importance for future free energy studies of complex systems.  380 

 381 

Subsequent US calculations focused on the OM inner leaflet or IM revealed that 382 

convergence could be achieved, and in a comparatively short timeframe compared to the 383 

LPS leaflet. It was also found that the extraction of PG and cardiolipin from the OM was 384 

more energetically demanding than the IM; this may be related to the LPS induced 385 

clustering of cardiolipin in the lower leaflet of the OM, as observed in a previous study22, 386 

and the overall anionic nature of the headgroups (compared to the zwitterionic PE). 387 

Irrespective, we noted that a key difference between phospholipid- versus LPS-containing 388 

leaflets is the role of ‘structural’ divalent cations. Further investigation confirmed that 389 

decoupling of calcium from the ReLPS molecule being extracted helped to achieve more 390 

reproducible reaction paths between separate PMFs, as well as speeding convergence rates 391 

similar to those for the phospholipid calculations. 392 

 393 

In the absence of artificial constraints to decouple divalent cations from ReLPS during the 394 

initial extraction process, the lack of convergence for the associated PMFs likely result 395 

from the restricted lateral sorting and mobility of lipids. The lateral sorting of 396 

phospholipids was much faster, which was reflected by the convergence of their PMFs 397 
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within 2 µs. In an attempt to improve lateral sorting, HREX MD was applied to ReLPS in 398 

an OM model, generating 25 µs of simulation per replica. This improved lipid sorting and 399 

system relaxation over the equivalent unbiased simulation. In this regard, the application 400 

of HREX MD to the OM was successful. However, the long autocorrelation times of LPS-401 

containing systems resulted in replica mixing that is extremely inefficient and occurs over 402 

microseconds. It has been noted in the literature that the EAI should be larger than the 403 

IACT of the potential energy of the tempered region32,33, or inefficient sampling (‘exchange 404 

trapping’) may result. Unfortunately, based on additional unbiased 2 µs production runs, 405 

we estimate the IACT to be ~900 ns, which would be a computationally unfeasible EAI, 406 

and an EAI of 0.5 ns was thus utilized during each HREX simulation. To avoid trapping in 407 

certain areas of replica space, the exchange probabilities for each replica trajectory should 408 

not vary greatly32. Analysis of replica mixing of our trajectories (see Supplementary 409 

Methods for further details) revealed exchange probabilities comparable to those of 410 

previous studies34 (Figure S8A), but the total residency time varied greatly across replica 411 

space, with exchange trapping often occurring for a few replicas at the extremes of replica 412 

space (Figure S8B). Replica mixing (Figure S8C) and global round trips per replica (Figure 413 

S8D) were greatly reduced compared to other HREX studies34,3532,35,36, and using previous 414 

replica simulations32 as a benchmark, we estimate that hundreds of microseconds of 415 

simulation would be required for sufficient mixing to be achieved, which is unfeasible for 416 

all but the smallest of systems due to computational requirements – and frustratingly, it is 417 

the much larger systems that are of biological interest. Further optimization of the HREX 418 
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parameters could be investigated, but given the long IACTs of LPS, it is possible that 419 

HREX may prove unsuitable for such systems. 420 

 421 

Another question, that has not been addressed here, is how much lateral sorting should LPS 422 

undergo? Some experimental data for smooth LPS suggests LPS domains can persist for 423 

days in phospholipid membranes37. Furthermore, it seems that LPS molecules are tightly 424 

coupled to OMPs38,39. In addition, currently there is limited experimental data available for 425 

the diffusive behavior of LPS (although increasingly experimentalists are beginning to 426 

address this, and thus in future, data will become available) and consequently one should 427 

consider whether HREX MD may result in unphysical levels of mixing.  Thus, we are left 428 

with the conclusion that the LPS mobility we are achieving with our CG simulations is 429 

accurate for the timescales we are probing and thus short timescale phenomena will be as 430 

representative in these membranes as in any other, but the simulation timescales that we 431 

can currently achieve in practice are not long enough for convergence of free energies. For 432 

example, the extent of change in the conformations of the loops of OMPs within a certain 433 

timeframe will be represented well. In contrast, calculation of the free energy of interaction 434 

of those loops with LPS will take a lot more simulation to converge. Consequently, the 435 

design of future simulation studies of LPS-containing membranes requires some thought, 436 

and it is highly likely that there will not be a single ‘one size fits all’ approach, but rather 437 

the models and methods will depend on the questions being asked. One might envisage 438 

reparametrized CG models in which the sugar moieties of LPS undergo (unrealistically) 439 
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faster conformational rearrangements – simply as a way of converging the free energies of 440 

association with proteins (the kinetics would be unreliable). Other methods to study, for 441 

example, the movement of protein-LPS complexes may include addition of phospholipids 442 

in the outer leaflet to ‘loosen’ the LPS-LPS interactions, or perhaps to reduce counterion-443 

phosphate interactions via e.g. scaling down of charges, or e.g. their ‘uncoupling’ using 444 

restraints, as demonstrated in the present study. These approaches will of course have their 445 

own limitations and are included here by way of encouraging the reader to think about 446 

future design and composition of simulations of bacterial membranes to appropriately 447 

address the scientific questions. 448 

 449 

 450 

Experimental Procedures 451 

Membrane models 452 

The OM model consisted of an upper leaflet of ReLPS and a lower leaflet of 90% POPE, 453 

5% POPG and 5% CDL. ReLPS refers to the Re rough mutant of LPS, which is comprised 454 

of a lipid A moiety and a core oligosaccharide component containing two KdO units40. The 455 

second membrane studied was the symmetric IM (75% POPE, 20% POPG and 5% CDL).  456 

The ReLPS model was parameterized in previous work by the Khalid group40. The initial 457 

coordinates of each system were generated with the CHARMM-GUI web interface41,42. 458 
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LPS lipids were neutralized with calcium ions and then any remaining charge was balanced 459 

out with sodium ions. 460 

 461 

Simulation Parameters 462 

All simulations were run with the GROMACS MD package43 (version 2018) and the 463 

Martini (version 2.2) force field14–16. HREX was run by patching GROMACS with plumed 464 

(version 2.4)44,45. Simulations were run at a temperature of 323 K and a pressure of 1 bar. 465 

The temperature was controlled with the stochastic velocity rescale thermostat46 with a 466 

coupling constant of 1 ps. Equilibration steps used the Berendsen47 semi-isotropic barostat 467 

with a coupling constant of 4.0 ps, whereas for production runs the Parrinello-Rahman48 468 

barostat with a coupling constant of 12.0 ps was used. A timestep of 10 fs was used for all 469 

enhanced sampling simulations; in all other cases the timestep was 20 fs. The short range 470 

cutoff for non-bonded interactions was 1.2 nm and utilized the Potential-Shift-Verlet cutoff 471 

scheme. The electrostatic interactions were determined with reaction field with short and 472 

long-range dielectric constants of 15 and 0 (infinite shielding), respectively.  473 

 474 

Simulation setup: Umbrella sampling 475 

The OM and IM systems used in the US simulations were generated with CHARMM-GUI 476 

(dimensions 12x12 nm2 in the xy plane and 4 nm water above and below the membrane).  477 
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Each system was then relaxed with a series of minimizations followed by up to 30 ns of 478 

equilibration, following which additional solvent was added to give a box height of 20 nm. 479 

Following minimization and equilibration, a 10 µs or 5 µs production run was carried out 480 

for OM and IM systems, respectively. Once the production runs of the unbiased simulations 481 

were completed, a number of lipids were randomly selected for extraction. It is worth 482 

noting that the same lipids were extracted across all CVs. For each CV, a single ReLPS 483 

extraction was repeated 3 times, to give a total of 5 ReLPS extractions per CV. SMD was 484 

used to pull a lipid out of the membrane, with a harmonic bias of 1000 kJmol-1 nm-2 and a 485 

pull rate of 0.5 nm ns-1 for each CV. Additional SMD simulations for the COM_CY system 486 

were also extracted with a range of other velocities (1, 01, 0.05 and 0.01 nm ns-1) to test 487 

the role of calcium cross-linking upon the extraction pathway. Next, SMD simulations 488 

were run with a pulling velocity of 0.02 nm ns-1 whilst applying position restraints to 489 

calcium ions in the xy plane (force constant of 200 kJ mol-1 nm-2). Then, for all systems, 490 

the initial coordinates of 41 windows were extracted every 0.1 nm along the SMD path, for 491 

subsequent US. For each US window, a harmonic bias of 1000 kJmol-1 nm-2 was applied 492 

to restrain the lipid around the initial CV value, and a production run of up to 10 µs was 493 

generated per window (see Table 1). 494 

 495 

All PMFs were calculated with the WHAM algorithm implemented within GROMACS49  496 

(unless state otherwise) using 200 bins with  a convergence tolerance of 1x10-6, and errors 497 

were estimated with 200 bootstraps. The WHAM method used considered the IACTs of 498 
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each window, which were determined with the python module ‘pymbar’24. The value of 499 

each PMF was set to 0 in the region containing bulk water. The alternative PMF estimator, 500 

MBAR, was implemented using the python module ‘pymbar’24; PMFs calculated with 501 

MBAR used 100 bins.  The free energy of lipid extraction was estimated by taking the 502 

difference between the minimum of the PMF and a point where the PMF had plateaued in 503 

solution. 504 

 505 

Simulation setup: Hamiltonian replica exchange 506 

In HREX, several replicas of the same system are simulated whilst a specific portion of the 507 

Hamiltonian is tempered according to λ, and coordinates are exchanged from time to time 508 

(the PLUMED HREX implementation is described in full here45) . Here, first, an OM was 509 

generated with the dimensions 8.6x8.6 nm2, and 4.0 nm above and below the membrane.  510 

The system was minimized and equilibrated for up to 30 ns and then the box height was 511 

increased to 16.8 nm. Once the system was re-solvated the minimization and equilibration 512 

steps were repeated. The equilibrium properties of the membrane were then converged over 513 

a 10 µs production run. All replicas were spaced using a geometric progression. 514 

 515 

Analysis 516 

The ideal overlap between two harmonic biases spaced, 𝑑𝑑, apart was defined as,23 517 
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%𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 = 100 ∗  � 1 − erf �
𝑑𝑑
√8σ

��          (1) 518 

where 𝑘𝑘 was the bias strength and σ  was the gaussian strength, which was defined as: 519 

σ = �𝑘𝑘𝑏𝑏𝑇𝑇 / 𝑘𝑘.                                                   (2) 520 

 The tail order of each ReLPS lipid was determined using an in house script that was written 521 

with the python module ‘MDAnalysis’50. The average tail order of each acyl bond within 522 

1 nm of the extracted lipid (in the xy plane) was then compared to that of a neat membrane.  523 

The deviations in order parameter were calculated for each bond in the acyl chain of ReLPS 524 

and defined as ∆𝑆𝑆𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎
𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢. This analysis was based on previous work on the convergence 525 

equilibrium properties during the permeation of membranes by small molecules13. The 526 

orientation of the extracted ReLPS, θ𝐿𝐿𝐿𝐿𝐿𝐿,  was measured by taking the angles between the 527 

vector between the center of mass of the phosphate groups and the final sugar bead. 528 

The APL and membrane thicknesses were determined with the software package 529 

FATSLiM29. The centers of geometry of the phosphate groups in each lipid were used as 530 

the reference points for the APL and membrane thickness calculations. 531 

 532 

Some analysis was required to determine if LPS lipids were able to move past each other 533 

and thus properly mix. Two assumptions were made, the first one being that a single LPS 534 

should be neighbors with all other LPS lipids in a replica trajectory. The second assumption 535 



 32 

was that if LPS was properly mixing, then it should have an equal probability of being 536 

neighbors with any other LPS. To quantify both assumptions, nearest neighbor analysis 537 

was used and to track the six nearest neighbors of a single LPS across a trajectory. The first 538 

and second assumptions were quantified with the nearest neighbor index (NN index) and 539 

the 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑁𝑁𝑁𝑁, respectively. The NN index across a trajectory for a single lipid was defined 540 

as, 541 

𝑁𝑁𝑁𝑁 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =
𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛ℎ𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 − 𝑁𝑁𝑁𝑁𝑁𝑁 

𝑁𝑁𝐿𝐿𝐿𝐿𝐿𝐿 − 1 −  𝑁𝑁𝑁𝑁𝑁𝑁
         (3) 542 

where 𝑁𝑁𝐿𝐿𝐿𝐿𝐿𝐿 was the number of LPS lipids and 𝑁𝑁𝑁𝑁𝑁𝑁 the number of nearest neighbours in 543 

frame of the trajectory (i.e 6). If the NN index was 0 then the neighbours of an LPS lipid 544 

never changed. Conversely, if the NN index was 1 then the given LPS had been neighbours 545 

with every other LPS across the entire trajectory. The NN index referred to the results 546 

section was averaged across every LPS in the membrane.  547 

 548 

The 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑁𝑁𝑁𝑁 was defined for a single LPS as the RMSD of nearest neighbour frequencies, 549 

divided by the number of frames in a trajectory. If  𝑅𝑅𝑅𝑅𝑅𝑅𝐷𝐷𝑁𝑁𝑁𝑁= 0 then the LPS had an equal 550 

probability of being neighbours with every other LPS across a trajectory. The 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑁𝑁𝑁𝑁 551 

referred to in the results section was averaged across all LPS lipids. The errors in the NN 552 

index and 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑁𝑁𝑁𝑁 were determined from the standard deviation across all LPS lipids. 553 

 554 
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