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Abstract—Conventional channel-based room equalisation can
reduce overall colouration caused by the room response, however
it cannot separately correct the colouration caused by the late and
early parts of the response, or consider the reverberance in the
source signal. A room compensation method is developed here for
a source signal in which the dry source sound and the associated
target reverberant response are encoded separately, which is
possible in an object-based audio framework. The target response
is modified using the reproduction room response. Subject to
some conditions the combined response approximates the target,
with accurate early and late equalisations, reverberant balance,
and decay timing. Stochastic assumptions are used to simplify the
processing, enabling efficient real-time processing of the encoded
audio.

Index Terms—Room correction, Room compensation, Room
equalisation, Object-based audio, Parametric reverberation

I. INTRODUCTION

Audio engineers have long faced the problem of compensat-
ing for the acoustic effects of the reproduction space, so that
a reproduction over loudspeakers sounds as close as possible
to the original intended production. This is often addressed
by filtering the loudspeaker channel feeds, improving the
frequency and timing response characteristics over a defined
listening region. This is referred to here as channel-based
equalisation.

Early channel equalisers consisted of multi-band analog
filters, and had limited ability to correct temporal distortion.
They focused on the large equalisation errors due to low
frequency room modes. Averaging equalisation over multiple
points provides a way to cover a wider listening region. Digital
technology has lead to attempts to invert impulse responses
accurately, and reduce time distortion, for example [1; 2; 3].
Sound field synthesis methods, using many loudspeakers,
have been used to cancel reflections within a region [4] and
even exploit reflections to directly provide additional source
freedom for target reproduction [6]. For a recent extensive
recent review of room compensation methods see [5].

To achieve equalisation over a larger region, or with greater
temporal accuracy generally requires more loudspeakers and
more precise calibration. However, even then it is impractical
to invert late diffuse high frequency energy in the room
response, because it varies rapidly over space. The early and
late parts of the response often have significantly different
colouration, since the early part is dominated by interference
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and resonance effects, whereas the later part may be signifi-
cantly affected by absorption from the air and surfaces in the
room. The effects of the two parts on the reproduction are
perceived separately because the early part is transient and
the late part is smeared in time [7]. The relative magnitude
of the parts, or direct to reverberant ratio, affects perception
of source distance. Late reverberation compensation has not
been addressed effectively by conventional methods.

Audio productions often contain reverberation that is part
of natural recordings, or added using reverberation processing.
When a signal with reverberation is played into a room
with its own reverberation, the two reverberations combine to
produce a single quasi reverberant response, called the room-
in-room response (RIRR [8]. Typically the late part of the
RIRR has increased total energy compared to the early part, is
biased towards low frequency, and has greater spectral variance
which contributes to colouration [9]. These negative effects are
apparent for typical domestic listening conditions, and increase
for larger listening spaces such as auditoriums.

If the reverberant response and the source sound are sepa-
rately available at the point of reproduction then a new strategy
for room compensation is possible, in which the reverberant
component of the source is modified at the reproduction point.
This gives more freedom than channel-based compensation,
because different parts of the reverberant component can
be modified independently before playback. It may then be
possible to make the early and late parts of the RIRR match
the target. An object-based audio representation is one that
contains constituent parts, or objects, of an audio production,
that are then combined at the point of reproduction, [10].
This provides a way to send reverberant responses that can be
modified during reproduction. The Reverberant Spatial Audio
Object (RSAO) is an example of an object encoding of a
reverberant response [11], designed as part of an object-based
workflow [12].

Grosse has considered a related problem [7] looking at
how close and far microphone signals from a source recorded
in a reverberant room can be processed to feed a special
loudspeaker configuration in another room. The aim is to
match the perceptual characteristics of the binaural signals
of the listener in the reproduction room with those in the
production room. For this system the room-in-room response
cannot be made less reverberant than the room response,
meaning the total early energy cannot be increased relative
to the total late energy. This restriction is not severe, as
reverberation is common in productions, and listening rooms
have relatively little reverberance.

The scenario considered here is simpler, consisting of re-
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production over a single loudspeaker. This allows direct ap-
plication to practical situations, although the reduced freedom
poses challenges. The aim is to calculate playback responses
from the target and room responses that make the reproduction
at the listener perceptually similar to the original production.
Following the previous observations about RIRR perception,
the main criteria for comparison will be the early and late
energies, and the late decay rate.

A random statistical model for reverberation is used, which
greatly simplifies calculation, while giving acceptable accu-
racy. This approach lends itself to compact parametric rep-
resentations of room reverberation, such as RSAO encoding,
that can be processed efficiently, and incorporated within an
object-based framework. Efficiency is an important factor for
a real-time reproduction system. Such compact parametric
representations have a long history of use in computer games
and music production [13]. In addition, a more precise, but
less convenient, correction method is presented, that takes into
account covariance between responses. An early version of the
object-based compensation method given here was outlined
previously [14].

Faller has recently described a room compensation method
[15], that works by deverberating the source production to
compensate for the room reverberation that is added in play-
back, without need for separate reverberation objects. The
method presented here has a similar effect. Because the target
responses are available, there is more freedom in creating
the playback signal, including separately processing multiple
target responses within the target production.

In summary the contributions in this work are
1) Efficient object-based room compensation where the

playback response is produced by modifying the early
and late parts of each target reverberant response based
on the listening room response, so that the early and late
parts of the reproduced response are equalised.

2) A more precise, but less efficient, compensation method
in which densities are calculated depending on both target
and room responses.

3) Application of the method to parametrically encoded
reverberation.

4) Improved understanding about interaction of stochastic
signals

The article proceeds as follows. In Section II perceptual
features of room response reproduction are reviewed. Then
the physical interaction of reproduced reverberant sound with
the natural room acoustic of the reproduction room is analysed
using a statistical model. Based on these findings, a perceptual
room compensation method is presented, in which the the
playback response is produced by separately filtering the early
and late parts of the target response. In Section III-A it is
shown how to apply the compensation method to an object-
based encoding system that includes reverberant information
in parametric form. The object-based compensation method
is tested objectively in V using some examples. The per-
ceptual parameters that are used to design the method are
calculated, and improvements are demonstrated in comparison
with channel based equalisation. In Section VI these results
are supported by subjective tests using the same examples.

⋆ =

playback room targetplaybackplayback

?

Fig. 1: Schematic for the room compensation problem. Each
response has an early and late part.

II. ROOM COMPENSATION

When a reverberant sound is played into a reproduction
room through a loudspeaker, the resulting sound at the lis-
tener is the convolution of the source sound, the associated
playback reverberant response, and the room response. The
room compensation problem is to derive the playback response
from the reproduction room response and the target reverberant
response, set by the producer. This relationship is shown
schematically in Fig. 1, which shows the convolution of the
playback response, to be determined, with the room response,
to give the target response set by the producer. Each response
has an early and late part.

As discussed previously, signal based broadband compen-
sation is not feasible for a typical room response, so instead
we aim, from the outset, for perceptual equality rather than
signal equality. Criteria for perceptual equality are identified
in Sec. II-A. In Sec. II-B the perceptual equality condition
is then used to derive a playback response by modifying the
target response, based on the room response. The problem is
complicated by the cross mixing of the early and late parts by
the convolution shown in Fig. 1. This paper does not consider
spatial reproduction using multichannel systems.

A. Room response perception

A reverberant response typically consists of an early strong
transient signal followed by a late noise-like decay. When
convolved with a source signal a clear direct signal is perceived
from the early part, mixed with a diffuse signal from the late
part. These two signals are perceived separately, so to match
the whole response, the perceptual qualities of each part should
be matched. This was part of the motivation for separation
given by Grosse [7]. The transient response of contributing
to direct perception is usually contained in 10-20 ms, so this
range is choice for the early part of the response. This is at
the lower end of the range used by Grosse. He varies the early
duration to tune the energy decay curve, however this does not
have the same effect in the method developed here. Increasing
the early duration mixes in the perceived reverberance, and
separation is reduced. Our priority is to choose the duration
to maximise perceived separation.

This early/late division is closely related to existing acoustic
measures, the direct to reverberant ratio (DRR), associated
with perceived image distance, and clarity C50, [16], asso-
ciated with speech intelligibility. Each is based on the ratio of
the energy in the early part of the response to the remaining
part. For DRR for early duration is a few ms, and for C50 it
is 50 ms. The early duration used here is between these, and
provides a compromise that leads to the best compensation
results.
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Studies of audio perception [17], and the subsequent devel-
opment of perceptual audio coding methods [18], have shown
that an audio signal can be approximated using sub-band
signals with critical bandwidths, sampled every 20ms. The
perceived loudness of each sub-band depends only on the total
energy in the band, and not the distribution of energy within
the band. Sub-bands will be used to represent perceptual
content of the early and late parts of reverberant responses.

B. Room-in-room interaction

Although reverberation is a complex deterministic process,
simple random statistics can be successfully used to model
important features [19]. Statistical models will be used to
predict features of the general room-in-room response (RIRR),
and build a room compensation method.

We start by calculating the RIRR explicitly for a simple
model with uniform absorption across frequency, in order
to show some general time domain features of RIRRs. The
responses R1(t) and R2(t) consist of exponentially decaying
noise, gated zero for t < 0. The pressure at each time is
modelled with an identically distributed random variable [19].
Any two pressures from different responses are independent,
but this is not assumed within each response.

Ri(t) =

{
Ni(t)e

−βit, t ≥ 0

0, t < 0
(1)

where Ni(t) are identically distributed random variables with
zero mean E(N(t)) = 0 and variance V (N(t)) = σ2. Contin-
uous time, rather than discrete time, is used here for calculation
convenience. In Appendix A the convolution R1?R2 is shown
to be normally distributed at each time, with standard deviation

σc(t) =

σ2
[
e−2β2t−e−2β1t

2(β1−β2)

] 1
2

, t ≥ 0

0, t < 0
(2)

σc(t) defines the envelope of the RIRR. Without loss of
generality assume β1 > β2, i.e. that the response with rate
β2 decays more slowly than that with rate β1. Then in the late
time limit the decay of σc(t) becomes proportional to e−β2t,
the same as the slower decaying initial response. This means
that the target decay can be reproduced by using a playback
response with the same decay, provided the room decay time is
shorter: The shorter decay has a smearing effect on the longer
decay, stretching the sharp attack into a smooth attack over a
period ≈ 1/β1 s.

The general case of non-uniform absorption can be ap-
proximated by applying the above model in sub-bands, with
separate decay rates. The comments above apply for each
band.

Natural room decay profiles can deviate significantly from
a simple exponential. For example coupled rooms can lead
to double exponential decay. However the same general result
will be produced. The RIRR will resemble the longer response,
whatever the profile, but smeared on the timescale given by
the shorter decay.
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Fig. 2: Overview of the object-based room compensation
method. IΛt, IΛr, IΛp are the target, room and playback
impulse responses. D indicates the densities of the early
and late parts, and γ′n are tradeoff parameters used when
full compensation is not possible. The playback densities are
determined by (13), (18) and (21)

C. Object-based Compensation

Based on the observations in Sections II-A and II-B, a room
compensation method is now presented that simultaneously
equalises both the early and late parts of the reproduced
response. An overview diagram is shown in Fig. 2. A discrete-
sampled time-domain room impulse response is denoted by
IΛ, read as a single signal. Sample indices are omitted . The
early and late parts of this response are separately written I
and Λ, so that IΛ = I + Λ . The early duration is 20 ms,
according to Section II-A. Λ is zero valued over this period.
Subscripts t, r and p denote the target, reproduction room, and
playback responses. The early and late parts of a convolution
product are written using a double subscript, for example the
late part of IΛp ? IΛr is written Λpr.

The physical room compensation problem is to find the
playback response IΛp such that convolution with the room
response IΛr produces the target IΛt response,

IΛp ? IΛr = IΛt (3)

Expanding the left hand side, early and late parts can be
identified,

(Ip ? Ir) + (Λp ? IΛr + Ip ? Λr) = IΛt (4)

The aim of perceptual room compensation is to find IΛp
for which IΛp ? IΛr is perceptually similar to IΛt. From
Section II-A, for two reverberant signals to sound similar, at
least the early and late parts should each sound similar. We
use a weaker condition, that the overall band energies of the
early and late parts match. Grosse takes a similar approach
to measure responses in [7]. This condition does not specify
anything about the decay profiles, however as shown later it
is enough to reproduce approximate target decay profiles for
bands where the room profile decays faster than the target.
Equating separately the energies of the early and late parts in
(4) gives the energy balance equations,

En(Ip ? Ir) = En(It) (5)

and for the late parts

En(Λp ? IΛr + Ip ? Λr) = En(Λt) (6)
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where En is the energy in the nth band of the discrete signal
x defined by,

En(x) = |hn ? x|2 (7)

for bandpass filter hn responses. The norm on the signal is
defined |x|2 =

∑
i x

2
i . This definition of energy is dependent

on the sampling rate. This won’t be converted to a rate
independent quantity, because it simplifies the expressions
that will be produced for equalisation gains. The filters are
normalised so the values of the frequency response has
magnitude equal to 1 in the passbands. Gammatone filters
have been used to model auditory perceptual response [7],
however the overlap between such filters greatly complicates
equalisation and resynthesis. Instead a filter bank is used that
has little overlap between bands but with enough resolution
so that when the bank energies are matched then the energies
obtained from gammatone filters would match well. A 10th
order recursive 1/3 octave filter bank is used in the Section V.

For convenience we define the spectral densities, Dn(x), of
the band energies as,

Dn(x) = En(x)/νn (8)

where νn = 2fn/fs are fractional bandwidths of the filters,
with bandwidths fn and sampling frequency fs. Correction
factors, close to 1, are found and applied to the band filters,
to remove excess density caused by band overlap.

To proceed in calculations using (5) and (6) it is necessary
to calculate the density of signal convolutions and additions.
These can be greatly simplified if the signals can be modelled
with random statistics, as in Section II-B. Two results are
derived in Appendix B, for addition and convolution: For any
statistically independent random signals a and b

E(Dn(a+ b)) = E(Dn(a)) + E(Dn(b)) (9)

where E is the expectation operator. No assumption is made
about the independence of samples within either a or b. In
practice we deal with definite samples of the random signals,
also referred to as a and b. Then for definite densities,

Dn(a+ b) ≈ Dn(a) +Dn(b) (10)

The relation is now approximate because the densities are
subject to statistical fluctuation that is analysed in Appendix
B.

If in addition to independence, the expectation of the
squared magnitude is nearly flat across each band, then the
spectral densities are multiplicative under convolution,

E(Dn(a ? b)) = E(Dn(a))E(Dn(b)) (11)

And for definite densities,

Dn(a ? b) ≈ Dn(a)Dn(b) (12)

The result is similar to that for the Discrete Fourier Transform
of a convolution, with bands instead of frequency bins. 1/3
octave bands determined by critical band structure, also have
sufficient resolution to ensure room responses are reasonably
flat in the bands. For sufficiently narrow bands the statistical
variance will be large enough to override the benefit of the in
band flatness.

The identity (12) can be applied to the first perceptual
condition (5) to find the best estimate for the early playback
density,

Dn(Ip) = Dn(It)/Dn(Ir) (13)

Dn(Ip) may be modified later because of other requirements
(Boxes are used to highlight the calculations that are needed to
find the playback response). An equation for the best estimate
of the late playback density Dn(Λp) can be found by applying
(13) and (12) to (6), and using the incoherence between frames
in IΛp and IΛr, and between Ip and Λp,

Dn(Λp)Dn(IΛr) +Dn(Ip)Dn(Λr) = Dn(Λt) (14)

Substituting from (13) for Dn(Ip),

Dn(Λp)Dn(IΛr) +Dn(It)Dn(Λr)/Dn(Ir) = Dn(Λt) (15)

The energy density terms cannot be negative, so from (15) a
solution for Dn(Λp) is only possible when

Dn(It)Dn(Λr)/Dn(Ir) ≤ Dn(Λt) (16)

or
Dn(It)/Dn(Λt) ≤ Dn(Ir)/Dn(Λr) (17)

which is the condition that the early to late energy ratio of
the room is greater than that for the target, in other words
the room is drier. Assuming (17) holds then from (15) the
solution for late playback density is

Dn(Λp) =
Dn(Λt)−Dn(Ip)Dn(Λr)

Dn(IΛr)
(18)

If (17) is an equality then the room can produce all the
target reverberance, without additional playback reverberance,
Dn(Λp) = 0. However, the room-in-room decay rate is then
equal to the room decay rate, which may be significantly
different to the target decay rate.

If (17) does not hold then the Ip ? Λr contribution,
Dn(Ip)Dn(Λr) in (14), will already exceed the late target
energy Dn(Λt), and so additional contribution from the late
playback should be suppressed, by choosing Dn(Λp) = 0 .

Excess late energy in a band may have a negative effect
on perception of the overall room-in-room response. So it can
be useful to reduce Ip so that the Ip ? Λr contribution does
not exceed the late target energy. This will improve the late
energy and the overall early to late energy ratio that is related
to transient definition. The early equalisation in this band will
be worsened by reducing Ip , but this is usually a reasonable
tradeoff.

It can be useful to further limit the Ip ? Λr contribution to
a value less than the late target energy: If the room decay rate
is significantly greater than the target decay rate, then a late
room-in-room response dominated by the Ip ?Λr contribution
would have significantly higher decay rate than the target. Lim-
iting the Ip?Λr contribution to a value less than the late target
energy ensures that some of the late energy will come from the
Λp ?IΛr contribution that decays like the target. However this
comes at the expense of further decreasing Ip energy causing
reduced transient response in the band. A subjective tradeoff is
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required to decide on the appropriate limits, which will depend
on several factors including the target and room responses, the
source material, and the listening context.

In order to help control the Ip energy in the above cases we
define a late contribution fraction parameter, γn, which is the
fractional contribution of Dn(Ip)Dn(Λr) to Dn(Λt) in (14),

γn = Dn(Ip)Dn(Λr)/Dn(Λt) (19)

Using the value of Dn(Ip) given by (13) the condition (17) is
equivalent to γn < 1, where

γn =
Dn(Λr)Dn(It)

Dn(Λt)Dn(Ir)
(20)

Given the above considerations, our strategy will be to enforce
an upper limit, γ′n, for γn. If initially γn > γ′n, then γn can
be limited by redefining the early playback density based on
(19),

Dn(Ip) = γ′n Dn(Λt)/Dn(Λr) (21)

Dn(Λp) is then given by (18), as before.
When (21) is applied, then the value of Dn(Ip) will be lower

than that given by (18), causing a reduction in the reproduced
early energy. While the reproduced earl / late balance cannot
be changed, the reproduced total energy can be restored to the
target value by amplifying the playback densities, based on
the predicted reproduced energy.

αn =
Dn(IΛt)

(Dn(Ip) +Dn(Λp)) ∗ Dn(IΛr)
(22)

D′n(Ip) = Dn(Ip) ∗ αn (23)
D′n(Λp) = Dn(Λp) ∗ αn (24)

Sometimes a band in the room response can decay slowly,
or ring, relative to the target, and this stands out in an obvious
way. It may then be appropriate to silence playback on this
band to prevent the ringing, even though energy is lost.

The playback densities have been found, but not the profile
of the playback response. The target response will be used
as the basis for playback, since from Section II-B the target
profile will be imprinted in the reproduced response, provided
it decays more slowly. The target is equalised by removing the
target gains and applying the playback gains, found in (13),
(18), and (21),

Ip =
∑
n

hn ? It

√
Dn(Ip)

Dn(It)
(25)

and

Λp =
∑
n

hn ? Λt

√
Dn(Λp)

Dn(Λt)
(26)

This object-based method will be compared with conventional
channel-based room compensation. Using the same framework
the channel-based playback response is given by equalising the
whole target response IVt.

IVp =
∑
n

hn ? IVt√
Dn(IVr)

(27)

ensuring the overall target densities are reproduced, Dn(IVp ?
IVr) = Dn(IVt).

Band overlap causes excess level, which is removed with a
near-unity correction factor calibrated for a flat response. This
method of parallel equalisation is not ideal, because the sub-
band filters always introduce phase and transient distortion,
which is particularly noticeable in the early response. A
cascade type equaliser, or another which has no distortion for
a flat response would be better.

Early equalisation could be treated using a more detailed
inverse filtering approach that aims to solve Ip ?Ir = It for Ip
preserving temporal as well as frequency structure. Examples
of this were cited in the Introduction. Band equalisation can
be used if the initial value for Ip needs to be revised because
of late energy over production.

The statistical assumptions imply random variation in the
calculated densities. This can be measured by the standard de-
viation relative to the expected value,

√
V (En(x))/E(En(x)).

From the analysis in Appendix B, this relative error is approx-
imately 1/

√
2fbwT , for bandwidth fbw, and sample duration

T . This approximation carries through to the densities of the
compensated reproduced response. For a long late response,
T = 0.5s, and 1/3 octave band at 5000Hz, fbw = 2300,
and the relative error ≈ 0.03, which is small relative to the
equalisation error being corrected. In the worst case, for the
early part of a reverberant response, with T = 0.020s, and
fbw = 50 for a 1/3 octave band at 200Hz, the relative error
≈ 0.70, which is significant: Although a band width should be
narrow enough for the local spectrum to be flat, this advantage
can be lost due to statistical variation.

D. Object-based equalisation vs channel equalisation

In this section the equalisation of object-based and channel
reproductions are compared theoretically. To simplify only the
early/late energy ratio is compared, since the early and late
common level is easily adjusted by providing gain across the
whole response. To abbreviate, this ratio is written as

Cn,x =
Dn(Ix)

Dn(Λx)
(28)

where x stands for any response r, t, p, etc. The previous
section shows that if Cn,r ≥ Cn,t then the object-based repro-
duction IVpr can match the target early and late energies, and
so also Cn,pr = Cn,t. The channel-based playback is produced
using a single equalisation across the whole response, and has
the same early / late ratio as the target played into the room
Cn,tr. Generally Cn,tr < Cn,t, which has been the motivation
for equalising the early and late parts separately. If the object-
based reproduction matches the target, then the performance
of the channel-based reproduction can be measured relative to
this using the ratio, Cn,tr/Cn,t, which can be simplified,

Cn,tr/Cn,t =

[
1 +

1 + Cn,t
Cn,r

]−1
(29)

This measure falls as Cn,r falls, the room becoming less dry.
When Cn,r < Cn,t object-based reproduction is no longer
exact, and Cn,tr/Cn,pr eventually rises to 1. In Section V
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practical examples are given showing significant improvement
in C using the object-based method.

III. COMPENSATION OF PARAMETRIC REVERBERATION

Section II describes a general method for finding playback
responses from impulse responses. The cost of the compensa-
tion calculation can be streamlined if the response densities are
pre-calculated and transmitted in the object stream. Another
possibility is to encode responses with a parametric representa-
tion. Using such a representation, it is shown how the playback
response can be calculated quickly from the target and room
responses.

A. Reverberant Spatial Audio Object

The Reverberation Spatial Audio Object (RSAO) [20; 11]
encodes reverberation parametrically. An object-based meta-
data processor for room compensation using RSAO was out-
lined previously [14]. The early response is encoded in RSAO
as a train of discrete reflection impulses each with direction
and equalisation, and the late part is encoded with levels, attack
and decay times across frequency bands, representing diffuse
sound coming from all directions. RSAO also allows for an
initial fast rise envelope in the late decay, which can blend with
the early response, however this is not used here. For RSAO
the early equalisation is implemented with a biquad filter
cascade. Here we assume the band levels can be controlled
directly.

In the following, the nth band level of the i’th early
reflection is given by a parameter ai,n. Each band of the late
response is modelled as a random step exponential signal in
discrete time,

Nn(tm)bne
−βntm (30)

where tm = mT are the discrete times with sampling period
T , bn are the band amplitudes, and βn are the decay rates. The
random variables Nn(tm) are defined by bandpass filtering
random white noise with standard deviation σN . The RSAO
implementation uses 2nd order, octave bandpass filters. For
accurate room compensation higher frequency resolution and
less band overlap are needed. The examples use 10th order,
1/3 octave bandpass filters. The late impulse responses are
formed by taking a sample of the random signal and applying
the decay envelope defined in (30). This approach has the
disadvantage that a sample signal can actually be anything,
and so the band densities Dn(Λt) can vary significantly from
sample to sample, with greater variance at low frequency.
Any corrective equalisation would involve computationally
expensive direct evaluation of densities, which defeats one
advantage of using parameters. However variation can be
reduced by pre-equalising noise signal samples so that they
have the expected densities across the bands. Applying the
envelope then leads to some variation in late density due to
the non-uniform distribution of energy in the pre-equalised
noise in time, for each band. The distribution could be made
more uniform by decomposing the noise signal into windowed
sections and equalising these separately.

B. Object-based room compensation

From (35) the playback band levels are

a′i,n = ai,n

√
Dn(Ip)

Dn(It)
(31)

Dn(It) can be calculated directly from RSAO parameters,

Dn(It) =
∑
i

a2i,n (32)

since a2i,n is the energy density of ith impulse in the nth band
of the target. Dn(Ir), which is needed to calculate Dn(Ip),
can be found in a similar way.

The expected values of the randomly generated late densi-
ties, which are estimates of these densities, can be found from
the late band parameters, as shown in Appendix C,

Dn(Λ) =
σ2
Nb

2
nfs

2βn
(33)

where fs is the sampling rate. Dn(Λp) are evaluated from
Dn(Λt) and Dn(Λr), using (18). The reverberation parameters
should be chosen to that (33) predicts the original response
densities accurately.

The modified amplitudes b′n for the late playback response
Λp are given by applying the equalisation from (26),

b′n = bn

√
Dn(Λp)

Dn(Λt)
(34)

The listening room response is information held locally at
the point of reproduction, so the densities can be calculated
directly from this. If density parameters are provided then
other reverberation parameters are not required. In recent work
the room geometry has been captured using audio visual
sensors [21]. This can be used to estimate response densities.

IV. PRECISE COMPENSATION

Equation (12) shows that the expected value of the energy
density of the convolution of random signals can be found by
multiplication. However this is subject to statistical variation,
as described, with the error being greater for lower bands that
have smaller bandwidth. This uncertainty can be removed and
the compensation made more precise, at the cost of additional
calculation. As before the target response is equalised to
generate the playback response, here using gains δn and ηn.

Ip =
∑
n

δn hn ? It (35)

Λp =
∑
n

ηn hn ? Λt (36)

and the densities are then related as follows,

Dn(Ip) = δ2nDn(It) (37)

Dn(Λp) = η2nD(Λt) (38)

From (5),
Dn(Ip ? Ir) = Dn(It) (39)
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Substituting from (35) leads to

δ2n =
Dn(It)

Dn(It ? Ir)
(40)

Similarly writing (6) in terms of densities,

Dn(Λp ? IΛr + Ip ? Λr) = Dn(Λt) (41)

Splitting into parts, and using the gains (37), (38),

η2nDn(Λt ? IΛr) + 2ηnδnDn(Λt ? IΛr, It ? Λr) (42)

+(δ2nDn(It ? Λr)−Dn(Λt)) = 0

where the cross density Dn(x, y) is defined by

Dn(x, y) = (hn ? x) · (hn ? y) /νn (43)

where a · b is the vector dot product acting on the signals
a, b considered as vectors. Equation (42) is a quadratic for ηn,
since δn is already known. If a positive real solution exists the
compensation is solved exactly for the band. Otherwise choos-
ing the real value reduces the early playback and prevents
over production of late energy. Although the method avoids
statistical variance, it has the disadvantage that convolutions
and densities have to be calculated for each new (target, room)
response pair presented, whereas before only the separate
room target and room densities have to be calculated. The
advantages include those of the statistically based method: The
late and early parts of the response are equalised independently
and robustly, compared with inversion methods.

V. OBJECTIVE TESTS

The object-based compensation method described in the
previous sections is tested here using synthetic and recorded
responses, and compared with channel-based equalisation.
using the perceptually important energy density ratio and
decay rate measures. The synthetic examples are based on
synthetic noise and provide an initial test of the method. They
also provide a clear presentation of how the compensation is
operating. The recorded examples are more complex, and test
the statistical assumptions about real responses. The sample
rate is 44100 Hz. There are 23 bands in 1/3 octave intervals
with centre frequencies from 100 Hz to 15849 Hz. The early
response duration is 20 ms.

The performance of the object-based method and the con-
ventional channel-based method, are compared for 5 sets of
responses, labelled Synth1, Synth2, Synth3, Rec1, Rec2, and
Rec3. The results are shown in Fig. 3 and Fig. 4.target
refers to the target response. room refers to the response
of the listening room object playback refers the object-based
playback response, given by (35) and (26). channel playback
refers to the channel-based playback response given by (27).
playback-room refers to the simulated RIRR made by con-
volving a playback response with the room. The densities and
delay times are all calculated by analysing the synthesised
or recorded responses: room, target, playback, and playback-
room. Each response has been applied to a short sample of a
woman speaking.

A. Synthesised responses

The synthetic responses are constructed using the RSAO
model described in Section III-A. Each response has an early
response consisting of a single direct impulse with amplitude
1, so that the early densities are normalised to 1. The late
response begins at 20ms, with a fast attack. For Synth1 the
late levels for the target response are bn = 0.028. The decay
rates βn are evenly spaced across the bands from 3 to 12.
The late levels and decay rates of the room response are
bn = 0.032 and βn is spread evenly from 4 to 24. The
late response contribution parameter is set to unity, γ′n = 1.
Fig. 3a, Fig. 3b, and Fig. 3c show the parameters of the target
and room responses. The compensation results are unaffected
by overall scaling of the target or room response. Fig. 3d
compares the combined early and late densities of the RIRRs
to the target response, and show a good match, subject to
statistical fluctutation that rises at low frequency, as expected
from the analysis in Section II-C. Fig. 3e shows how well
the early/late ratio of the RIRRs match those of the target,
Cn,pr/Cn,t. A match indicates that early and late equalisations
match the target, provided the total densities match. The room
is also compared to the target, Cn,r/Cn,t. Where this ratio is
above 1 then object-based compensation should be possible,
and this is the case, subject to statistical fluctuations. The
object-based performance degrades at the lowest frequencies
where Cn,r/Cn,t is near 1. Cn,pr/Cn,t is close to 1, within 1 dB
or a factor 1.26, for most of the range, and the improvement
over channel-based playback is over 3dB or a factor of 2.
The improvement is significant even where the object-based
reproduction does not match the target. Fig. 3f compares
the absolute decay times of the RIRRs and target response,
calculated using the Schroeder method [22]. Fig. 3c shows
that the room decay times are smaller than the target across
the frequency range, so based on Section II-B object-based and
channel-based RIRR are expected to be near to the target. In
Fig. 3f the object-based RIRR performs better, however there
is still a dip at the lowest frequencies, consistent with Cn,r/Cn,t
being near 1 in this range. From the analysis in Section II-C,
the main contribution to late energy is then from late room,
not the late target, causing a reduction in decay time.

In the next example, Synth2, the late control contribution
parameter has been reduced γ′n = 0.8, forcing contribution
from the late target response, to improve the RIRR decay time,
at the expense of some reproduced early energy. Fig. 3i shows
this is effective in this case. However this has also resulted in
a reduction of Cn,pr/Cn,t for object-based reproduction in the
low frequency range, the tradeoff discussed in II-C. In example
Synth3 the late room energy has been increased, causing
a wider region where Cn,r/Cn,t < 1. This causes a wider
suppression of the object-based ratio Cn,pr/Cn,t, and reduced
clarity. Again, γ′n = 0.8 supports decay time reproduction.

B. Measured responses

Examples Rec1 and Rec2 use recorded room and target
responses, measured in two real rooms. The early responses
are complex, in contrast to the previous examples. In Rec1
γn = 1.0. Fig. 4d shows that the overall equalisation is
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(a) Synth1 bn = 0.032
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(c) Synth1 bn = 0.032
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(d) Synth1 γn = 1.0 bn = 0.032
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(e) Synth1 γn = 1.0 bn = 0.032
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(f) Synth1 γn = 1.0 bn = 0.032
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(g) Synth2 γn = 0.8 bn = 0.032
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(h) Synth2 γn = 0.8 bn = 0.032
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(i) Synth2 γn = 0.8 bn = 0.032
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(j) Synth3 γn = 0.8 bn = 0.036
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(k) Synth3 γn = 0.8 bn = 0.036
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(l) Synth3 γn = 0.8 bn = 0.036

Fig. 3: Examples Synth1, Synth2 and Synth3, using synthetic target and room responses. The plots show the response
characteristics and compare the performance of object-based and channel-based room reverberation correction methods. The
plots titled Ratio of early/late density ratios show how well the proposed reproduction method matches the early/late ratio of
the target (playback-room / target) vs the channel based reproduction (channel playbacIk-room / target). The plots titled Ratio
of RT60s show how well the object-based reproduction matches the delays times of the target (playback-room / target) vs the
channel based reproduction (channel playback-room / target).
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(b) Rec1
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(d) Rec1 γn = 1.0
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(e) Rec1 γn = 1.0
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(f) Rec1 γn = 1.0
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(g) Rec2 γn = 0.8
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(h) Rec2 γn = 0.8
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(i) Rec2 γn = 0.8
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(k) Rec3
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(m) Rec3 γn = 0.9
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(n) Rec3 γn = 0.9
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Fig. 4: Examples Rec1, Rec2 and Rec3, using recorded target and room responses. See the Fig. 3 caption for a description.
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centred around the target, but there is more fluctuation than
in the synthesised examples, possible because the statistical
independence assumptions are not satisfied as well. The early
late density, indicated by object playback-room / target in
Fig. 4e, is close to the target over much of the range, and
improves on channel-based compensation by over a factor of
2 for most of this. As expected, where Cn,r/Cn,t < 1 indicated
by room / target, the early/late density drops sharply. Also the
late decay is uncorrected in these regions, shown in Fig. 4f.
As before, setting γ′n = 0.8, improves the late decay, shown
in Fig. 4i, but also slightly worsens the early/late density ratio
shown in Fig. 4h. Similar results were found with a variety of
other responses. Example Rec3 contains another two recorded
responses. The target has a relatively long decay, and low
early densities compared to late densities. There is a high
frequency region, and a small low frequency region, where
Cn,r/Cn,t < 1. With γ′n = 0.9 the reproduced RT60 matches
the target through nearly the whole frequency range. The early
/ late density ratio is corrected over most of the frequency
range, as shown in Fig. 4n, with very significant improvements
over channel-based reproduction.

C. Error from measurement and listener placement

Error can enter the compensation process when the listener
position does not coincide with the position the room response
was measured at. Preferably the listener has some freedom
of movement without affecting compensation too much. At
high frequency the responses at neighbouring locations are
uncorrelated, but with similar envelopes, like samples from a
random signal. The appropriate density variance is calculated
in Appendix A, and applied in Section II-C to find errors
expected for different bands on response lengths. At low
frequencies the room modes become sparse compared with
the noise model, with amplitude and phase varying between
locations, further increasing variance. If the measurement
points are close enough then the responses are correlated at
low frequency, which reduces variance. To illustrate this prac-
tically, the early and late densities were calculated for 4 nearby
measurement locations in the centre of an empty classroom 9
(wide) x 7.5 x 3.5 m [23]. The locations were arranged in
a diamond shape with 1 m separating opposite corners. The
source was placed at the mid front of the classroom. Fig. 5
shows the variance of the late response is roughly as expected
from Section II-C. The early response, which is produced by
the direct signal and nearby reflections, shows similar variance
at high frequency. At low frequency the interference pattern
is more structured due to the restricted range of paths from
the source. A significant portion of the variation is due to
the varying distance to the source. The variance increases
gradually as the microphone region is increased in size. For
a small enough region the error is reduced at low frequency,
due to correlation, but not at high frequency. The variance
overall is acceptable, although not ideal at low frequency, for
producing useful object-based compensation within the , based
on a single central measurement.

The same response pairs were processed using the precise
compensation method from Section IV. The results generally
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Fig. 5: Early and late response densities for 4 nearby mea-
surement locations taken in a classroom.
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Fig. 6: Results of processing example Rec3 using the precise
compensation method.

show much less fluctuation, as expected. This is illustrated by
the object-based reproduction shown in Fig. 6, compared with
Fig. 4n. The remaining fluctuation was found to be caused by
imperfect band decomposition and reconstruction. This could
be improved using more sophisticated equalisation.

VI. LISTENING TEST

A listening test was carried out using the audio samples
described in Section V, to compare the object-based com-
pensation method to the channel-based method, using the
examples from the objective tests. There were 14 subjects,
all experienced with audio and testing, all reporting normal
hearing, and in the age range 20-45. The last test was per-
formed separately and had 6 subjects drawn from the first
group. For each of the 5 example cases, each subject was
asked to rate the difference of the object-based reproduction
playback-room.wav to the target reference target.wav, relative
to the channel-based reference channel playback-room.wav.
The difference measure is an overall impression, and reflects
the choice that would be made in choosing a compensation for
a real system. Although subjects may give different weight to
aspects of the sound, all reported direct and reverberant tone
and clarity as important factors, giving confidence that the
subjects were aligned with the assumptions in the compensa-
tion method. Each sound file was produced by convolving the
associated response with a short clip of female speech, and the
total energy normalised to that of the original clip to minimise
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Fig. 7: Boxplots for 6 tests. In each the subjects rate the overall
difference between an object-based reproduction and the target
reference, relative to a channel-based anchor fixed at 10.

level selection bias. By design, the reproduced response is
already normalised close to the target response. The test
sounds were presented monaurally over Beyerdynamic HD650
open back headphones, in a quiet listening room. The subjects
were able to listen to the samples in each test as many times
as they wished, before responding using a graphic slider on
a laptop computer. For each subject typically 5 minutes was
taken to explain the tests and another 10 minutes to complete
all the tests. The target reference was not hidden because it was
needed for comparison, unlike audio quality experiments that
contain a hidden high quality reference. The response scale
was from 0 to 20: The test would score 0 if the test response
was indistinguishable from the target reference, 10 if the test
response and the channel-based reference were both judged
equally different to the target reference, and 20 if the test-
response was twice as different. The channel-based reference
was fixed at 10, because only relative judgement is required,
avoiding unnecessary absolute judgement. Boxplots for the 6
tests are shown in Fig. 7. No difference ratings above 10 were
reported.

Table I contains the statistical results. The performance of
object-based compensation is shown by the relative reduction
of the sample mean compared to 10, the fixed channel-based
difference score. The statistical significance is indicated by
p10, the p-value for the null hypothesis that object-based
reproduction is no closer to the reference than the channel-
based reproduction. To put this in more perspective the table
also contains CL99, the upper 99% confidence limit for
the population mean (p = 0.01), and the corresponding
relative reduction RCL99: With high confidence the object-
based reproduction achieves 30 − 50% relative reductions in
difference. For the reduction of γ′n in Example 2 the results
suggest a slight decrease in difference compared with Example
1, however the same γ′n in Example 5 causes an increase
in difference compared with Example 4. This suggests the
optimum choice of γ′n depends on the particular responses
considered. These comparisons have only marginal statistical
significance however, and more subjects would be needed
to get a clearer picture. Informal testing with a variety of
responses further supports these results.

TABLE I
STATISTICAL RESULTS FROM THE LISTENING TESTS.

x̄ - SAMPLE MEAN
Rx̄ - RELATIVE REDUCTION IN DIFFERENCE

p10 - P VALUE FOR x̄ < 10
CL99 - 99% UPPER CONFIDENCE LIMIT FOR POPULATION MEAN

RCL99 - RELATIVE REDUCTION IN DIFFERENCE

Synth1 Synth2 Synth3 Rec1 Rec2 Rec3
x̄ 3.8 3.6 3.9 4.6 5.6 4.0
Rx̄ 62% 64% 61% 54% 44% 60%
p10 10−10 10−9 10−9 10−8 10−8 10−3

CL99 4.7 4.8 5.1 5.8 6.7 6.3
RCL99 53% 52% 49% 42% 43% 37%

VII. CONCLUSION

A room compensation process has been presented, in which
reverberant components of the target signal are available,
and advantages over simple channel equalisation have been
demonstrated. This can be embedded in an object-based
framework. A physical-stochastic approach is taken, based
on simple perceptual measures. The separate equalisations
of the early and late parts of the target response can be
achieved more accurately. This usually leads to reduced bass
emphasis in the late response, and clearer transients due to a
relative increase in early energy. The target decay rate can be
reproduced providing the room decay rate is not slower than
the target. The compensation process is designed to optimise
perceptually relevant measures. Controls are available to limit
the reproduced late energy, to limit late room influence, and
to remove the influence of slow room decay. The best way
to use these controls depends on the overall structure of
the responses and the particular application. The objective
and subjective tests show that the compensation process is
a significant improvement over channel based equalisation for
the cases given, in terms of separate reproduction of early and
late energy. This is further supported by informal tests with a
wide variety of responses.

There are a variety of possibilities for further developing
the method. Extension to multichannel arrays can be made
by separately compensating each loudspeaker source. In view
of the statistical errors of energy density at low frequency
an improved hybrid compensation could instead be formed
by inverting the low frequency part of the response, which
is practical. More sophisticated strategies for controlling γ′n
can be considered, including alternating emphasis between late
decay time and early energy in consecutive bands where there
is over contribution from late room energy. Further shaping of
the late playback response may be useful to improve spectral
distortion in the reproduction.

The Matlab code implementation of the compensation pro-
cess, and the samples used in the listening test are available
for download1
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APPENDIX A

In this section the convolution is calculated for two random
step exponential signals that are described by,

Rβ(t) =

{
N(t)e−βt, t ≥ 0

0, t < 0
(44)

for decay rates β = β1 and β2. For each time t, N(t) is a
random variable with zero mean E(N(t)) = 0 and variance
V (N(t)) = σ2. Any two variables from different responses
are naturally independent, but independence is not required
within each response.

First consider the simpler problem of convolving two step
exponential functions,∫ t

0

e−β2τe−β1(t−τ)dτ (45)

=e−β1t

[
1

β1 − β2
e(β1−β2)t

]t
0

(46)

=
1

β1 − β2
(
e−β2t − e−β1t

)
(47)

The convolution of the random exponential signals is∫ t

0

N1(t)e−β2τN2(t− τ)e−β1(t−τ)dτ (48)

The products N1(t)N2(t − τ) are identically distributed and
independent random variables, so by the Central Limit Theo-
rem, the convolution has a gaussian distribution at each time
t. The variance is

V

(∫ t

0

N1(t)e−β2τN2(t− τ)e−β1(t−τ)dτ

)
(49)

=V (N)2
∫ t

0

e−2β2τe−2β1(t−τ)dτ (50)

(51)

by applying the identity V (N1 + N2) = V (N1) + V (N2)
to the integral, then V (aN1N2) = a2V (N)2 for N1, N2

independent, and then reforming the integral, where N1 and
N2 are independent. The integral has the form of (45), and so
the standard deviation of the convolution is

σc(t) = σ2

(
e−2β2t − e−2β1t

2(β1 − β2)

) 1
2

(52)

APPENDIX B

The first result states that if a and b are independent random
signals, and the expected value of the power spectrum of
each signal is constant over each frequency band n, then the
spectral energy densities are multiplicative under discrete time
convolution,

E(Dn(a ? b)) = E(Dn(a))E(Dn(b)) (53)

Independent means every sample of a is independent from
every sample of b, although samples within either a or b can

be dependent. In the main text the expectation function E( )
is omitted to improve readability. The variance of the densities
falls with increasing frequency, and increasing signal length.
To clarify the derivation, the band energies En are used rather
than the densities, defined by

En(x) = |hn ? x|2 (54)

which are related to the band spectral density by

Dn(x) = En(x)/νn (55)

from (8). The energy of a signal can be expressed in terms of
the components of its discrete Fourier transform (DFT), using
the discrete version of Parseval’s theorem. If x is a finite signal
with DFT Xi, then

E(x) =

I∑
i=1

|xi|2 =
1

I

I∑
i=1

|Xi|2 (56)

where I is the number of samples in the sample, and bins in
the DFT (Not to be confused with the use of I as the early part
of the reverberant response in the main part of the text). Note
that the frequency components Xi will be aliased compared
with the overall sample stream. They are purely a tool for
calculating the densities.

The discrete Circular Convolution Theorem states that the
DFT of the circular convolution of two vectors of equal length
is equal to the product of the DFT of each signal separately.
The linear convolution a ? b in (53) can be expressed as a
circular convolution by zero padding each signal, a and b, up
to a total length equal to 1 less than the sum of the signal
lengths. This padding is assumed in the following. The DFT
of the convolution a ? b is then AiBi, where Ai and Bi are
the DFTs of a and b, so the energy of the convolution is

E(a ? b) =
1

I

I∑
i=1

|AiBi|2 (57)

The energy in the nth band of a signal x is

En(x) =
1

I

I∑
i=1

|Hn,iXi|2 (58)

=
1

I

∑
i:Hn,i=1

|Xi|2 (59)

where the response of the band filter, Hn,i, is 1 in the
frequency range of band n and 0 outside. Combining these
the expected energy in the nth band of the convolution of a
and b is

E(En(a ? b)) =E(
1

I

∑
i:Hn,i=1

|AiBi|2) (60)

=
1

I

∑
i:Hn,i=1

E(|Ai|2|Bi|2) (61)

Ideal band filters are chosen here, which approximate the
actual filters. For independent random variables Cov(X,Y ) =
E(XY )−E(X)E(Y ) = 0. If A and B are independent then
the energy variables |Ai|2 and |Bi|2 are too, and so

E(En(a ? b)) =
1

I

∑
i:Hn,i=1

E(|Ai|2)E(|Bi|2) (62)
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If, in addition, the expected power spectra of a and b are
constant across band, then there are constants An and Bn so
that for band n E(|Ai|2) = A2

n, and E(|Bi|2) = B2n. Then

E(En(a ? b)) ≈ In
I
A2
nB2n = νnA2

nB2n (63)

where In is the number of non-zero values Hn,i in the nth
band.

Working for the right side of (53),

E(En(a)En(b)) = E(
1

I

∑
i:Hn,i=1

|Ai|2
1

I

∑
i:Hn,i=1

|Bi|2) (64)

Again using the independence between a and b, and flat
response in-band,

E(En(a))E(En(b)) =
1

I2

∑
i:Hn,i=1

E(|Ai|2)
∑

i:Hn,i=1

E(|Bi|2)

(65)

= ν2n A2
nB2n (66)

Comparing with (63) ,

E(En(a))(En(b)) = νn E(En(a ? b)) (67)

Then from (55),

E(Dn(a ? b)) = E(Dn(a))E(Dn(b)) (68)

which is the required result. Note that if the signals are not
independent from one another generally Cov(A,B) 6= 0 so
(62) is not true, and the required identity (53) generally does
not hold, for example when the flat in-band condition is also
true. Also (62) can fail when the flat in-band condition does
not hold. For example if the power spectra of the two signals
are non-zero only in disjoint regions of a band, then the density
of the convolution is zero in this band, even though densities
of the signals are non-zero.

The second result states that if random signals a and b
are independent from one another, then their spectral energy
densities are additive under signal addition. Applying DFT as
above,

E(En(a+ b)) = E(
∑

i:Hn,i=1

|Ai +Bi|2) (69)

=
1

I

∑
i:Hn,i=1

E(|Ai|2) + E(|Bi|2) (70)

= E(En(a)) + E(En(b)) (71)

and so,

E(Dn(a+ b)) = E(Dn(a)) + E(Dn(b)) (72)

The relative error follows the same derivation as before (75),
but substituting Xi = |Ai +Bi|2.

The uncertainty in a signal density is as important as the
expected value, and is measured by the variance V (Dn(x)).

More usefully, the error in the density relative to the expected
value is given by√

V (Dn(x))

E(Dn(x))
=

√
V (En(x))

E(En(x))
(73)

=

√
In
I2 V (|Xi|2)

In
I E(|Xi|2)

(74)

=
1√
In

√
V (|Xi|2)

E(|Xi|2)
(75)

The right hand term depends on the statistics of the signal,
but will be of order 1 for typical random signals encountered
in this article. The left hand term 1/

√
In causes the error to

increase for bands with fewer frequency samples. In can be
found from the frequency bandwidth fbw,n and the duration,
T , of the signal x.

In = νnI =
2fbw,n
fs

I = 2fbw,nT (76)

since I is the number of time samples, equal to the number of
frequency samples. In the main text this is applied to model
the variation introduced in calculation, for example when
Dn(a+b) is replaced by Dn(a)+Dn(b) (without expectation),
and also to model variation in uncorrelated room response
measurements.

APPENDIX C

The energy densities are to be evaluated for the late band
signals given by,

Λn(tm) = Nn(tm)bne
−βntm (77)

where the random variables Nn(tm) are obtained for each
band by bandpass filtering a random white noise signal N
with standard deviation σN . So E(N2) = V (N) = σ2

N . First
consider a late signal with a single band across the full range
up to Nyquist. By definition the density is

Dn(Λ) = E

(∑
m

(N(tm)be−βtm)2

)
(78)

= E(N2)b2
∑
m

(e−2βT )m (79)

≈ σ2
Nb

2

1− e−2βT (80)

≈ σ2
Nb

2fs
2β

(81)

The first approximation is because the sum has to be finite,
and the second because βT is small for a typical sampling rate
fs = 1/T , and late response times. To find the density of a
general sub-band, observe that the spectrum of the broadband
late signal has uniform statistics across the whole frequency
range. Using Parseval’s theorem the total sub-band energy is
then in proportion to the sub-band frequency width, which
means the energy spectral density is the same,

Dn(Λ) ≈ σ2
Nb

2
nfs

2βn
(82)
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