**A general framework for multiple - recapture estimation that incorporates linkage error correction**

**Abstract**

*The size of a partly observed population is often estimated with the capture – recapture model. An important assumption of this model is that sources can be perfectly linked. This assumption is of relevance if the identification of records is not obtained by some perfect identifier (like an id-code) but by indirect identifiers (like name and address). In that case the perfect linkage assumption is often violated, which in general leads to biased population size estimates. First suggestions to solve this use record linkage probabilities to correct the capture - recapture model. In this paper we provide a general framework, based on the standard log - linear modelling approach, that generalises this work towards the inclusion of additional sources and covariates. We show that the method performs well in a simulation study.*
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**1. Introduction**

Capture – recapture (CR) estimation provides a standard approach to estimate the size of a population, including the unobserved part (Petersen, 1896; Fienberg, 1972; Bishop, Fienberg and Holland, 1975). These models are also known under other names, such as dual - system, multiple – system and mark – recapture estimation models (see e.g. IWGDMF, 1995). Dual – system (DS) estimation uses two sources and multiple – system (MS) estimation uses three or more sources (e.g. Fienberg, 1972). A source refers to a set, list or register of records. We assume that each *record* represents a *unit* that is unique to that source and belongs to the target population. When the combination of available sources does not cover the full target population, under specific assumptions as described in Wolter (1986), CR models can be used to estimate the size of the missing part of the population.

One of the assumptions in CR models is that records can be perfectly identified over sources as belonging to the same unit or not. This allows an accurate linkage of records and sources into one combined source. If a perfect identification of units is not possible there is a non - zero probability that records will be falsely linked (a mismatch), or falsely not linked (a missed match) and the resulting population size estimate (PSE) is generally biased (Wolter, 1986; Chao, 2001; Chen and Kuo, 2001; Cadwell, 2005; Gerritse, Bakker and Van Der Heijden, 2017).

A first step of a solution to this problem was provided by Ding and Fienberg (1994) (D&F). For the linkage of two sources and they define five different linkage error types:

1. A missed link between the same unit that is in both and .
2. A false link between two different units that are both in and .
3. A false link between a unit that is in and and a different unit that is

only in .

1. A false link between a unit that is in and and a different unit that is

only in .

1. A false link between two different units that are in and

Linkage error type (1) concerns a missed match while type (2a – d) concern different types of mismatches. To simplify the model, D&F assume that linkage error type (2a – c) are negligible because they require a double linkage error. Therefore, they derive a model that corrects for the two remaining linkage error types (1) and (2d).

The D&F model requires a rematch study. This is a study that checks whether a subset of record linkages and non – linkages is correct or not and is usually carried out by a clerical review. This subset is assumed to be representative for the entire population. The D&F model uses the rematch study to obtain different sorts of linkage error probabilities. Note that linkage errors refer to *record* linkage errors that occur during *source* linkage. A record linkage is the linkage between two records in two sources. Source linkage refers to the linkage of records in two or more sources.

The D&F model is extended by Di Consiglio and Tuoto (2015, 2018) (DC&T\_15, DC&T\_18). They showed that D&F only explicitly consider the probability of a record in to be falsely linked to a record in , while a record in can just as well be falsely linked to a record in . Therefore, DC&T\_15 derive a model that takes both options into account. Further progress is presented by De Wolf, Van Der Laan and Zult (2019) (WLZ), who showed that both D&F and DC&T\_15 implicitly assume that and are of equal size. This is important, because the probability of a false link increases or decreases when the number of potential record linkages increases or decreases, which depends on the size of both sources. Therefore, WLZ derive a model that takes these different source sizes into account. This progress in DC&T\_15 and WLZ is restricted to linkage error type (1) and (2d). WLZ take one more step and derive a (what we refer to as D&F+) model that takes all five linkage error types into account. We will see in section 3 that this D&F+ model is also less complex and can be used to generalize the model even further.

Despite the progress the D&F+ model still suffers from two major shortcomings:

1. It is unclear how to perform statistical inference with respect to covariates in the model.
2. The D&F+ model is only defined for two sources and not for three or more.

These two shortcomings are important in case captures are covariate and/or source dependent, while they cannot be modelled explicitly in case of recapture prone or recapture adverse populations (e.g. see Chatterjee and Mukherjee, 2018). If there are two sources these linkage error probabilities can be incorporated in the derivation of a closed form maximum likelihood estimator when the sources are independent. However, this derivation becomes increasingly complicated when covariates and additional sources are added, and it is unclear how to do statistical inference in this situation.

In this paper we propose to use the rematch study in a different way than the existing linkage error correction models. Where these existing models first estimate linkage error probabilities and use these probabilities to correct the DS estimate, we directly correct the cell counts in the contingency table for linkage errors. In this way linkage error correction is integrated in the general framework of CR estimation. A cell count represents the size of a group in the combined source, where a group is defined by its source(s). This linkage error corrected contingency table may include multiple sources and covariates and underlies the CR model. Using the log-linear Poisson regression model, statistical inference on this table can be accomplished in the same way as in this model without linkage errors. In this way we derive a CR estimation procedure that corrects for linkage errors but can deal with any number of linked sources and covariates.

In section 2 we introduce some notation and discuss the general problem of linkage errors in CR models. In section 3 we first discuss CR models in general and corresponding linkage errors correction methods known in literature. In the same section we combine these to derive a general CR model framework that corrects for linkage errors and can deal with covariates and multiple sources. We refer to this model as the weighted multiple – recapture (WMR) model. The expression ‘weighted’ comes from the individual record weights that we will introduce in section 3.6. Section 4 presents a simulation study that shows that the model works, and section 5 concludes and discusses the results.

2. **Notation and an illustration of linkage errors.**

In this section we introduce the notation that we use to describe our model. Because our model involves linkage errors, we first discuss source linkage. Imagine there is some linkage procedure that links a set of sources with linkage keys. A linkage key can either be a perfect identifier , like a flawless ID – number, or some set of imperfect identifiers , such as non – unique names or names that are not spelled flawlessly. In case is available, linkage can be performed without linkage errors and in case is available, source linkage might contain errors.

In case more than two sources are available sources can be linked either simultaneously, pairwise, or sequentially. Simultaneously means that all sources are linked in one step. Pairwise means that different sets of sources are linked first after which these linked sources are linked again until all sources are linked into one linked source. Sequential linkage means that first two sources are linked, then the next is linked to this source, and so on, until no sources remain. Each step of sequential linkage could be considered a special version of pairwise linkage.

In case is available, there is no difference between simultaneous, pairwise, and sequential linkage, they lead to the same result. However, in case only is available this equality does not necessarily hold. For instance, in case of pairwise linkage, records might be linked inconsistently (e.g. ). This inconsistency is not possible in simultaneous or sequential linkage. However, simultaneous linkage has the problem that it can become computationally very intensive, because the number of potential matches increases exponentially with every source. Therefore, as was also argued by DC&T\_18, sequential linkage is usually preferred in practice. Therefore, we assume source linkage by is performed sequentially.

**2.1 Linkage with perfect identifiers**

We first discuss the situation for perfect identifiers. Let there be sources (). Each source contains recordsthat represent a set of population units*.* We assume that the units in each source are a subset of units from the population that has unknown size We assume that each source contains a *perfect* matching key that can be used in the (sequential) linkage procedure . starts with linking and and so on until is linked, which implies a total of linkages. After each step, the resulting linked source is referred to as after each step. This can be written as:

, (1)

where consists of records with .

**2.2 Linkage without perfect identifiers**

When instead of a perfect, an *imperfect*linkage key   is available, linkage errors can occur. The number of linkage errors may be reduced with probabilistic linkage models (see e.g. Fellegi and Sunter, 1969; Winkler, 1988; Jaro, 1989). Probabilistic linkage models generally use imperfect linkage keys to minimise both the probability of mismatches and missed matches and find the optimal balance between these two. They estimate, for each possible pair of records, a probability of this pair being a match. For example, when two records have almost the same and unique name, the probabilistic linkage model estimates this pair to have a high probability of being a match and links them. The concepts behind these estimated probabilities will be discussed in more detail in section 3, because they are at the base of the D&F model and its successors.

We defined as the combined source that is obtained in case a perfect linkage key is available. With the imperfect linkage key , is replaced by and can be written as:

 , (2)

where refers to the set of imperfect linkage key variables that is available in linkage and has records and may contain mis- and/or missed matches.

While with perfect linkage it is certain that the number of records is a lower bound for the population size this does not hold for . Due to imperfect linkage, can be smaller, equal, or larger than , but also smaller, equal or larger than , because a missed match increases the number of records and a mismatch decreases the number of records in .

**2.3 Records and cell counts**

 and are combined sources with and records, where a record may represent multiple individuals. A single record is referred to as and with and respectively. Each of these records contains a string of binary indicators that indicates in which source a record occurs, denoted as (e.g. means the subset of records that are in both and ). Each subset has a corresponding cell count denoted as , which is simply the number of records in subset . These binary indicators are a fundamental part of CR models because they define the cell count levels in the contingency table and serve as explanatory variables. Corresponding with the combined sources and we define and with the unique set of strings and the observed cell counts adding up to and . For example, under perfect linkage the unique set of strings collected in has a corresponding vector of counts where the subscripts refer to a row in . For instance, is the count that belongs to the first row in .

The observed cell counts can be considered realisations of a random process, so they also have an expectation that we refer to as . For we have the equality , where is the expected number of units in the population missed by , and . Estimates of , and based on counts resulting from linkage with perfect identifiers , are denoted with a '˄', for example , while estimates that are based on counts resulting from linkage with imperfect identifiers , are denoted with a '˅', for example .

Finally we note that the definition of above allows for a straightforward extension when categorical covariates are to be included in the process, by adding dummy variables as columns and adding rows such that are represented separately for the distinct levels of the covariates. Interactions between the sources, and between sources and covariates, can be included by adding columns appropriately.

**2.4 An illustration of source linkage, linkage errors and the contingency table**

Figure 1 illustrates the simple case of the linkage of sources with the imperfect linkage key and the five linkage errors types (1 – 2d) discussed in section 1.

**Figure 1: Illustration of linkage of two sources and different types of linkage errors.**



The illustration in figure 1 presents two imperfectly linked sources of equal size . The total number of units in or is nine, and the units are labelled A to I. The solid line arrow represents a correct record linkage while the dashed line arrows represent five other linkages that all correspond to one of the linkage error types (1 – 2d). The resulting combined source contains the nine records and each record belongs to one of the subsets . Under perfect linkage each record in should correspond to one unique unit in and . This does not hold in case of linkage errors. In fact, in this artificial example the only correct match is [D, D] while all other records represent missed or mismatches. Despite the linkage errors, in this case it (coincidentally) does not lead to errors in the cell counts. The reason is that in this artificial example the five different linkage error types cancel each other out. Obviously, ignoring linkage errors generally lead to a difference between and . The question we deal with in section 4 is how we can correct in such a way that this correction is an unbiased estimate of . But to see why this is useful we first discuss CR models in section 3.

**3. Linkage error correction in capture - recapture estimation**

In this section we describe and discuss DS models and the linkage error correction method introduced by D&F. We first describe the most basic DS model which was introduced by Petersen (1896) and is also known as the Lincoln - Petersen model (Lincoln, 1930). Next, we show how D&F improve this model so that it corrects for linkage errors. We further discuss DC&T\_15, DC&T\_18 and WLZ, because they provide the tools that help us to show why correction of the contingency table also corrects for linkage errors.

**3.1 Relation between the basic dual – system and the log – linear Poisson regression model**

In the DS model has three rows, with associated expected cell counts. The maximum likelihood (ML) estimates are equal to because the DS model is saturated. Under the appropriate assumptions (Wolter, 1986), including perfect linkage, the basic DS estimate can be obtained by:

, (3)

where represents an estimate of the unobserved part of the population and is the estimate for the population size. The expression simply follows from and . This expression will become important, because it contains only one value () that can be affected by linkage errors because and are simply the size of and , which are unaffected by linkage errors.

The population size can also be estimated using the log-linear Poisson model (e.g. see Cormack, 1989). The log – linear Poisson regression model for can be written as:

. (4)

Using the estimate of the intercept an estimate can be obtained as =. Because the ML estimate in (4) is , the equality also holds. This equality shows why equations (3) and (4) lead to the same result. However, an important advantage of the log – linear formulation is that it can be easily extended with additional sources or categorical covariates and the interaction between them. For instance, with a third source and a categorical covariate with levels and , then becomes and the model might for instance be:

.

Extending the Petersen formula in this way would be non - trivial at best, while for each category in a PSE of the unobserved population can be obtained by and .

**3.2 Impact of linkage errors on the dual - system model.**

We provide a simple numerical example that illustrates the problem of linkage errors in the DS model. We take , and . Due to linkage errors . This difference between and implies that the number of missed links is more than the number of false links. This simple case is represented in table 1 below.

**Table 1: Example of true and observed cell counts table of two sources.**

|  |  |  |
| --- | --- | --- |
|  |  |  |
| 1 | 1 |  |  |
| 1 | 0 |  |  |
| 0 | 1 |  |  |

An estimate for , . However, due to linkage errors not , but is observed and when this is naively ignored the DS estimate becomes: , leading to a linkage error bias of , something better not left ignored. Note that the '˅' on only means that is an estimate based on cell counts that are subject to linkage errors, not whether the estimate is biased or not.

**3.3 The D&F and D&F+ model**

The D&F model is a DS model that aims to correct the population size estimate for linkage errors type (1) and (2d) (compare section 1). We refer to this estimate as . To estimate the linkage error probabilities of these two error types, they use a rematch study. A rematch study aims to confirm whether a subset of matches and non – matches were correct or not. The rematch study can be summarized as in table 2.

**Table 2: Rematch study with D&F structure.**

|  |  |  |
| --- | --- | --- |
|  |  | **Rematch study** |
|  |  |  |  |
| **Probabilistic linkage** |  |  |  |

In table 2 we see how many records in the rematch study were correctly matched (), correctly not matched (), incorrectly matched () and incorrectly not matched (). They define the probability of linkage error type (1) by and of type (2d) by . Thus, and and D&F show how to use these probabilities to obtain that corrects for linkage errors (1) and (2d). The D&F model recently received more attention from DC&T\_15 and WLZ. DC&T\_15 write as:

 (5)

with , . These equations show that the D&F model is complex and hard to interpret. The formulas become even more complex when DC&T\_15 introduce their so called two - way linkage errors. This model is further extended by WLZ, who show that in the calculation of the two - way linkage errors it is implicitly assumed that the sizes of source 1 and 2, and , are equal. Therefore, they extend the model with asymmetrical two – way errors, which allows for and to be different. Unfortunately, this implies introducing more notational complexity (as is separated into and ). In DC&T\_18 the linkage error correction model is extended from two to three sources. DC&T\_18 introduce a so – called transition matrix that allows one to transform the observed cell counts into estimates of the true cell counts, which can serve as input for the Poisson regression model. This is a useful extension on their earlier model, but it is still limited in the sense that the method is not generic with respect to covariates and it is unclear how to add yet an additional source.

Beside WLZ’s asymmetrical two – way errors extension, they provide us with another useful contribution. They show that the D&F model, the DC&T\_15 model and their own extension all give identical outcomes when not only the formula of but also of and are chosen appropriately. They also show that in this case the model corrects for all five linkage error types introduced in section 1. We refer to this model as the D&F+ model. WLZ also show that this can be written much more comprehensively as:

 , (6)

where is an estimate for based on and the rematch study, instead of the directly observed used in the DS model. Equation (6) shows that the models derived in D&F, DC&T\_15 and WLZ are all equal and a generalisation of the DS estimator. In the next section we will show that can be derived in a straightforward way when the rematch study is used in a slightly different way. Unlike in WLZ it will no longer depend on and altogether.

**3.4 Further simplification of the D&F+ model**

The D&F+ model as defined in equation (6) contains only one element that is susceptible to linkage errors, i.e. . WLZ derive starting with the ’s in table 2. These are used to estimate and that in turn are used to estimate . In this section we propose to simplify this procedure by using the rematch study differently. The rematch study concerns a representative subsample of the population of which the matches and non-matches were clerically reviewed. This means that for the records in this subset it is quite simple to count the number of matches before and after clerical review. We refer to the set of records that are subject to clerical review with a ‘\*’. This implies and are the sets of linked records between and , that were under clerical review, before and after clerical review. The overlap count of the records in the clerical review study before and afterclerical review are denoted as and . Then the ratio can be used to estimate with:

 . (7a)

For the elements and can be obtained by:

, (7b)

. (7c)

Note that we write instead of , although for they are equal. As we will see later, for this equality no longer holds, because then is no longer a simple count but a sum of weights unequal to 1. Elements (7a – c) serve as input for the saturated model as defined in (4), i.e. , which gives . This implies that by combining (4) with (7a-c) in the basic DS model we have obtained the PSE , with a simple set of formulas. In the next section we show how these formulas can be extended such that they can deal with covariates and additional sources.

**3.5 Covariates in the D&F+ model**

We proceed by a further development of DS model in the context of the log – linear Poisson regression model with categorical covariates. When there is only one categorical covariate with , then is the number of records in and with . Note that while without covariates we had , with covariates this can be replaced by where refers to the number of records in for each level in . This gives us a straightforward way to incorporate covariates in the D&F+ model, because we can simply replace the subscript in equation (7a – c) with the subscript , which gives:

 , (8a)

 , (8b)

 . (8c)

Equations (8a – c) yield that can be used as values of the dependent variable in the log – linear Poisson regression model that includes the covariate as explanatory variable. This can be extended in a straightforward way for more explanatory variables, as was described in section 3.1. This approach has the advantage that it allows for parsimonious models. For example, it may turn out that some parameters that estimate the effect of covariates do not depart significantly from zero and the model can therefore further ignore this covariate. This option of hypothesis testing is an important improvement over the D&F+ model. Working with a saturated model will induce redundant noise in the DS model, when a more parsimonious model fits adequately. Therefore, significance testing of covariates is important, and becomes increasingly so when the number of covariates in the CR model increases.

Without discussing technical details, we elaborate on the role of . It is important to include in the CR model when the capture probabilities are heterogeneous over and , and takes this into account. However, it is not necessarily the case that the levels of differ with respect to linkage error probabilities as well. For instance, records with might be more likely to be in , however, they are not necessarily also more likely to be falsely linked or not linked to . In this case, despite the significance of in the CR model, the ratios and will not differ significantly and can be ignored in the linkage error correction step. The cell counts of records with and can both be corrected with the same ratio . Therefore, in practice one may first test whether the ratios differ significantly from each other for different levels within .

**3.6 Additional sources in the D&F+ model**

Equation (7) can be applied on the contingency table of the combined source (this also holds for (8), but we further ignore this to keep the presentation simple). When a third source is involved, it must be linked to again. However, was not affected by (7), so simply linking to would ignore the linkage error correction in (7). Therefore, before the next source is linked, the information obtained in this linkage error correction step must somehow be transferred to (the records in) . A straightforward way to do this, is to disaggregate back to the record level, simply by distributing evenly over the corresponding records. In other words, each record in receives a weight . We refer to the combination of and the corresponding vector of linkage error correction weights as . may now be linked to , giving , which may introduce new linkage errors. can be used to obtain by summing up over for the records in while (new) records in receive a weight . This gives cell counts that are corrected for linkage errors in going from to but not yet in going from to . To correct for these new linkage errors the linkage error correction step in (7) can be repeated to transform into . In case more sources are linked, this linkage error correction procedure can be repeated after each new source.

This procedure of linking two sources, aggregating this combined source to a contingency table, correcting the cell counts for linkage errors, disaggregation the contingency table back to the combined source and again linking a new source, is quite cumbersome. This procedure becomes more straightforward when the linkage error correction step in (7) is performed directly on the record level weights . Then, only after the last source is linked, a contingency table that is corrected for linkage errors is produced by summing up over the weights for the corresponding categories. This can be written more formally by an updating scheme for with :

 . (9)

Where , , and . Note that records with are always new records that were not linked in the previous linkage steps. Therefore, their (individual starting) weight is simply (still) equal to 1, because they were not updated in any of the previous updating steps. Further note that in case there is reason to believe some covariate groups may be more susceptible to linkage errors than others, equation (9) may be applied for these groups separately.

Generally, the record level linkage error correction weight is a weight that can be interpreted in a similar way as well-known individual sample weights in survey models. In survey models, individual sample weights allow a researcher to correct for over- and underrepresentation of specific groups in a survey. A record with a higher than average weight belongs to a group that is underrepresented and vice versa for a record with a low weight. Similarly, a record with a higher or lower than average linkage error correction weight belongs to a group with a cell count that is under- or overestimated, respectively. With individual sample weights, it is quite common to sum up over these weights to obtain representative totals. For instance, when the number of men is underrepresented, summing up over their sample weights gives the number of men that is corrected for this underrepresentation. The same reasoning holds for the record level linkage error correction weights.

By applying equation (9) after each source linkage, a contingency table that is corrected for linkage errors can be constructed after every source linkage. This contingency table is different from a regular contingency table that simply counts the number of records in each linkage cell. The linkage error corrected contingency table is constructed by summing up the weights of these records over these linkage cells instead of counting records. Therefore, we refer to the models based on this contingency table as the weighted dual – system (WDS) model for two sources and the weighted multiple – recapture (WMR) model for more than two sources. In case there are no linkage errors, the models reduce to the standard DS and MR models.

**4. Simulation study**

We evaluate the WMR model with a simulation study. The main goal of this simulation study is to study whether our new WDS and WMR model behave under different conditions, such as (no) linkage errors, (no) covariate dependence, (no) source dependence and combinations thereof. In section 4.1 we describe the setup of this simulation study and in section 4.2 we discuss the results.

**4.1. Simulation study setup**

For the simulation study to reflect reality as good as possible we use a quasi - real dataset that is publicly available and represents a fictitious population dataset of 26,625 persons. It is constructed such that it is representative for the UK census population. It was created in the ESSnet DI (McLeod, Heasman and Forbes, 2011), a European project on data integration (Record Linkage, Statistical Linking, Micro integration Processing) that ran from 2009 to 2011. The dataset has linkage keys such as address and birthdate but also covariates such as gender and age.

In each replication of the simulation study a random population of 10,000 is generated. This size of 10,000 is chosen because the Poisson regression estimators have known finite sample bias (see e.g. Chapman, 1951, Menkens and Anderson, 1988 or Chen and Giles, 2009). This bias goes to zero when the sample increases to infinity. For, say, a population size of 1,000 this bias may still play a role, so then it will be hard to say whether a CR model corrects for linkage error bias. A probable example of this finite sample bias can be found in DC&T\_18 who present a simulation study with similar data and setup but with a true population size of 1,000. In this study, the mean of the PSEs that were unaffected by linkage errors deviates slightly but statistically significantly (i.e. by 1.05%) from the true population size. This small bias is like the finite sample bias that we encountered when we experimented with a true population size of 1,000.

Unfortunately, the population size can also not be too large because probabilistic record linkage is computationally very intensive. A population size of 10,000 is a balanced choice that leaves the finite sample bias practically ignorable and leaves the probabilistic linkage procedure computationally feasible.

This population of 10,000 serves to generate three sources that each cover part of the population. These sources are generated under different conditions where conditions vary with respect to covariate and source dependence. This leads to four scenarios:

* + - 1. Three randomly generated sources (no dependencies).
			2. Three sources in which covariates affect the probability of a record to be in a source (covariate dependence).
			3. Three sources where the probability of a record to be in a source is affected by this record being in other sources (source dependence).
			4. Three sources where records are subject to both covariate and source dependence.

Next, in each replication the sources are linked both with and without linkage errors. The linked sources allow us to apply both the regular (referred to as naïve) and weighted DS (using only the first two sources) and MR (using all three sources) model. By replicating this procedure many times (i.e. 1,050[[1]](#footnote-1) for each scenario) we can obtain a distribution of estimates that in case the model provides asymptotically unbiased estimates will evolve around the TPS of 10,000. In this way we can see whether the WDS and WMR model can deal with covariate and source dependencies while suffering from linkage errors, conditions under which the regular DS and MR model fail. A more detailed description of the simulation setup can be found in Appendix B.

**4.2. Simulation results**

In figure 2 below the simulation results of the four scenarios are presented as density plots.

**Figure 2: Twelve density plots (four rows and three columns) that each contain densities of 1,050 DS estimates,1,050 MR estimates and a vertical line for the true population size (TPS). Each of the four rows represents one of the above scenarios and the three columns differs with respect to (1) no linkage errors, (2) linkage errors without correction and (3) linkage errors with correction.**



Figure 2 contains twelve density plots that each contain distributions/densities of DS and MR estimates. In the rows there are the four scenarios, and the first two columns distinguish naïve estimation with and without linkage errors. The third column shows the WDS and WMR model in case of linkage errors.

The graph clearly shows that the estimates that can be expected to be biased, are biased. However, most importantly, it shows that in case of linkage errors the weighted estimates are on target while naïve estimates are biased. Furthermore, the presence of covariate dependence is no problem for the weighted estimates, even in combination with source dependence. A numerical calculation example of one of the replications can be found in appendix A.

**5. Discussion**

In this paper we derived and tested the WMR model for population size estimation corrected for linkage error. The model is derived from the D&F model and is a more general extension than the models developed by DC&T (2015, 2018) and De Wolf et al. (2019) because it includes three or more sources and covariates, which are often necessary to correct for other sources of bias. The linkage error correction model we developed is incorporated in the more general family of log - linear regression models. Thus, linkage error no longer has to be studied as an isolated issue in CR models. Finally, the WMR model was tested and approved in a simulation study.

In practise the WMR model does not solve all the linkage error problems. For instance, it still requires a rematch study in which for a share of records clerical review is required to check whether they were correctly linked or not linked. Ideally these records are representative for the records in both sources, both with respect to covariates but also the quality of linkage keys. This last element should not be underestimated. When for instance the records in the rematch study are based on their high – quality linkage keys (what makes clerical review easier), they might suffer less from linkage errors than other records. This will lead to a biased correction. Another issue is the size of the rematch study, when the sources contain some small groups of records, it might be hard to find enough records of this group to perform clerical review. How large the impact of such issues is, requires further research.

Also, we should note that we paid little attention to the impact of the exact linkage procedure. We developed the WMR model in the context of sequential linkage, in which first two sources are linked, and a third source is linked to this combined source. We think that in theory the order of linkage does not matter and also pairwise linkage (link each pair and then combine them into one) or simultaneous linkage (link all sources at once) can be incorporated into the WMR model, although this would require further research. In practise the exact linkage strategy may play a role, mainly because linkage is also often used to enrich sources. When, for instance one source contains data on say gender and another on income, the combined source usually contains both, which will probably affect the quality of linkage with a third source that also contains gender and income.

Another point that deserves some discussion is the ‘individual starting weight of 1’. Lists or registers of individuals sometimes also contain individual sample weights, which indicate the size of the group that this individual represents as part of the total population. The proportion of the sample weights of these new records in relation to the weights of records that were already known from previous records can be used to improve these starting weights. Furthermore, when additional sources also contain sample weights they can be used to construct the cell counts in the contingency table by adding up over weights instead of counting the records. In this way we would get ‘linkage error corrected sample weights’. How and when sample weights can be combined with linkage and linkage error correction requires further research.
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**Appendix A**

**Numerical calculation example**

As an illustration of the method we present one of the replications generated under scenario 4 in the simulation study. In table A1 we show the total cell counts with linkage errors together with the audit study cell counts. In the last column we show the correction of groups of individual weights.

**Table A1: Contingency table and correction of weights after linking and .**



Table A2 is like Table A1 but shows the linkage of and , together with the audit study. The last column shows the second update of weights.

**Table A2: Contingency table and correction of weights after linking and .**

****

Finally, table A3 shows the contingency tables that underly that MR models. In the three rows at the bottom there are the different Poisson regression estimates of the unobserved parts of the population, for and , together with the total population size estimate.

**Table A3: Contingency table and correction of weights after linking and .**



**Appendix B**

**Setup of the simulation study**

From the available dataset we use the file ‘person\_list.csv’. This list contains both a perfect identifier (id - code) and linkage keys (e.g. surname, address) and can therefore be used to link records both perfectly (i.e. deterministically without any errors) and probabilistically. In this simulation study we use a set of three linkage keys[[2]](#footnote-2). In order to have a certain degree of linkage errors, in each linkage key in each source, 3% of the records is replaced by a random value from the population, where in each source, each record has the same probability to be selected. Furthermore, the list contains several covariates, of which we use ‘SEX’ as covariate to affect capture probabilities.

For each replication first a random population of 10 000 records is generated (without replacement) from the person list. Our aim is then to generate three sources of different sizes from this population (approximately 8 000, 5 000 and 2 000 records) that may suffer from source and covariate dependence. The introduction of source dependence is not straightforward, because source dependence implies that no single source may be independent of other sources. However, when the first source would be generated while other sources do not yet exist, this first source is independent of these other sources. Therefore, before the first source is generated, we first generate three so called latent sources of 8 000 units each, which are simply random samples from the population of 10 000. These three latent sources allow us to introduce dependencies between sources such that no source is independent of the other sources. This is done by giving each unit a probability to be in each source by:

 (10),

where . Given equation (10) we can vary and hereby control dependencies between any source in and the other two sources in and the covariate. For instance, when , the probability of a record to be in depends on it being in while the probability to be in also depends on it being in . Furthermore, the control the size of each source. The values for the in the simulation study are in table A4. 4.

**Table A4: Parameter values of the four different scenarios.**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |

Because the varying of affects the capture probabilities of units, different also correspond to different estimates of the from the Poisson regressions. To assure that by varying we introduce a substantial source and covariate dependence. To show that this works, table A5 presents the (corresponding) mean values of estimated over all replications of the benchmark case of no linkage errors.

**Table A5: Average estimated per scenario without linkage errors**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Scenario** | **1\*** | **2\*** | **3\*** | **4\*** |
| **Variable\Estimate** |  |  |  |  |
| Constant | 13,0 | 12,8 | 13 | 13,3 |
|  | 1,3 | 1,1 | 1,2 | 0,3 |
|  | . | 0,7 | -0,2 | . |
|  | -1,3 | -2,7 | -1,3 | -1,6 |
|  | . | -0,1 | . | -0,6 |
|  | . | 0,6 | . | 1,5 |
|  | . | -1,5 | . | -1,9 |
|  | . | 2 | . | 0,8 |
|  | . | . | 0,4 | 1,1 |
|  | . | . | . | . |
|  | . | . | -0,2 | -0,2 |
|  | . | . | . | 0,2 |
|  | . | . | . | . |
|  | . | . | . | 0,1 |
| **\*** indicates ‘scenario without linkage errors’. |

Table A5 clearly shows that the estimated correspond to the four scenarios. In scenario 1 neither covariate nor another source plays a significant role in describing the observed frequencies. In scenario 2 the observed frequencies do not depend on other sources but does depend on . In scenario 3 the covariate is not significant while the other sources have significant explanatory power. In scenario 4 both and the other sources play a significant role.

Finally, the last necessary elements of the simulation study are and , which are generated by first selecting a random 10% (without replacement) of the population and within this selection only keeping those records that are also in and (for ) or and (for ).

We compare three types of PSEs, naïve, perfect, and weighted. Naïve PSEs are estimates based on , so linkage errors are present but ignored. Perfect PSEs are based on , so linkage errors are not present (and ignored). Weighted PSEs are based on , so linkage errors are present but if the model works it should correct for them. Finally, for each scenario and PSE type, the DS and MR model are applied.

1. The number is ‘only’ 1,050 because we use a Spark cluster of fifteen cores (available at Statistics Netherlands mainly for Big Data related computations) that each do 70 replications with different random seeds, in which each single replication takes about 10 minutes. In total it took almost two days to run all four scenarios, which is mainly due to the computation time of the probabilistic linking the three sources. [↑](#footnote-ref-1)
2. ‘PERNAME2’, ‘DOB\_DAY’ and ‘DOB\_MON’ served as linkage variables, which corresponds to the ‘bronze scenario’ in DC&T\_15. [↑](#footnote-ref-2)