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Ultracold samples of laser-cooled atoms are quantum systems over which modern atomic physicists can exert exquisite control. Largely decoupled from their environment, they can act as near-ideal test masses for inertial sensors based on atom interferometry and are well suited to experiments in coherent control of quantum systems that probe the fundamental nature of quantum mechanics and pave the way for practical quantum simulation and computation.

This thesis details a series of experimental results that arise from the coherent control of rubidium atoms with laser light, focusing on the interplay between these interactions and atomic velocities; the laser frequency an atom ‘sees’ is Doppler shifted according to its velocity, while conservation of momentum dictates that, in exchanging photons with a laser, an atom’s velocity is altered.

Coherent light–atom interactions can thus be tailored either to measure or to narrow the spread of velocities in an ultracold atomic gas. Alternatively, it can be desirable to design interactions that are homogeneous across a large spread of atomic velocities. All of these aspects are explored in this thesis.

The velocity-sensitive interactions that lie at the heart of atom-interferometric inertial sensors are reexamined in a manner that yields considerable insight into the underlying processes and culminates in a novel, precise and elegant technique for measuring the velocity of ultracold atoms that is used to reveal the Gaussian nature of the velocity spread in a cloud with an effective temperature of $18.7(6) \mu K$, undistorted by artefacts that plague other methods.

Furthermore, optimal control techniques are applied to the problem of coherently and uniformly manipulating the quantum states of atoms in an ensemble with a large spread of velocities, even subject to variations in laser intensity. A broadband inversion pulse is demonstrated to change the internal state of $99.8(3)\%$ of atoms in a $\sim 35 \mu K$ ensemble and — for the first time — this technique is used to optimise an entire atom interferometry sequence, yielding a threefold enhancement in the measurement contrast.

Finally, a version of grey molasses cooling — in which atoms accumulate in velocity-dependent ‘dark’ states, narrowing their momentum spread and increasing their phase space density — is demonstrated with phase-coherent cooling beams; dark states that exist in this system prove to be particularly resilient to the spatially varying light shifts that are present in an optical dipole trap, and this is used both to enhance the number of atoms loaded into such a trap — by a factor of 7 compared to loading from a conventional optical molasses — and to further cool them once they are loaded in a technique that has promising prospects for the rapid production of ultracold, trapped, atoms.
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<td>erbium-doped fibre amplifier</td>
<td>163, 164, 174</td>
</tr>
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<td>EOM</td>
<td>electro-optic modulator</td>
<td>73, 76–81, 93, 143, 147, 164, 172–175</td>
</tr>
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<td>FFT</td>
<td>fast Fourier transform</td>
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<tr>
<td>FM</td>
<td>frequency modulation</td>
<td>74, 165</td>
</tr>
<tr>
<td>FOI</td>
<td>Faraday optical isolator</td>
<td>76, 77</td>
</tr>
<tr>
<td>GRAPE</td>
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<td>143, 146, 148, 154–158, 185</td>
</tr>
<tr>
<td>HDS</td>
<td>hyperfine dark state</td>
<td>171–174, 176–181, 187</td>
</tr>
<tr>
<td>HWP</td>
<td>half waveplate</td>
<td>75, 76, 78</td>
</tr>
<tr>
<td>LMT</td>
<td>large momentum transfer</td>
<td>3, 142, 144, 145, 149, 150, 156–158, 185, 186</td>
</tr>
<tr>
<td>NMR</td>
<td>nuclear magnetic resonance</td>
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<tr>
<td>OBE</td>
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<tr>
<td>PBSC</td>
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<td>74–78, 85, 164</td>
</tr>
<tr>
<td>PDH</td>
<td>Pound-Drever-Hall</td>
<td>163, 164, 174</td>
</tr>
<tr>
<td>PI</td>
<td>proportional-integral</td>
<td>81</td>
</tr>
<tr>
<td>PID</td>
<td>proportional-integral-differential</td>
<td>76, 164</td>
</tr>
<tr>
<td>PM</td>
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<td>73, 76, 78, 85, 165</td>
</tr>
<tr>
<td>PMT</td>
<td>photo-multiplier tube</td>
<td>73, 82–84</td>
</tr>
<tr>
<td>PP</td>
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</tr>
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<td>2, 130, 132, 162</td>
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That matter should be constructed from innumerable indivisible atoms has been hypothesised and thought upon since the times of ancient Greece, though no means was available to demonstrate their existence. Post-enlightenment, tantalising hints accumulated from the study of chemistry [4], and from the Brownian motion of particles visible under a microscope [5]. Further, indirect, evidence following the discovery of the electron [6, 7] and the scattering experiments of Rutherford et al. [8] allowed theorists to establish a full quantum model of the atoms that they now understood to be very much divisible, with rich and complex internal structures.

From a modern perspective, it is quite remarkable that so much was discovered about the structure and quantum nature of atoms from the experiments that followed during the early part of the 20th century. It is a great demonstration of human ingenuity that, prior to the invention of the laser — which provides both a high-resolution tool for resolving spectral features [9, 10] and a means of cooling and trapping atoms in order to mitigate Doppler broadening and observe quantum coherence effects [11–13] — enough knowledge could be generated to facilitate the invention of the laser.

Nonetheless, modern atomic physics experiments owe much to molecular beam systems developed in this period. In 1950 Ramsey proposed, and later conducted, an experiment that had all the ingredients of what would now be recognised as a matter-wave interferometer [14, 15]. A molecular beam underwent two interactions with oscillating magnetic fields, one preparing a superposition between two internal states and one resolving the phase acquired by the superposition during a period of free evolution. This method was employed to measure the transition frequency, and is still employed in atomic clocks to this day [16–18].

The advent of the laser allowed for such experiments to be conducted on optical transitions, with pulses of laser light replacing...
the oscillating magnetic fields. At optical frequencies, the absorption of a photon entails a non-negligible change in an atom’s momentum. Atoms can thus be placed in a superposition of momentum states that propagate along discrete spatial paths [19–21], allowing for atom interferometers that enclose a finite area and offer the potential for precision measurement of external forces. Modern atom interferometers have since been used in the precise measurement of Earth’s gravity [22–27], testing of fundamental physical laws such as Einstein’s equivalence principle [28–32] or quantum electrodynamics (QED) [33–36], and, lately, highly sensitive inertial sensors [37–42].

These interferometers have evolved a lot since Ramsey’s seminal experiment. As the atomic wavefunction is separated into discrete wavepackets by the optical fields, additional pulses are employed to overlap these wavepackets again and resolve coherence at the output which is then a measure of the differential phase acquired between paths that share common start and end points. The long interrogation times and ultracold atomic samples employed in state-of-the-art atom interferometers allow these differential measurements to be made exceedingly precisely.

When optical fields are employed in an interferometer like Ramsey’s, the atomic wavepackets are allowed to separate for a period of free evolution before a final measurement. This makes the interferometer sensitive to the absolute atomic velocity but, as the wavepackets no longer overlap perfectly at the output, the coherence of the output signal rapidly deteriorates. It is perhaps for this reason that not much attention has been given to this sort of interferometer with velocity-sensitive pulses, despite the fact that it has considerable applications and can elicit much physical insight. Part of this thesis seeks to redress that balance.

Weitz and Hänsch identified that, in being sensitive to the absolute atomic velocity, the final measurement of such an interferometer also results in a velocity-dependent impulse that could be employed to cool atoms and molecules that are impervious to other laser cooling methods [43]. This was only recently experimentally verified by Dunning et al. [44].

This thesis builds upon that work, employing a Ramsey-type interferometer to measure the velocity distribution of laser cooled atoms [1, 3]. In doing so, we explore the insights that such velocity-sensitive interferometers have to offer; giving them some well-deserved attention in a trend that would since appear to have
developed traction [45, 46].

All of these atom interferometers depend upon coherent control of atomic states with optical fields. The fidelity of these coherent operations is reduced by systematic inhomogeneities, and this ultimately affects the contrast of the interferometer output. A second strand of this thesis focuses on the application of optimal control techniques developed in the field of nuclear magnetic resonance (NMR) spectroscopy [47–50] to the problem of maximising the fidelity of these operations over the range of inhomogeneities present in our interferometry experiment in order to realise an enhancement in signal contrast [2, 51].

The optimised pulses that result are a natural extension of the composite pulses — also originating from NMR studies [52, 53] — that have previously been applied to atom interferometry for the same purpose [54–56]. Optimal control algorithms, however, offer many more exciting possibilities.

There are many problems in atomic physics experiments that lend themselves to such treatment, and it is a growing field of study. Notable successes include optimal production [57, 58] and manipulation [59, 60] of cold atom Bose-Einstein condensates (BECs), and the realisation of high-fidelity quantum logic gates [61, 62] and state preparation [63] for quantum computing. We demonstrate the potential for realising high-fidelity atom interferometry pulses that are well suited to large momentum transfer (LMT) atom interferometry [55, 64–67], and present a strategy for optimising an entire interferometry sequence.

An alternative approach is taken to the problem of optimising the production of cold atom BECs in a third, and final, line of investigation pursued at the Institut d’Optique, Bordeaux. The path to reaching the critical phase-space density required to produce a cold atom BEC is typically long, and it is not uncommon to lose two or more orders of magnitude between the number of atoms in the initial sample and the final condensate [68, 69].

There is room for optimising every step in this process, and here we focus on employing advanced laser cooling techniques to increase the number of atoms loaded into an optical dipole trap and subsequently cool them within the trapping potential. As this cooling is optical, the energy is carried away by spontaneously emitted photons not — as in conventional evaporative cooling methods — by
the loss of atoms from the trap [70, 71]. This method thus has the potential to cool large numbers of atoms to quantum degeneracy.

All of the experiments described in this thesis were performed on the 780 nm $D_2$ line of $^{85}$Rb and $^{87}$Rb atoms. Rather than dedicating any one section to describing these systems in full, the relevant energy levels and optical properties are introduced in sufficient detail as and when they are pertinent. For a more complete picture, the reader is referred to the works of Daniel Steck [72, 73], who has catalogued both structures in exquisite detail.

1.1 Thesis outline

This thesis ties these strands together in three parts:

**Part I** establishes a theoretical background, and encompasses a lot of the physical insights gleaned from the experimental work presented later. Chapter 2 relates to the coherent control of atoms with laser light that lies at the heart of much of the following work. Chapter 3 explores what happens when this coherence is lost via spontaneous emission, the basis of laser cooling and trapping techniques. Chapter 4 covers the application of all these techniques to atom interferometry, while Chapter 5 then takes some time to consider nautical navigation in conjunction with highly precise mechanical clocks. Inspired by a paper currently in preparation, this latter chapter has more than just curiosity value, tying in closely to the former and proving relevant to the rest of the work.

**Part II** presents the experimental results acquired in a basement in Southampton. Chapter 6 details the experimental apparatus that is found there, before Chapter 7 describes the results of the interferometric velocimetry experiments. A further dive into the world of boats and clocks cannot be resisted in Chapter 8, in order to introduce the theory of optimal control that is used to obtain the results presented in Chapter 9.

**Part III** then forms something of an epilogue, with Chapter 10 detailing the BIARO experiment in Bordeaux on which the work to optimise the loading of an optical dipole trap, presented in Chapter 11, was conducted. Finally, Chapter 12 takes a moment to reflect, discussing the results of the previous two Parts in a broader context and considering their future development.
Coherent manipulation of atoms with laser light

The most curious part of the thing was, that the trees and the other things round them never changed their places at all: however fast they went, they never seemed to pass anything. ‘I wonder if all the things move along with us?’ thought poor puzzled Alice.

— Lewis Carroll, Through the Looking Glass
(And into a rotating frame?)

We will start our attempt to ground the results of this thesis in some sort of theoretical footing by considering the interaction of light with a two-level atom. We will review textbook results to show that the three-level Raman system at the heart of all of the atom interferometry and coherent control experiments of later chapters can, in certain limits, be well described by the two-level picture that is developed here and employed throughout the rest of this work.

2.1 Spin precession in a magnetic field

We begin by considering the mathematics of a spin-1/2 particle in the presence of an external, time-independent magnetic field. This well-studied problem provides a nice ‘sand-box’ in which to explore the quantum dynamics of any 2-level Hamiltonian, and so it is worthwhile spending some time to develop an intuition for it.

Using $|\pm\rangle$, the eigenstates for the projection of the particle’s spin along a unit vector $e_z$, as basis states, we can define operators and eigenstates for spin along the orthogonal Cartesian axes:

$$\hat{S}_x = \frac{\hbar}{2} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \hat{S}_y = \frac{\hbar}{2} \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \hat{S}_z = \frac{\hbar}{2} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad (2.1)$$

and
Conventions here vary on phase factors. The salient point is that an azimuthal rotation induces a phase shift between $|+\rangle$ and $|-\rangle$, and their respective amplitudes are constrained by normalisation and the fact that $n = \pm e_z$ when $\theta = 0, \pi$.

It is convenient to introduce the Pauli spin matrices

$$
\sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \text{and} \quad \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix},
$$

so that the Cartesian spin operators can be succinctly expressed as $\hat{S}_i = \frac{\hbar}{2} \sigma_i$. A spin operator in the direction of any unit vector $n$ can then be defined as

$$
\hat{S}_n = \frac{\hbar}{2} n \cdot \hat{\sigma} = \frac{\hbar}{2} (n_x \hat{\sigma}_x + n_y \hat{\sigma}_y + n_z \hat{\sigma}_z).
$$

It is trivial to verify that this has eigenvectors which can be conveniently expressed in terms of standard polar $\theta$ and azimuthal $\phi$ angles as

$$
|n, +\rangle = \cos \frac{\theta}{2} |+\rangle + e^{i\phi} \sin \frac{\theta}{2} |-\rangle, \quad (2.5a)
$$

$$
|n, -\rangle = e^{-i\phi} \sin \frac{\theta}{2} |+\rangle - \cos \frac{\theta}{2} |-\rangle. \quad (2.5b)
$$

Now consider how an arbitrary spin state behaves in a constant magnetic field $B = B_e z$. The Hamiltonian will be of the form

$$
\hat{H}_S = -\gamma BS_z,
$$

where $\gamma$ quantifies how the particle’s magnetic dipole moment scales in proportion to its spin angular momentum. The Hamiltonian commutes with $\hat{S}_z$, so they share a common eigenbasis in which the time evolution of a general spin state can be evaluated. The Hamiltonian is time-independent, with the associated time evolution operator

$$
U(t, 0) = \exp \left( -i \frac{\hat{H}_S t}{\hbar} \right) = \exp \left( -i \frac{(-\gamma B t) \hat{S}_z}{\hbar} \right), \quad (2.7)
$$
A spin state aligned along the direction defined by angles $\theta_0$ and $\phi_0$ at $t = 0$ then evolves as

$$|\Psi(t)\rangle = U(t, 0) |\Psi(0)\rangle$$

$$= e^{-i(-\gamma B t) S_z / \hbar} \left( \cos \frac{\theta_0}{2} |+\rangle + e^{i\phi_0} \sin \frac{\theta_0}{2} |\rangle \right)$$

$$= \cos \frac{\theta_0}{2} e^{i\gamma B t / 2} |+\rangle + e^{i\phi_0} \sin \frac{\theta_0}{2} e^{-i\gamma B t / 2} |\rangle$$

$$= e^{i\gamma B t / 2} \left( \cos \frac{\theta_0}{2} |+\rangle + e^{i(\phi_0 - \gamma B t)} \sin \frac{\theta_0}{2} |\rangle \right).$$

By inspection we see that after a time $t$ the spin vector has rotated to a new position defined by angles

$$\theta(t) = \theta_0,$$

$$\phi(t) = \phi_0 - \gamma B t,$$  \hspace{1cm} (2.9)

That is to say it has rotated an angle $-\gamma B t$ about the $z$ axis. By rotational symmetry, the magnetic field can be chosen to lie along any direction $n$, with the corresponding Hamiltonian and time evolution operator

$$\hat{H}_S = -\gamma B \hat{S}_n$$

and

$$U(t, 0) = \exp \left( -i \frac{(-\gamma B t) \hat{S}_n}{\hbar} \right)$$

rotating the spin vector about $n$ at the angular Larmor frequency $\Omega_L = -\gamma B$ in a manner completely analogous to the classical precession of a magnetic moment under the influence of the torque exerted by the magnetic field.

### 2.2 Pseudo-spins and the Bloch sphere

In studying the specific example of a spin-$1/2$ particle in a magnetic field, we have given ourselves a toolbox with which to treat any general two-level Hamiltonian $\hat{H}$. Hermiticity dictates that such a Hamiltonian will take the most general form

---

1. The overall phase, of course, being irrelevant to the measurable state.
\[
\hat{H} = \begin{pmatrix} a & c \\ c^* & b \end{pmatrix}, \quad a, b \in \mathbb{R}, c \in \mathbb{C}.
\]  
(2.12)

Without loss of generality, \(a, b\) and \(c\) can be redefined in terms of four real constants \(r_{0,1,2,3}\) in the form

\[
\begin{align*}
  a &= \epsilon_0 + r_3, \\
  b &= \epsilon_0 - r_3, \\
  c &= r_1 - ir_2.
\end{align*}
\]  
(2.13)

Separating like this allows the Hamiltonian to be written in the suggestive manner

\[
\hat{H} = \epsilon_0 \mathbb{I} + r_1 \hat{\sigma}_x + r_2 \hat{\sigma}_y + r_3 \hat{\sigma}_z.
\]  
(2.14)

We can then define a vector \(\Omega\) with components \(\frac{2}{\hbar} r_{1,2,3}\), and hence length \(\Omega = \frac{2}{\hbar} \sqrt{r_1^2 + r_2^2 + r_3^2}\), so that this can be rewritten as

\[
\hat{H} = \epsilon_0 \mathbb{I} + \frac{\hbar}{2} \Omega \cdot \hat{\sigma}.
\]  
(2.15)

Disregarding the global phase, any state of a two-level quantum system \(|\Psi\rangle = c_1 |1\rangle + c_2 |2\rangle\) can be completely represented by three real numbers. We can use the expectation values of the Pauli spin matrices for this purpose,

\[
\begin{align*}
  u &\equiv \langle \Psi | \hat{\sigma}_x | \Psi \rangle = c_1^* c_2 + c_1 c_2^* \\
  v &\equiv \langle \Psi | \hat{\sigma}_y | \Psi \rangle = i(c_1^* c_2 - c_1 c_2^*) \\
  w &\equiv \langle \Psi | \hat{\sigma}_z | \Psi \rangle = c_1^* c_1 - c_2^* c_2,
\end{align*}
\]  
(2.16)

allowing the state to be described by a real-valued pseudo-spin vector \(\Psi \equiv (u, v, w)\). Assuming \(|\Psi\rangle\) to be normalised, the normalisation condition \(|c_1|^2 + |c_2|^2 = 1\) dictates that \(\Psi\) has unit length, mapping the accessible Hilbert space onto the surface of a sphere in the three-dimensional space it inhabits. This sphere is known as the Bloch sphere; it originates from NMR physics [74], and is reminiscent of the Poincaré sphere on which the Stokes polarisation parameters are often mapped [75]. The vector \(\Psi\) is occasionally referred to as the Bloch vector although, as \(|\Psi\rangle\) and \(\Psi\) are different representations of the same quantum state, it is common to use the term state vector to describe them both interchangeably.
The $z$ coordinate $w$ determines the ‘population difference’ between the two basis states $|1\rangle$ and $|2\rangle$. When the Hamiltonian is of the form $\hat{H} = \hat{H}_0 + \hat{V}$ — with $\hat{H}_0$ being the Hamiltonian of a ‘bare’ system for which the eigenstates and energies are known and $\hat{V}$ representing additional interaction terms — then this basis can be chosen to be the eigenbasis of $\hat{H}_0$, giving $w$ a clear physical significance. The physical significance of $u$ and $v$ will be revisited later, but for now we can just consider them coordinates in an abstract Cartesian space in which we can visualise the following, particularly simple, geometric picture for the time evolution of $|\Psi\rangle$ enacted by the Hamiltonian $\hat{H}$ [76].

We have seen that the Hamiltonian in Equation (2.10) causes a physical spin to precess about the magnetic field vector at a characteristic angular Larmor frequency $\Omega_L$. By comparison, noting the definition of $\hat{S}_n$ from Equation (2.4), one can deduce that the Hamiltonian in Equation (2.15) will cause the pseudo-spin representation of the state vector $\Psi$ to precess about $\Omega$ at an angular frequency $\Omega = |\Omega|$. Figure 2.1 visualises this and, indeed, in this frame the Schrödinger equation can be recast in the form of the equation of motion for a classical magnetic moment precessing due to the torque exerted by a magnetic field

$$\frac{d\Psi}{dt} = \Omega \times \Psi. \quad (2.17)$$

For this reason, $\Omega$ is referred to in the literature as the field vector.$^3$ This reduces the problem of solving any time-independent two-level Hamiltonian to a matter of factorising it into the form given in Equation (2.14) and obtaining $\Omega$. The Bloch sphere picture then makes the time evolution of a general state trivial to visualise, and the eigenstates of the Hamiltonian are just those of the operator $(\Omega \cdot \hat{\sigma})/\Omega$ — the projection of the pseudo-spin along the field vector — with eigenenergies $\epsilon_0 \pm \hbar \Omega$.}

### 2.3 The interaction of light with a two-level atom

With all of this in mind, let us turn our attention to the specific problem of a two-level atom interacting with monochromatic light. An atom with just two internal energy states is a hypothetical convenience that can never be realised physically. However, the two-level model lends itself well to mathematical analysis and, in

---

$^3$We have defined the field vector with the opposite sign here to that found in a lot of other literature. Note that, while a real magnetic moment precesses clockwise around a magnetic field vector, our field vector is defined such that our pseudo-spin precesses counter-clockwise about it. This is the sign convention adopted by Metcalf and van der Straten among others, and is purely a matter of taste.
the case of an atom interacting with near-resonant light, it provides a good approximation of physical phenomena.

So, consider a model atom that has just two eigenstates of its internal Hamiltonian $\hat{H}_0$, ground $|1\rangle$ and excited $|2\rangle$, with associated eigenenergies $-\epsilon_0/2$ and $\epsilon_0/2$ respectively.

$$\begin{align*}
\hat{H}_0 |1\rangle &= -\frac{\epsilon_0}{2} |1\rangle = -\hbar \frac{\omega_0}{2} |1\rangle , \\
\hat{H}_0 |2\rangle &= \frac{\epsilon_0}{2} |2\rangle = \hbar \frac{\omega_0}{2} |2\rangle .
\end{align*}$$

The most general wavefunction, including its time dependence, is then

$$|\Psi(t)\rangle = c_1(t) |1\rangle + c_2(t) |2\rangle ,$$

where we have incorporated all of the time dependence of the state into the coefficients $c_{1,2}(t)$. In the absence of any perturbation, their evolution is then determined by the Schrödinger equation for the bare atom

$$i\hbar \frac{\partial}{\partial t} |\Psi(t)\rangle = \hat{H}_0 |\Psi(t)\rangle$$

yielding

$$c_{1,2}(t) = c_{1,2}(0)e^{\pm i\omega_0 t/2} .$$

A perturbation of the form

$$\hat{V}(t) = -\hat{d} \cdot \mathbf{E}(t)$$

arises as a result of an optical electric field, large enough to be treated classically. This corresponds to the energy of the atom’s quantum dipole moment $\hat{d}$ in a classical electric field $\mathbf{E}(t)$. If we assume the dipole moment is due to the displacement of a single electron then we can rewrite $\hat{d} = -e \hat{r}$ where $\hat{r}$ is the operator for the electron’s position relative to the atomic centre of mass.

We have assumed that $\mathbf{E} = \mathbf{E}(t)$ is a function of time only; that is to say it is uniform over the region of space in which it interacts with the atom. This is the dipole approximation and is valid provided that the electromagnetic wavelength is much larger than the
atom's radius, as it is for a typical optical transition in a ground-state atom.\footnote{Note that this picture only describes the internal dynamics of the atom, but does not explain the effect of radiation pressure on the atom's centre of mass that we shall consider explicitly in Section 2.6.1.}

For light linearly polarised in the $x$ direction we have $\mathbf{E}(t) = E \cos(\omega t - \phi) \mathbf{e}_x$ so that

$$\hat{V}(t) = e \hat{x} E \cos(\omega t - \phi). \quad (2.23)$$

Here $\phi$ has been used to specify the phase of the light field and $\hat{x}$ is the operator for the component of the electron's displacement along $\mathbf{e}_x$. Note that $\hat{x}$ has negative parity so that, provided $|2\rangle$ and $|1\rangle$ have well-defined parity, the matrix elements $\langle 1 | \hat{x} | 1 \rangle = \langle 2 | \hat{x} | 2 \rangle = 0$. Hence the matrix form of $\hat{V}(t)$ in the ($|1\rangle$, $|2\rangle$) basis can be written as

$$\hat{V}(t) = \begin{pmatrix} 0 & \hbar \Omega R \cos(\omega t - \phi) \\ \hbar \Omega R \cos(\omega t - \phi) & 0 \end{pmatrix} \quad (2.24)$$

This introduces the coupling constant

$$\Omega_R \equiv \langle 2 | \hat{x} | 1 \rangle \frac{eE}{\hbar} = \langle 1 | \hat{x} | 2 \rangle \frac{eE}{\hbar} \quad (2.25)$$

that we can take to be real for linearly polarised light that drives a $\Delta m = 0$ transition [77, §15.1].

The total Hamiltonian, including the perturbation, can then be written as

$$\hat{H} = \hat{H}_0 + \hat{V}(t) = \begin{pmatrix} -\hbar \omega_0/2 & \hbar \Omega_R \cos(\omega t - \phi) \\ \hbar \Omega R \cos(\omega t - \phi) & \hbar \omega_0/2 \end{pmatrix} \quad (2.26)$$

that can be factorised as per Equation (2.15) to give

$$\hat{H} = -\hbar \frac{\omega_0}{2} \hat{\sigma}_z + \hbar \Omega_R \cos(\omega t - \phi) \hat{\sigma}_x. \quad (2.27)$$

This is in the form of Equation (2.15), but the time dependence is unedifying. In the Bloch sphere picture this corresponds to a field vector with a constant $z$ component, whose $x$ component is oscillating between $\pm 2\Omega_R$ at an angular frequency $\omega$. Motivated
by the fact that this oscillation can be expressed as the sum of two counter-rotating vectors in the $x$–$y$ plane, it is instructive to consider the form of the Hamiltonian in a frame rotating in phase with one of them.

Take the component that is rotating clockwise around the $z$ axis. In part 2.1 it was demonstrated that the Hamiltonian in equation (2.6) causes a spin vector to precess about $\mathbf{e}_z$ clockwise at an angular frequency $-\gamma B$. Thus, borrowing from the time evolution operator in Equation (2.7), it is clear that the unitary operator

$$U_R(t) \equiv \exp \left( -\frac{i\omega t}{2} \hat{\sigma}_z \right)$$

(2.28)

will act to rotate an arbitrary state vector $|\Psi(t)\rangle$ counter-clockwise about $\mathbf{e}_z$ at an angular frequency $\omega$, just as it would in a frame rotating clockwise at the same frequency. We thus define our state vector in such a rotating frame to be

$$|\Psi_R(t)\rangle = U_R(t)|\Psi(t)\rangle = U_R(t)U(t)|\Psi(0)\rangle,$$

(2.29)

where $U(t)$ is the unitary time evolution operator for $\hat{H}$ in the rest frame. As this is not an inertial frame we can expect the physics to be different. However, plugging Equation (2.29) into the Schrödinger equation allows us to determine a new Hamiltonian $\hat{H}_R$ that is valid in this rotating frame,

$$\hat{H}_R |\Psi_R(t)\rangle = i\hbar \frac{\partial}{\partial t} |\Psi_R(t)\rangle$$

$$= i\hbar \frac{\partial}{\partial t} [U_R \mathcal{U} |\Psi(0)\rangle]$$

$$= i\hbar \left( \frac{\partial U_R}{\partial t} \mathcal{U} + U_R \frac{\partial \mathcal{U}}{\partial t} \right) |\Psi(0)\rangle$$

$$= i\hbar \frac{\partial U_R}{\partial t} \mathcal{U}_R (U_R |\Psi(0)\rangle) + U_R \left(i\hbar \frac{\partial \mathcal{U}}{\partial t} |\Psi(0)\rangle \right)$$

$$= i\hbar \frac{\partial U_R}{\partial t} \mathcal{U}_R |\Psi_R(t)\rangle + U_R \hat{H} |\Psi(t)\rangle$$

$$= \left( i\hbar \frac{\partial U_R}{\partial t} \mathcal{U}_R + U_R \hat{H} \mathcal{U}_R \right) |\Psi_R(t)\rangle,$$

$$\Rightarrow \hat{H}_R = i\hbar \frac{\partial U_R}{\partial t} \mathcal{U}_R + U_R \hat{H} \mathcal{U}_R.$$ 

(2.30)

Substituting (2.27) and (2.28) into (2.30) gives

$$\hat{H}_R = i\hbar \frac{\partial U_R}{\partial t} \mathcal{U}_R + U_R \hat{H} \mathcal{U}_R.$$
2.3 The interaction of light with a two-level atom

\[ \hat{H}_R = i\hbar \left( -\frac{i}{2} \hat{\sigma}_z \right) + \exp(-i\omega t \hat{\sigma}_z/2) \hat{H} \exp \left( i\omega t \hat{\sigma}_z/2 \right) \]
\[ = \hbar \frac{\omega}{2} \hat{\sigma}_z - \hbar \frac{\omega_0}{2} \hat{\sigma}_z + \hbar \Omega_R \cos(\omega t - \phi) \mathcal{U}_R \hat{\sigma}_x \mathcal{U}_R^{\dagger} \]
\[ = \hbar \left( \frac{\omega - \omega_0}{2} \right) \hat{\sigma}_z + \hbar \Omega_R \cos(\omega t - \phi) \begin{pmatrix} 0 & e^{-i\omega t} \\ e^{i\omega t} & 0 \end{pmatrix}. \tag{2.31} \]

A bit of algebra, expressing the cos function as a sum of complex exponentials, yields the following factorisation,

\[ \hat{H}_R = \frac{\hbar}{2} (\omega - \omega_0) \hat{\sigma}_z + \frac{\hbar}{2} \Omega_R \left( \cos(\phi) \hat{\sigma}_x + \sin(\phi) \hat{\sigma}_y \right) \]
\[ + \frac{\hbar}{2} \Omega_R \left( \cos(2\omega t - \phi) \hat{\sigma}_x + \sin(2\omega t - \phi) \hat{\sigma}_y \right). \tag{2.32} \]

This Hamiltonian still exhibits some time dependence, in a manner which could have been anticipated. Upon shifting into the frame of one rotating part of the linearly polarised oscillation, the counter-rotating part persists at twice the frequency.

Crucially, the \( \hat{\sigma}_z \) component of the Hamiltonian — analogous to the magnetic field in Equation (2.6) — is reduced by the fictitious field arising from the shift to a non-inertial frame. On resonance, when \( \omega = \omega_0 \), the two cancel entirely and the term vanishes.

Defining the detuning \( \delta \equiv \omega - \omega_0 \) of the optical field from the angular transition frequency, the Hamiltonian can be separated into two parts corresponding to the two lines in Equation (2.32). The first part is time-independent and affects a precession of the state about a stationary field vector \( \tilde{\Omega} = \Omega_R \cos \phi \tilde{e}_x + \Omega_R \sin \phi \tilde{e}_y + \delta \tilde{e}_z \) at a pseudo-Larmor angular frequency of \( \Omega = |\tilde{\Omega}| = \sqrt{\Omega_R^2 + \delta^2} \). We employ tildes to denote vectors in the rotating frame, but may drop them later on if the context is sufficiently obvious.

The remaining, time-dependent, part acts to rotate the state vector at angular frequency \( \Omega_R \) about an axis that rotates in the \( x-y \) plane at \( 2\omega \). If \( \omega \gg \Omega_R \) then this axis will rotate a full circle before the precession has advanced any considerable amount, and the net effect of the ‘torque’ will average out to 0. In this limit, it is a good approximation to drop the time-dependent terms from \( \hat{H}_R \) in what is known as the rotating wave approximation (RWA).
Figure 2.2: In the rotating frame, the state vector $\Psi$ evolves according to $\frac{d\Psi}{dt} = \Omega \times \Psi$, precessing about the field vector $\Omega$ at an angular frequency $\Omega = \sqrt{\delta^2 + \Omega^2 R}$. On resonance $\delta = 0$, an atom starting in the ground state $|1\rangle$, will follow a great circle and reach the excited state $|2\rangle$ at the ‘south’ pole after a time $t = \pi / \Omega R$. The further off resonance the optical field, the less far south the atom will get; the oscillations become faster while the enclosed area becomes smaller, with the speed of the state vector over the surface of the Bloch sphere only dependent on $\Omega R$.

Finally, then, the rotating frame Hamiltonian in the RWA reads

$$\hat{H}_R = \frac{\hbar}{2} \left( \delta \hat{\sigma}_z + \Omega_R \cos(\phi) \hat{\sigma}_x + \Omega_R \sin(\phi) \hat{\sigma}_y \right)$$

$$= \frac{\hbar}{2} \begin{pmatrix} \delta & -i\Omega e^{i\phi} \\ i\Omega e^{-i\phi} & -\delta \end{pmatrix}. \quad (2.33)$$

Sticking with the tildes to remind us that we are in the rotating frame, the corresponding evolution of the Bloch vector $\tilde{\Psi} = \tilde{u} \tilde{e}_x + \tilde{v} \tilde{e}_y + \tilde{w} \tilde{e}_z$, as given by Equation (2.17), is

$$\frac{d\tilde{u}}{dt} = -\delta \tilde{v} + \Omega_R \sin(\phi) \tilde{w}, \quad (2.34a)$$

$$\frac{d\tilde{v}}{dt} = \delta \tilde{u} - \Omega_R \cos(\phi) \tilde{w}, \quad (2.34b)$$

$$\frac{d\tilde{w}}{dt} = -\Omega_R \sin(\phi) \tilde{u} + \Omega_R \cos(\phi) \tilde{v}. \quad (2.34c)$$

These are a form of the optical Bloch equations (OBEs), analogous to the Bloch equations employed in NMR spectroscopy, and they
2.4 Rabi oscillations, $\pi$-pulses and $\pi/2$-pulses

Figure 2.3: Rabi oscillations for different values of the detuning $\delta$. (a) $\delta = 0$, (b) $\delta = \Omega R/2$, (c) $\delta = \Omega R$ and (d) $\delta = 2\Omega R$.

encapsulate the time evolution of the Bloch vector represented pictorially in Figure 2.2.

Consider the OBEs at resonance, that is $\delta = 0$. The field vector $\vec{\Omega}$ now lies in the $x$–$y$ plane so that the Bloch vector for an atom initially in the ground state $|1\rangle$ at the north pole will follow a great circle, passing through the south pole before returning to where it started. The atom oscillates between the ground and excited states, and the angular frequency of this oscillation is $\Omega R$. In terms of the excited state probability $|c_2|^2$ we find

$$|c_2|^2 = \frac{1}{2} (1 - \cos(\Omega R t)). \quad (2.35)$$

These oscillations are called Rabi oscillations, and $\Omega R$ is correspondingly referred to as the Rabi frequency, after the early NMR work of Isidor Rabi [78, 79].

It is clear in Figure 2.2 that introducing a detuning means that the Bloch vector for an atom starting in the ground state will no longer make it all the way to the south pole. The amplitude of the oscillations is reduced but the field vector is longer, representing an increase in frequency. The length $\Omega = \sqrt{\Omega_R^2 + \delta^2}$ is referred to as the generalised Rabi frequency. When $\delta = \Omega R$ the amplitude of the oscillations is reduced by a factor of two, peaking at $|c_2|^2 = |c_1|^2 = 1/2$. Clearly the ratio of $\delta$ to $\Omega R$ is important:
increasing $\Omega_R$ increases the range of detunings for which significant oscillations occur. As $\Omega_R$ is proportional to the amplitude of the optical field, this is an example of power broadening. Rabi oscillations for a variety of detunings are illustrated in Figure 2.3.

It is worth taking a moment now to introduce a couple of finite duration light–atom interactions that will prove useful later. On resonance, a pulse with a duration of half a Rabi period $T = \pi/\Omega_R$ will transfer an atom from the ground state to the excited state, or vice versa. Such a pulse is called a $\pi$-pulse, depicted on the Bloch sphere in Figure 2.4(a).

Similarly, a pulse lasting just a quarter of a Rabi period $T = \pi/2\Omega_R$ will prepare a state in an equal superposition of $|1\rangle$ and $|2\rangle$

$$\frac{1}{\sqrt{2}} \left( |1\rangle - i e^{i\phi} |2\rangle \right). \quad (2.36)$$

This $\pi/2$-pulse operation is depicted on the Bloch sphere in Figure 2.4(b) and, as the laser phase $\phi$ determines the orientation of the field vector in the $x$–$y$ plane, we see that this phase is imprinted on the phase of the superposition. This is of particular interest for atom interferometry, along with the action of a $\pi$-pulse on such a state. A $\pi$-pulse acting on a superposition is often termed a mirror pulse as it serves to invert the state amplitudes.$^5$ A $\pi/2$-pulse in this context is often referred to as a beamsplitter pulse, and these operations are the fundamental components of most optical atom interferometers.

$^5$With a phase factor, again dependent on the laser phase $\phi$. 

Figure 2.4: Finite duration, resonant laser pulses such as those shown here are the fundamental components of most optical atom interferometers, which often use two-photon resonances such as those described in Section 2.6 to minimise problematic spontaneous emission.
2.5 Light shifts and dressed states

Consider the expectation value of the atomic dipole moment in the laboratory (non-rotating) frame. Still considering linearly polarised light in the $x$ direction, we shall assume that the atomic dipole will be solely in the direction of the external field $\mathbf{d} = -e\mathbf{e}_x$, a reasonable assumption for one-electron atoms.

Recalling that we have established $\langle 1 | \hat{x} | 2 \rangle = 0$ and $\langle 1 | \hat{x} | 2 \rangle = \langle 2 | \hat{x} | 1 \rangle$, the dipole moment of a general state $| \Psi \rangle = c_1 | 1 \rangle + c_2 | 2 \rangle$ is then

$$\langle \hat{d} \rangle = -e \left( c_1^* c_2 | 1 \rangle \langle 1 | \hat{x} | 2 \rangle + c_2^* c_1 | 1 \rangle \langle 1 | \hat{x} | 2 \rangle \right) e_x$$

$$= -e \langle 1 | \hat{x} | 2 \rangle \left( e^{-i\omega t} c_1^* c_2 + e^{i\omega t} c_1 c_2^* \right) e_x$$

$$= -e \langle 1 | \hat{x} | 2 \rangle \left( \left[ c_1^* c_2 + c_1 c_2^* \right] \cos(\omega t) + i[\tilde{c}_1 \tilde{c}_2^* - \tilde{c}_1^* \tilde{c}_2] \sin(\omega t) \right) e_x$$

$$= -e \langle 1 | \hat{x} | 2 \rangle \left( \tilde{u} \cos(\omega t) + \tilde{v} \sin(\omega t) \right) e_x,$$

where we have used $\tilde{c}_{1,2} = e^{\mp i\omega t/2} c_{1,2}$ to relate the lab-frame dipole moment to the Bloch vector coordinates in the rotating frame.

We see that the dipole oscillates at the angular frequency $\omega$ of the optical field that drives it. Without losing generality, let us set the laser phase to $\phi = 0$. We can identify in-phase and quadrature components whose amplitudes are determined respectively by the $x$ coordinate $\tilde{u}$ and $y$ coordinate $\tilde{v}$ of the Bloch vector in the rotating frame. As it is energetically favourable for a dipole to align with an electric field, the time-averaged potential energy of the dipole in the oscillating field is proportional to the in-phase term. The quadrature term results in absorption of energy from the driving field, and the corresponding dipole radiation in all directions results in a dissipative scattering force. This is a very classical picture, but remains qualitatively true in the quantum description. We will revisit this in the next chapter, where we consider the effect of spontaneous emission. This introduces dissipation into the OBEs (2.34) that allows steady-state solutions for $\tilde{u}$ and $\tilde{v}$ to be found.

For now, consider the resonant case $\delta = 0$ in the absence of such dissipation. We have set $\phi = 0$ meaning the field vector lies parallel to $\mathbf{e}_x$ so that $\tilde{u} = 0$ and, for an atom starting in the ground state, $\tilde{v} = -\sin(\Omega_R t)$ oscillates between $\pm 1$ at the Rabi frequency.
Figure 2.5: Illustration of the Mollow triplet observed in the fluorescence emitted from resonantly driven atoms. Radiation is observed at the transition angular frequency $\omega_0$, with the modulation due to Rabi oscillations at the Rabi frequency $\Omega$ producing positive and negative sidebands.

$\Omega_R$. The dipole, oscillating at $\omega$, is thus modulated at $\Omega_R$ and we would expect the radiation from such a dipole to exhibit sidebands at the sum and difference frequencies $\omega \pm \Omega_R$. This is indeed apparent in the fluorescence light emitted from such a resonantly driven system; there we observe the classic Mollow triplet [80], an illustrative sketch of which is shown in Figure 2.5.

For a more quantum picture of this, and other effects, we turn to the treatment of Cohen-Tannoudji et al. [81] and reconsider the rotating frame Hamiltonian in Equation (2.33). As ever, its eigenstates are those that do not change with time, and these correspond to the Bloch vector being either parallel or anti-parallel to the field vector so that the cross product in $\frac{\partial \tilde{\Psi}}{\partial t} = \tilde{\Psi} \times \tilde{\Omega}$ vanishes. With reference to Equations (2.5) we see that these eigenstates are

\begin{align*}
|+\rangle &= \cos \frac{\theta}{2} |1\rangle + e^{i\phi} \sin \frac{\theta}{2} |2\rangle \quad \text{and} \quad (2.38a) \\
|\rangle &= e^{-i\phi} \sin \frac{\theta}{2} |1\rangle - \cos \frac{\theta}{2} |2\rangle, \quad (2.38b)
\end{align*}

where $\theta$ and $\phi$ are the polar angles describing the orientation of the field vector. By convention, $0 \leq \theta \leq \pi$ is measured from the ‘north’ pole corresponding to $|1\rangle$ and is defined equivalently by $\cos \theta = \delta/\Omega$ or $\sin(\theta) = \Omega_k/\Omega$, while $\phi$ is measured counterclockwise$^7$ from $\vec{e}_x$ and conveniently equates to the laser phase with our choice of signs.

\footnote{To an observer at the ‘north’ pole.}
These states form a natural basis in which to consider the light–atom system, and have eigenenergies

\[ \epsilon_\pm = \pm \frac{\hbar}{2} \Omega = \pm \frac{\hbar}{2} \sqrt{\delta^2 + \Omega^2}. \]  

These can be verified by substituting Equations (2.38) into the time-independent Schrödinger equation, but are also apparent from the fact that a superposition of these states will acquire phase at a rate \( \Omega \) in what is nothing more than the Rabi oscillations detailed in Section 2.4.

In the absence of any light–atom coupling, \( \Omega_R = 0 \) and the energy separation between the states is just given by the detuning \( \hbar \delta \).

Why should this be? In shifting into a frame rotating at the optical frequency, we factored the photon energy \( \hbar \omega \) out of the problem. The energy difference that remains is the difference between the the photon energy and the atomic transition. If we incorporate the photon energy in our lab frame picture then we observe an equivalence. Let us expand our lab frame Hamiltonian to include a term \( \hat{H}_{\text{light}} = \hbar (\hat{a}^\dagger \hat{a} + 1/2) \omega \) where \( \hat{a}^\dagger \hat{a} \) is the operator for the number of photons in the optical field,

\[ \hat{H} = \hat{H}_0 + \hat{V} + \hat{H}_{\text{light}}. \]  

When \( \hat{V} = 0 \), the eigenstates of the whole system can then be expressed as \( |\alpha, n\rangle \) where \( \alpha = 1, 2 \) labels the internal state of the atom and \( n \) is the integer number of photons in the optical mode of the laser. Incrementing \( n \) increases the energy by \( \hbar \omega \), resulting in the energy structure represented in Figure 2.6. For each value of \( n \) the atomic structure repeats, vertically shifted by \( \hbar \omega \).

Figure 2.6: Including the energy in the optical field containing \( n \) photons, states \( |1, n\rangle \) and \( |2, n-1\rangle \) are near-degenerate, separated in energy by \( \hbar \delta \) where \( \delta \) is the detuning of the photon angular frequency \( \omega \) from that of the atomic transition. The optical field loses a photon when it drives an atom from \( |1\rangle \) to \( |2\rangle \) and vice versa, so it is these near-degenerate levels that are coupled by the field.

When the coupling is reintroduced, a transition from \( |1\rangle \) to \( |2\rangle \) is mediated by absorption of a photon from the laser mode with a corresponding reduction of \( n \) by 1, while a transition from \( |2\rangle \) to \( |1\rangle \) via stimulated emission returns a photon to the field and increases \( n \) by 1. Consequently, only levels \( |1, n\rangle \leftrightarrow |2, n-1\rangle \) are coupled for any given value of \( n \). Such couplings are labelled with blue arrows in Figure 2.6 and the coupled states, including the photon energy, are nearly degenerate except for the energy difference introduced by the laser detuning \( \hbar \delta \). This is in agreement with the energy separation in the rotating frame; the result is the same however we account for the photon energy.
Figure 2.7: Dressed state energies as a function of detuning, relative to the energy of the bare state $|2, n - 1\rangle$. When $\delta \ll 0$, $|+\rangle (-\rangle) \approx |1, n\rangle (|2, n - 1\rangle)$ with a slight shift up (down) in energy. On the other side of the resonance $|+\rangle (-\rangle) \approx |2, n - 1\rangle (|1, n\rangle)$ and, from the perspective of the bare states, the sign of the shift is reversed. On resonance, while the bare states (dashed lines) would have the same energy, the dressed states are separated by $\hbar \Omega_R$ in an archetypal avoided crossing.

It would be more accurate, though, to substitute $|1\rangle \rightarrow |1, n\rangle$ and $|2\rangle \rightarrow |2, n - 1\rangle$ in Equations (2.38) to acknowledge the photons’ critical role. It is common parlance to say that the optical field ‘dresses’ the atom, and to refer to $|\pm\rangle$ as dressed states.

Far from resonance and to the red, when $\delta < 0$ and $|\delta| \gg \Omega_R$, the field vector is pointing very close to the south pole so that $\theta \approx \pi \Rightarrow \sin(\theta/2) \approx 1$ and $\cos(\theta/2) \approx 0$. Consequently, ignoring phase factors, $|+\rangle \approx |2, n - 1\rangle$ and $|-\rangle \approx |1, n\rangle$. In this limit the main effect of the light on the atom is to induce a shift in the state energies $\Delta \epsilon_{\pm} = \epsilon_{\pm} \mp \delta$ that we can calculate by taking a Taylor expansion of Equation (2.39) about $|\Omega_R/\delta| = 0$ to arrive at

$$\Delta \epsilon_{\pm} \approx \pm \left| \frac{\hbar \Omega_R^2}{4\delta} \right|,$$

taking the first nonzero term. We find a positive shift for $|+\rangle$, corresponding to the excited state $|2, n - 1\rangle$, and a negative shift to the ground state $|1, n\rangle$.

Far to the blue side of the resonance, Equation (2.41) for the shift to the dressed states remains valid but now the field vector is pointing north. We have $\theta \approx 0$ so that now $|+\rangle \approx |1, n\rangle$ and $|-\rangle \approx |2, n - 1\rangle$. The sign of the shift from the perspective of the bare states has thus reversed. This is immediately apparent...
from inspection of Figure 2.7, where the dressed state energies are compared to those of the bare states as a function of detuning.

As the magnitude of $\Delta \epsilon_{\pm}$ scales in proportion to $\Omega_R^2$, and this in turn is proportional to the optical intensity, this shift to the bare states is often referred to as the far-off-resonant light shift, or else the ac Stark shift as a counterpart to the similar shift induced by a dc electric field. We can use these shifts in order to gain considerable insights into many laser cooling and trapping processes, as we shall explore in the following chapter.

Figure 2.7 also shows the behaviour of the dressed states on resonance at $\delta = 0$. Here the atom is ‘maximally dressed’; each dressed state is an equal superposition of the ground and excited state, with opposite phase relationships. Consequently, while the bare states would here have equal energy, the dressed states are separated by $\hbar \Omega_R$ in an avoided crossing.

It is apparent from the plot that if one were to sweep the detuning of the laser through the resonance from far off on one side to far off on the opposite side, one could adiabatically transfer atoms from one bare state to the other [82]. With a bit of thought, one would conclude that this sweep should be slow relative to the Rabi frequency $\Omega_R$ but also fast with respect to the decay rate of the upper state so that spontaneous emission is negligible and the form of the OBEs in Equations (2.34) is valid. This process therefore just about warrants the oxymoronic term adiabatic rapid passage (ARP) that it has acquired in the literature [83–85], and is particularly useful when full population inversion is desired in an ensemble of atoms that may exhibit a broad range of detunings and Rabi frequencies due to, for example, Doppler shifts or variations in laser intensity. We shall revisit this in another context in Chapter 9.

To close this section we return to the Mollow triplet with which we began it, armed with this more quantum picture. Note that spontaneously emitted fluorescence light is not emitted into the laser mode, but rather in a random direction. It therefore results in the loss of a photon from the system we are considering so that $|2, n - 1\rangle$ decays to $|1, n - 1\rangle$. With this in mind, Figure 2.8 shows two sets of near-degenerate states from Figure 2.6, this time in frequency space. On the left the bare states are shown, corresponding to the laser being off. Note that four levels are shown but, on resonance, these would be completely degenerate.
Figure 2.8: The Mollow triplet can be understood as transitions between dressed states. Spontaneous emission in the absence of the optical coupling only occurs from state |2⟩ to |1⟩ but, as the eigenstates of the optically dressed atom are ‘contaminated’ with both bare states in nearly equal proportion close to resonance, all transitions are possible giving rise to three possible frequencies of the emitted radiation.

Of course, fluorescence is not observed when the laser is off as the excited state is negligibly populated.

Upon turning the laser on, we enter the dressed state picture; the near-degenerate states in each manifold are then separated in angular frequency by Ω. Now, near resonance each dressed state is a roughly equal superposition of ground and excited states; spontaneous emission between either of the dressed states in the upper manifold to either of the dressed states in the lower manifold is thus dipole allowed and will be observed. From Figure 2.8 we see that the different decay routes will yield light at three separate frequencies that correspond to the components of the Mollow triplet in Figure 2.5 that we previously explained in classical terms as a modulation applied to an oscillating dipole at the Rabi frequency. Once again, quantum mechanics agrees with classical intuition.

2.6 Effective two-level model of a three-level Raman system

Let us take a step closer to real-world physics and consider now a three-level atom interacting with a pair of lasers. Specifically, we consider a ground level in an alkali atom that exhibits hyperfine splitting, resulting in two stable ground states |1⟩ and |2⟩ separated by an angular frequency ω₀ that is typically in the microwave (GHz) range. Each of these levels is then optically coupled to an
excited state $|3\rangle$ by lasers operating at optical angular frequencies $\omega_1$ and $\omega_2$ respectively.

This closely resembles the system experimentally realised in this thesis, and indeed in many atom interferometers. We will see that, under particular conditions, the excited state $|3\rangle$ effectively drops out of the problem and it can be considered a two-level system with an effective field vector coupling $|1\rangle$ and $|2\rangle$ just as we have considered in the previous sections. The advantage of this system is that typically there is no direct dipole coupling between the ground states $|1\rangle$ and $|2\rangle$. While in our previous discussions we conveniently ignored spontaneous decay from $|2\rangle \rightarrow |1\rangle$, here it is genuinely negligible and we can consider it a closed system that evolves coherently over timescales measured in seconds. Nonetheless, the fact that the two levels are coupled by optical photons allows a relatively large recoil momentum to be associated with the transition. This combination of long-term coherence and large momentum transfer is particularly useful for atom interferometry, as we will explore in Chapter 4.

### 2.6.1 Internal and external degrees of freedom and the transfer of momentum

Thus far we have not considered the momentum imparted to the atom by the optical field, but now would seem like an opportune moment to do so. In general we can separate an atomic system into two uncorrelated subsystems: an ‘internal’ electronic structure whose Hamiltonian takes the form $\hat{H}_{\text{int}} = \sum_\alpha \hbar \omega_\alpha |\alpha\rangle \langle \alpha|$ and has energy eigenstates denoted $|\alpha\rangle$ with corresponding eigenenergies $\epsilon_\alpha = \hbar \omega_\alpha$, and an ‘external’ centre-of-mass part whose Hamiltonian takes the form of that for a free particle $\hat{H}_{\text{ext}} = |\hat{p}|^2/2m$, where $\hat{p}$ is the operator for the momentum of the atom’s centre-of-mass and $m$ is the total mass of the atom. The eigenstates of this second part are thus momentum eigenstates $|p\rangle$.

As the two parts are uncorrelated, the total Hamiltonian for the bare atom takes the form

$$\hat{H}_0 = \hat{H}_{\text{int}} \otimes \mathbb{1} + \mathbb{1} \otimes \hat{H}_{\text{ext}},$$

with eigenstates $|\alpha, p\rangle = |\alpha\rangle \otimes |p\rangle$.\(^9\) A general state can then be expressed in this basis as

\(^9\)That we can divide the problem in this manner is often taken for granted, but is not a banal point by any means. The constituent particles of the atom are highly correlated; if we treat their positions and momenta individually in the lab frame then we find an entangled system. Employing this trick of considering the electronic structure in relative coordinates in the centre-of-mass frame, in addition to the combined centre-of-mass momentum in the lab frame, we find two uncorrelated systems. Entanglement is relative [86, 87].
\[
\int d^3 p \sum_\alpha c_{\alpha,p}(t) |\alpha, p\rangle.
\] (2.43)

Suppose an optical field couples levels \(\alpha = a, b\) with an interaction term

\[\hat{V} = -\hat{d} \cdot \hat{E}(r, t),\] (2.44)

where we explicitly include the dependence of the electric field on the spatial coordinate \(r\) and we take it to be a plane wave propagating in a direction determined by the wavevector \(k\)

\[\hat{E}(r, t) = \hat{E}_0 \cos (k \cdot \hat{r} - \omega t + \phi) = \frac{\hat{E}_0}{2} \left( e^{i k \cdot \hat{r}} e^{-i \omega t} e^{i \phi} + e^{-i k \cdot \hat{r}} e^{i \omega t} e^{-i \phi} \right).\] (2.45)

This interaction can be treated for the internal part as in previous sections — we still assume that the optical wavelength is large compared to the size of the atom — but in the momentum basis the \(e^{\pm i k \cdot \hat{r}}\) terms act as translation operators [88]. Rewriting them using the closure relation

\[e^{\pm i k \cdot \hat{r}} = \int d^3 p e^{\pm i k \cdot \hat{r}} [p] \langle p | \] (2.46)

we retrieve the unsurprising and well-known result: absorbing or emitting a photon with wavevector \(k\) changes an atom’s centre-of-mass momentum by that of the photon \(\hbar k\). In practice this means that the state \(|a, p\rangle\) is only coupled to the single state \(|b, p + \hbar k\rangle\) by the optical interaction. We can denote the energies of these states

\[\hbar \omega'_a(p) = \hbar \omega_a + \frac{|p|^2}{2m}, \text{ and} \]
\[\hbar \omega'_b(p) = \hbar \omega_b + \frac{|p + \hbar k|^2}{2m}.\] (2.47)

This introduces a modified resonance condition. While in the previous sections we considered the optical field to be on resonance when the detuning \(\delta = \omega - (\omega_b - \omega_a) = 0\) — corresponding to the optical frequency being equal to the frequency difference between
the two internal states it coupled — now we see that we should include the external kinetic energy as well. We thus introduce the modified detuning

$$\delta'(p) = \omega - (\omega'_a(p) - \omega'_b(p))$$

$$= \delta - \frac{k \cdot p}{m} - \frac{\hbar|k|^2}{2m},$$

with the associated resonance condition $\delta' = 0$.

We see the resonance is modified by two shifts that we can immediately identify as the Doppler shift $k \cdot p/m = k \cdot v$ associated with an atom’s initial velocity $v$ in the frame of the laser, and the recoil shift $\hbar|k|^2/2m$ originating from the kinetic energy difference between the two states coupled by absorption or emission of a photon.

Conservation of energy and momentum makes this inevitable, and it could all have been derived by drawing a simple picture, such as that in Figure 2.9, where the total energy of each internal state is plotted as a function of the component of atomic momentum $p$ along the propagation axis of the laser. Photons are represented by arrows drawn from a point $\omega'_a(p)$ with a slope $c$ until they reach $p + \hbar k$. The detuning $\delta'$ is then just the vertical separation between the top of the arrow and the parabola representing the energy of the coupled state, up to a factor $\hbar$.

2.6.2 And back to the problem at hand

So let us return to the three level atom. Motivated by the discussion in the previous interlude, we introduce the wavevectors for our two lasers $k_{1,2}$ in addition to their angular frequencies $\omega_{1,2}$. Henceforth we will let these lie along the $z$ axis so that $k_{1,2} = k_{1,2} e_z$ and only consider the $z$ component of the atomic momentum that we denote $p$. If we assume that the first laser only couples the states $|1\rangle \leftrightarrow |3\rangle$ and the second only couples $|2\rangle \leftrightarrow |3\rangle$ then, again, for a ground state momentum $p$ we find that the lasers couple a closed ladder of momentum-inclusive states

$$|1'\rangle \equiv |1, p\rangle,$$

$$|2'\rangle \equiv |2, p + \hbar(k_1 - k_2)\rangle \quad \text{and}$$

$$|3'\rangle \equiv |3, p + \hbar k_1\rangle$$

(2.49)
with associated energies

\[ h\omega'_1(p) = \frac{p^2}{2m}, \]
\[ h\omega'_2(p) = h\omega_0 + \frac{(p + h[k_1 - k_2])^2}{2m}, \text{ and} \]
\[ h\omega'_3(p) = h\omega_3 + \frac{(p + hk_1)^2}{2m}, \]

(2.50)

\[ \delta'(p) \equiv (\omega_1 - \omega_2) - (\omega'_2(p) - \omega'_1(p)) \]  

(2.51)

respectively, relative to the energy of the \( p = 0 \) ground state.\(^{10}\)

Note that if we forgo this assumption and consider the coupling between all levels by all lasers then this ladder is no longer closed and the problem spans a much larger basis. However, we will consider the case where the two-photon detuning

\[ \delta'(p) \equiv (\omega_1 - \omega_2) - (\omega'_2(p) - \omega'_1(p)) \]  

(2.51)

is much smaller than the single photon detuning

\[ \Delta'(p) \equiv \omega_1 - (\omega'_2(p) - \omega'_1(p)). \]  

(2.52)

In this limit the dynamics are dominated by two-photon processes and the contributions from other couplings are negligible, with the exception of an additional light shift that is derived in \([89]\), making it reasonable to restrict our analysis to this basis of just three momentum-inclusive states.

In terms of the ‘bare’ one- and two-photon detunings, respectively defined as \( \Delta \equiv \omega_1 - \omega_3 \) and \( \delta \equiv (\omega_1 - \omega_2) - \omega_0 \), Equations (2.51) and (2.52) become

\[ \delta' = \delta - \frac{p(k_1 - k_2)}{m} - \frac{h(k_1 - k_2)^2}{2m}, \text{ and} \]
\[ \Delta' = \Delta - \frac{pk_1}{m} - \frac{hk_1^2}{2m}. \]  

(2.53a)

(2.53b)

We see that the single-photon detuning exhibits the Doppler and recoil shifts identified in Equation (2.48), while the two-photon detuning has equivalent shifts associated with the effective wavevector

\[ k \equiv k_1 - k_2 = (k_1 - k_2)e_z \equiv ke_z. \]  

(2.54)
2.6 Effective two-level model of a three-level Raman system

\[
p \quad \hbar \delta' \quad \hbar \Delta' \quad \hbar \omega_1 \quad \hbar \omega_2 \quad \hbar \delta' \quad \hbar \Delta'
\]

\[
|1\rangle \quad |2\rangle \quad |3\rangle
\]

We will consider the limit where \( \Delta \) is much greater than any of these shifts so that \( \Delta' \approx \Delta \) is effectively constant. However, we will find in later chapters that the shifts to \( \delta' \) are central to atom interferometry experiments. We note that these shifts are considerable when the lasers are counter-propagating. In this arrangement \( k_2 \approx -k_1 \Rightarrow k \approx 2k_1 \). By contrast, when the lasers are co-propagating \( k_2 \approx k_1 \) and \( k \approx 0 \).

These detunings and shifts are represented graphically in Figure 2.10 for both the co- and counter-propagating cases. The co-propagating photons, represented by dashed arrows, have the same slope and couple states \( |1, p\rangle \) and \( |2, p + \hbar k\rangle \) with very similar momenta; the counter-propagating photons, represented by solid lines, have slopes with opposite signs and couple states with a correspondingly large momentum separation \( \hbar k \).
Let us proceed to treat the system in a similar manner to the way we approached the two-level problem in Section 2.3. In our restricted three-state basis, the most general state is

\[ |\Psi\rangle = c_1(t) |1, p\rangle + c_2(t) |2, p + \hbar(k_1 - k_2)\rangle + c_3(t) |3, p + \hbar k_1\rangle , \quad (2.55) \]

which we express in column vector form

\[ |\Psi(t)\rangle = \begin{pmatrix} c_1(t) \\ c_2(t) \\ c_3(t) \end{pmatrix} , \quad (2.56) \]

allowing us to represent the bare atomic Hamiltonian with the diagonal matrix

\[ \hat{H}_0 = \begin{pmatrix} \hbar \omega'_1 & 0 & 0 \\ 0 & \hbar \omega'_2 & 0 \\ 0 & 0 & \hbar \omega'_3 \end{pmatrix} . \quad (2.57) \]

Here we have omitted the explicit dependence of the eigenenergies on \( p \) for brevity.

As before, the operator for the interaction energy is given by

\[ \hat{V} = -\hat{d} \cdot \hat{E} \]

that we represent with the matrix

\[ \hat{V} = \begin{pmatrix} V_{11} & V_{12} & V_{13} \\ V_{12}^* & V_{22} & V_{23} \\ V_{13}^* & V_{23}^* & V_{33} \end{pmatrix} . \quad (2.58) \]

The electric field operator from the combined laser fields is

\[ \hat{E} = \sum_{l=1,2} \text{Re} \left( \hat{E}_l e^{i(k_l z - \omega_l t + \phi_l)} \right) , \quad (2.59) \]

where \( l \) enumerates the laser fields, \( \hat{E}_l \) encodes their respective polarisations and \( \phi_l \) their phases. Recall that the effect of the spatial variation of the electric field on the momentum part of the states has already been accounted for in our choice of basis and the corresponding eigenenergies. The optical wavelength is still large.
with respect to the spatial extent of the atom, so we can proceed to treat the interaction in the dipole approximation which we do by evaluating at $z = 0$, making the matrix elements of $\hat{V}$

$$V_{\alpha\beta} = \langle \alpha' | - \hat{d} \cdot \sum_{l=1,2} \text{Re} \left( \hat{E}_l e^{-i(\omega_l t - \phi_l)} \right) | \beta' \rangle, \quad (2.60)$$

with $\alpha, \beta = 1, 2, 3$ and the primed kets defined in Equation (2.49).

Now, as before, the odd parity of the dipole operator and the well defined parity of the basis states ensure that the diagonal elements $V_{\alpha\alpha}$ vanish; states are not coupled to themselves. We intimated at the start of this section that for many systems of interest the $|1'\rangle \leftrightarrow |2'\rangle$ transition is not dipole allowed. This is the case for the two hyperfine ground levels of Rubidium, as used in this work, and is the case we shall consider here. Thus the $V_{12}$ matrix element also vanishes.

The only nonzero matrix elements left to consider are then

$$V_{\alpha 3} = \langle \alpha' | - \hat{d} \cdot \sum_{l=1,2} \text{Re} \left( \hat{E}_l e^{-i(\omega_l t - \phi_l)} \right) | 3' \rangle = \sum_{l=1,2} \hbar \text{Re} \left( \Omega_{l\alpha} e^{-i(\omega_l t - \phi_l)} \right), \quad (2.61)$$

where $\alpha = 1, 2$ and $\Omega_{l\alpha} = \langle \alpha' | - \hat{d} \cdot \hat{E}_l | 3' \rangle / \hbar$ is the Rabi frequency for the coupling of state $|\alpha'\rangle$ to the excited state $|3'\rangle$ by the $l$th laser. We have neglected at this stage to make any assumptions about the polarisation of either laser, and so we note that the $\Omega_{l\alpha}$ may, in general, be complex.

We now explicitly make the simplification, justified above and implicit in our choice of a closed basis, that laser $l = 1, 2$ only couples states $|1'\rangle \leftrightarrow |3'\rangle$. This corresponds to setting $\Omega_{12} = \Omega_{21} = 0$, making the total Hamiltonian $\hat{H} = \hat{H}_0 + \hat{V}$ including the interaction

$$\hat{H} = \hbar \begin{pmatrix} \omega_1' & 0 & \text{Re} \left( \Omega_{11} e^{-i(\omega_1 t - \phi_1)} \right) \\ 0 & \omega_2' & \text{Re} \left( \Omega_{22} e^{-i(\omega_2 t - \phi_2)} \right) \\ \text{Re} \left( \Omega_{11} e^{-i(\omega_1 t - \phi_1)} \right) & \text{Re} \left( \Omega_{22} e^{-i(\omega_2 t - \phi_2)} \right) & \omega_3' \end{pmatrix}. \quad (2.62)$$
To proceed further, we transform into a new frame given by a carefully chosen unitary transformation

\[
\hat{U}_R(t) = \begin{pmatrix}
e^{i\omega'_1 t} & 0 & 0 \\
0 & e^{i(\omega'_2 + \delta') t} & 0 \\
0 & 0 & e^{i(\omega'_3 + \Delta')} 
\end{pmatrix}.
\] (2.63)

State vectors and operators in this frame then take the respective forms

\[
|\tilde{\Psi}(t)\rangle = \begin{pmatrix}
\tilde{c}_1(t) \\
\tilde{c}_2(t) \\
\tilde{c}_3(t)
\end{pmatrix} = \hat{U}_R(t) |\Psi(t)\rangle = \begin{pmatrix}
e^{i\omega'_1 t}c_1(t) \\
e^{i(\omega'_2 + \delta') t}c_2(t) \\
e^{i(\omega'_3 + \Delta') t}c_3(t)
\end{pmatrix}, \text{ and}
\] (2.64a)

\[
\hat{O}(t) = \hat{U}_R(t)\hat{O}(t)\hat{U}_R^\dagger(t).
\] (2.64b)

This transformation is designed to eliminate the time dependence from the Hamiltonian and is akin to our translation to a rotating frame in Section 2.3. Plugging Equations (2.62) and (2.63) into Equation (2.30) to find the effective Hamiltonian \(\hat{H}_R\) in this new frame we get

\[
\hat{H}_R = \begin{pmatrix}
0 & 0 & \hat{V}_{13} \\
0 & -\hbar \delta' & \hat{V}_{23} \\
\hat{V}_{13}^* & \hat{V}_{23}^* & -\hbar \Delta'
\end{pmatrix},
\] (2.65)

where the interaction terms are

\[
\hat{V}_{13} = \hbar \ e^{-i(\Delta' + \omega'_3 - \omega'_1)t} \Re \left( \Omega_{11} e^{-i(\omega_1 t - \phi_1)} \right), \text{ and}
\]

\[
\hat{V}_{23} = \hbar \ e^{-i(\Delta' - \delta' + \omega'_3 - \omega'_2)t} \Re \left( \Omega_{22} e^{-i(\omega_2 t - \phi_2)} \right).
\] (2.66)

By expanding the real values in terms of complex values plus their conjugates we can identify terms \(e^{i(\omega_1 - \omega'_1,2) - \Delta})t\) and \(e^{i(\omega_2 - \omega'_1,2) - (\Delta' - \delta'))t\) which equate to unity, with the time dependence cancelling out as hoped. The remaining terms oscillate at approximately double the optical angular frequencies \(\omega_{1,2}\). Provided \(\omega_{1,2} \gg |\Omega_{11}|, |\Omega_{22}|, \Delta', \delta'\), we can neglect these fast, counter-rotating, terms in a generalisation of the RWA that we made back in Section 2.3. In doing so, the rotating frame Hamiltonian finally becomes
$\hat{H}_R = \frac{\hbar}{2} \begin{pmatrix} 0 & 0 & \Omega_{11} e^{-i\phi_1} \\ 0 & -2\delta' & \Omega_{22} e^{-i\phi_2} \\ \Omega_{11}^* e^{i\phi_1} & \Omega_{22}^* e^{i\phi_2} & -2\Delta' \end{pmatrix}$, \hspace{1cm} (2.67)

leading to three, coupled, differential equations for the state amplitudes $\tilde{c}_{\alpha}$ in the rotating frame

\[
\begin{align*}
\frac{\partial \tilde{c}_1}{\partial t}(t) &= -i\frac{1}{2}\Omega_{11} e^{-i\phi_1} \tilde{c}_3(t) \hspace{1cm} (2.68a) \\
\frac{\partial \tilde{c}_2}{\partial t}(t) &= i\delta' \tilde{c}_2(t) - i\frac{1}{2}\Omega_{22} e^{-i\phi_2} \tilde{c}_3(t) \hspace{1cm} (2.68b) \\
\frac{\partial \tilde{c}_3}{\partial t}(t) &= -i\frac{1}{2}\Omega_{11}^* e^{i\phi_1} \tilde{c}_1(t) - i\frac{1}{2}\Omega_{22}^* e^{i\phi_2} \tilde{c}_2(t) + i\Delta' \tilde{c}_3(t). \hspace{1cm} (2.68c)
\end{align*}
\]

These look formidable initially, but can be reduced by employing the dark art of adiabatic elimination. This has been rationalised in different ways [90–92] but usually relies on the fact that we are considering the case of large single-photon detuning $\Delta' \gg \delta'$ in conjunction with the additional assumption that the coupling is sufficiently weak so that $\Delta' \gg |\Omega_{11}|, |\Omega_{22}|$ as well.

This allows us to identify the final term in Equation (2.68c) as a driver of oscillations in $\tilde{c}_3(t)$ at a much faster rate than anything else in the system. For an initial condition $\tilde{c}_3(0) = 0$ these will act to keep the value of $\tilde{c}_3(t)$ small and it is then common practice to set its time derivative to zero. This may or may not be immediately intuitive;\textsuperscript{11} for a bit of intuition, we therefore identify the cycle period of the fast oscillations as $T = \frac{2\pi}{\Delta'}$ and proceed to calculate the cycle average $\langle \tilde{c}_3(t) \rangle = \frac{1}{T} \int_t^{t+T} \tilde{c}_3(t') \, dt'$ by integrating Equation (2.68c):

\[
\frac{1}{T} \int_t^{t+T} \frac{\partial \tilde{c}_3}{\partial t'}(t') \, dt' = -i \frac{1}{2} \frac{1}{T} \int_t^{t+T} dt' \left( \Omega_{11}^* e^{i\phi_1} \tilde{c}_1(t') + \Omega_{22}^* e^{i\phi_2} \tilde{c}_2(t') \right) + i\Delta' \frac{1}{T} \int_t^{t+T} dt' \tilde{c}_3(t'). \hspace{1cm} (2.69)
\]

Here, the integral on the left-hand side evaluates to $\tilde{c}_3(t+T) - \tilde{c}_3(t)$. As the cycle period $T$ is short then — in a first order approximation — we can assume that after a full cycle $\tilde{c}_3(t)$ will return to where it started and we can, indeed, set this term to zero. By the
same logic, we assume that the other amplitudes do not vary considerably over the cycle so that we can make the approximation $\tilde{c}_{1,2}(t') \approx \tilde{c}_{1,2}(t)$ and take them out of the integral.

We thus arrive at a first order approximation for the cycle average

$$\langle \tilde{c}_3(t) \rangle \approx \frac{1}{2\Delta'} \left( \Omega_{11}^* e^{i\phi_1} \tilde{c}_1(t) + \Omega_{22}^* e^{i\phi_2} \tilde{c}_2(t) \right)$$

that we can substitute for $\tilde{c}_3(t)$ in Equations (2.68a) and (2.68b), turning them into coarse-grained equations for the slow dynamics that smooth over the fine-grained ripples induced by the rapid oscillations. This first-order approximation is far from completely watertight, for example it varies depending on the particular choice of rotating frame, but in practice it is sufficient for everything we wish to illustrate here. More discussion and higher order approximations can be found in [92–94], but for now we arrive at the effective two-level Hamiltonian for $\tilde{c}_{1,2}$ that arises from this coarse-grained treatment,

$$\hat{H}_2 = \frac{\hbar}{2} \left( \frac{\Omega_{11}^2}{2\Delta'} - \frac{\Omega_{22}^2}{2\Delta'} + \frac{\Omega_{11}^* \Omega_{22}^*}{2\Delta'} e^{i(\phi_2 - \phi_1)} \hat{\sigma}_z + \frac{\delta_L}{2\Delta'} \right).$$

Defining new quantities

$$\delta_L \equiv \delta' - \frac{\Omega_{11}^2}{4\Delta'} + \frac{\Omega_{22}^2}{4\Delta'}$$
$$\phi_L \equiv \phi_1 - \phi_2 - \arg(\Omega_{11} \Omega_{22}^*),$$

this can be factorised as per Equation (2.15)

$$\hat{H}_2 = \frac{\hbar}{2} \left( \frac{\Omega_{11}^2}{4\Delta'} - \frac{\Omega_{22}^2}{4\Delta'} \right) \mathbb{I} + \frac{\Omega_{11}^* \Omega_{22}^*}{2\Delta'} \cos(\phi_L) \hat{\sigma}_x + \frac{\Omega_{11}^* \Omega_{22}^*}{2\Delta'} \sin(\phi_L) \hat{\sigma}_y + \delta_L \hat{\sigma}_z,$$

with the associated field vector

$$\tilde{\Omega} = \left( \frac{\Omega_{11} \Omega_{22}^*}{2\Delta'} \cos(\phi_L), \frac{\Omega_{11}^* \Omega_{22}^*}{2\Delta'} \sin(\phi_L), \delta_L \right).$$
where we resume employing the tilde as a reminder that we are in a rotating frame. We see that the two stable states are coupled by the two-photon stimulated Raman process in a manner directly analogous to the simple two-level, single-photon, picture we considered in Section 2.3. We can identify the on-resonance Rabi frequency

\[ \Omega_R = \frac{|\Omega_{11}\Omega_{22}|}{2\Delta'} \approx \frac{|\Omega_{11}\Omega_{22}|}{2\Delta} \]  

(2.76)

and a shifted resonance condition \( \delta_L = 0 \). The shift to the resonance, defined in Equation (2.72), has a pleasing interpretation: by comparison to Equation (2.39) we see that it is just the result of the far-off-resonant light shift experienced by the states \( |1'\rangle \) and \( |2'\rangle \) due to their couplings to the excited state by lasers \( l = 1 \) and \( l = 2 \) respectively. This is where the coupling terms that we neglected from Equation (2.62) — and indeed additional couplings to even-more-off-resonant states not previously considered — reenter the problem: they manifest as a shift to the resonance. In general we can clump these shifts together in a single parameter \( \delta_{ac} \) and, redefining

\[ \delta_L \equiv \delta' + \delta_{ac}, \]  

(2.77)

our solution still holds.

The role of the laser phase from the single-photon case is played here by \( \phi_L \), the relative phase between the two lasers that corresponds to the phase of the beatnote that would exist between them. This can be varied by phase modulation of just one of the beams, as will become important in later chapters.
Absorption, stimulated emission and spontaneous emission. A physicist will be aware of these three processes from pretty much the start of their career, and will likely spend a great deal of time thinking about them regardless of their specialism.

They will likely be aware of Einstein’s rate equations and his $A$ and $B$ coefficients long before any formal studies in quantum mechanics. A course in statistical mechanics will tell them that the rate of absorption $B_{12}$, corresponding to the excitation of an atom from energy level 1 to 2, is equal to the rate of stimulated emission $B_{21}$ multiplied by the ratio $g_2/g_1$ of the level degeneracies. In the same course they will perhaps derive the relationship

$$A_{21} = \frac{\hbar \omega^3}{\pi^2 c^3} B_{21},$$

(3.1)

that links the rate of spontaneous emission $A_{21}$ to that of stimulated emission $B_{21}$ (at a given angular frequency of radiation $\omega$), from thermodynamic principles [79]. This may well be several years before they are proficient enough in quantum mechanics to derive an expression for $B_{12}$ using time-dependent perturbation theory after which, for many, the picture will be complete. Some may go further, studying quantum field theory and coming to understand $A_{21}$ quantitatively as arising from coupling of the atom to modes of the quantised electromagnetic vacuum.

If they go into experimental atomic physics, on the other hand, they will likely take home the message that the $A$ and $B$ coefficients are properties of the atom that result in the probabilistic decay of any excited state — and the corresponding emission of a photon — at a characteristic rate $\gamma$ that has an associated lifetime $\tau = 1/\gamma$ and can be measured experimentally.\(^1\) It is from this basis that we will launch into this chapter, phenomenologically

\(^1\)When there are several possible states to which it can decay then there will be a characteristic rate for each one and $\gamma$ will equate to their sum. The ratios of the individual decay rates to $\gamma$ are then known as branching ratios. Again, these are measurable quantities, but for now we will concern ourselves with closed atomic transitions that have only one decay path.
Chapter 3 Less coherent manipulation of atoms with laser light

Figure 3.1: Monte Carlo simulations of the fraction of N=1000 atoms in the excited state during a laser excitation (solid lines) compared to a numerical integration of Equations (3.2) (dashed lines) for (a) $\Omega_R = 4\gamma$, $\delta = 0$, (b) $\Omega_R = 1\gamma$, $\delta = 0$, (c) $\Omega_R = \delta = 4\gamma$.

incorporating our understanding of spontaneous emission into the coherent dynamics that we discussed last chapter in order to determine how they are disrupted and what new physics emerges. This will lead to an understanding of the laser cooling and trapping processes used in all of the experiments that follow, and that are central to the work in Part III.

3.1 Spontaneous emission in the OBEs

Consider an ensemble of atoms, all prepared in the ground state and driven by a resonant laser. Each atom will undergo Rabi oscillations at the same rate, and these could be observed by measuring the fraction of atoms in the excited state after interaction with the laser for varying times $t$. That is, until spontaneous emission is considered. This is a stochastic process that an individual atom will instantaneously return to the ground state at a random time so that it no longer oscillates in sync with the rest of the ensemble.

After many spontaneous emission events, the relative phases between the Rabi oscillations of the atoms in the ensemble will be completely randomised and, on measuring the fraction of atoms $N_2/(N_1 + N_2)$ in the excited state, one would expect to measure a value that is independent of $t$.

The rate of this randomisation process is determined by $\gamma$ and one might infer that, for $\Omega_R \gg \gamma$, many Rabi oscillations would be observed before $N_2/(N_1 + N_2)$ eventually settles to a steady-state
value of $1/2$. On the other hand, for $\Omega_R \ll \gamma$, the probability of an atom completing a full Rabi cycle before a decay occurs is small. Atoms in the ensemble will tend to remain near the ‘north’ pole of the Bloch sphere — corresponding to the ground state $|1\rangle$ — no oscillations would be discernible and, for decreasing $\Omega_R$, one would find $N_2/(N_1 + N_2) \to 0$.

We can show this by conducting a Monte Carlo simulation of an ensemble of atoms, incorporating these stochastic decays, to produce the solid lines in Figure 3.1 that represent the fraction of the atoms measured in the excited state as a function of time for different values of $\Omega_R$ and the detuning $\delta$. The dashed lines are a numerical integration of the full form of the OBEs that incorporate decay terms to account for these new dynamics:

$$\frac{d\tilde{u}}{dt} = -\delta \tilde{v} + \Omega_R \sin(\phi) \tilde{w} - \frac{\gamma}{2} \tilde{u} \quad (3.2a)$$
$$\frac{d\tilde{v}}{dt} = \delta \tilde{u} - \Omega_R \cos(\phi) \tilde{w} - \frac{\gamma}{2} \tilde{v} \quad (3.2b)$$
$$\frac{d\tilde{w}}{dt} = -\Omega_R \sin(\phi) \tilde{u} + \Omega_R \cos(\phi) \tilde{v} + \gamma (1 - \tilde{w}) \quad (3.2c)$$

A derivation, or at least justification, of these equations is given in Appendix A. It is important to highlight a shift here: $\tilde{\Psi} = (\tilde{u}, \tilde{v}, \tilde{w})$ now represents the average state vector for all of the atoms in the ensemble. Formally, the ensemble would be represented by a density matrix that arises from a reformulation of quantum mechanics to describe such statistical mixtures [81]. In practice, at least for this thesis, it is sufficient to continue thinking of the individual atomic state vectors as lying on the surface of the Bloch sphere, while noting that — as they may point in different directions — their average $\tilde{\Psi}$ may reside inside it.

### 3.2 Dephasing versus decoherence

As a brief aside, it is worth noting that spontaneous emission damping is not the only reason that we observe decay in Rabi oscillations. In many atom interferometry experiments, including those in this thesis, two-photon Raman transitions such as those considered in Section 2.6 are employed that result in an effective two-level system with negligible spontaneous emission. Nonetheless, Rabi oscillations will decay over time periods much shorter than the effective lifetime of the dipole-forbidden transition.
These decays are caused by variations in laser detuning — typically Doppler induced — and Rabi frequency among the atoms in the ensemble. Each atom undergoes uninterrupted, sinusoidal Rabi oscillations for the duration of the interaction, but the spread of different frequencies and amplitudes within the ensemble results in them dephasing over time. However, this is still a coherent process; the system retains a memory of its initial state and in principle the interaction could be reversed so that all of the oscillations rephase again. This is beautifully demonstrated in the spin echo Rabi oscillations presented in [89].

By contrast, the random nature of spontaneous emission acts to erase any dependence of the system on the initial conditions and is inherently an irreversible, incoherent, process. It is thus an example of decoherence, as opposed to the dephasing just described. While dephasing can be mitigated with coherent control techniques like those we investigate in Chapter 9, decoherence can only be combated by minimising the coupling of the system to its environment.

### 3.3 Forces on a two-level atom

The damping terms introduced to the OBEs to account for spontaneous emission allow them to reach a steady state. Physically, each atom will plot a cyclic trajectory on the surface of the Bloch sphere that, after its first spontaneous emission, is guaranteed to pass through the ground state, but with a repeatedly randomised phase. For times \( t \gg \tau \) the state of the ensemble is completely independent of its initial state, and is characterised by an average field vector determined by setting the time derivatives in Equations (3.2) to zero. If we let the laser phase \( \phi = 0 \) then we find the components of this averaged field vector to be

\[
\begin{align*}
\tilde{u} &= 2\frac{\delta}{\Omega R} \frac{s_0}{1 + (2\delta/\gamma)^2 + s_0} \\
\tilde{v} &= -\frac{\gamma}{\Omega R} \frac{s_0}{1 + (2\delta/\gamma)^2 + s_0} \\
\tilde{w} &= 1 + \left(\frac{2\delta}{\gamma}\right)^2 \frac{1}{1 + \left(\frac{2\delta}{\gamma}\right)^2 + s_0}.
\end{align*}
\]

Here
Recalling that, for our linearly polarised light,
\[ e\langle 1|\hat{x}|2\rangle = \hbar \Omega R / E \]
and is real. We also persist with the dipole approximation, assuming that the dimension of the atom is small with respect to the optical wavelength.

\[ s_0 = 2 \left( \frac{\Omega R}{\gamma} \right)^2 \]  
(3.4)

is called the saturation parameter. When it is large \( \tilde{w} \to 0 \), corresponding to half of the ensemble being in the excited state, and when it is small \( \tilde{w} \to 1 \) and most of the ensemble is found in the ground state. This quantifies what we inferred from intuition in Section 3.1: it is the ratio of the Rabi frequency to the decay rate that determines the fraction of excited atoms in the steady state.

In Section 2.5 we identified that, when \( \phi = 0 \), \( \tilde{u} \) and \( \tilde{v} \) are respectively proportional to the amplitudes of the in-phase and quadrature components of the atomic dipole moment relative to the laser. Now, in the steady state limit, Equations (3.3) represent the components of both the instantaneous ensemble-averaged state vector, and the time-averaged state vector of any individual atom. Using the steady state values of \( \tilde{u} \) and \( \tilde{v} \) in our expression for the dipole moment, then, we can calculate the time-averaged force the laser exerts on an atom from the instantaneous force

\[ F = -\nabla \left( -\langle \hat{d} \cdot \hat{E} \rangle \right) , \]  
(3.5)

the spatial derivative of the expectation value for the energy of the atomic dipole moment in an electric field \( E \).

In common with our treatment in Chapter 2, we will continue to consider the electric field to be linearly polarised in the \( x \) direction and assume that the atomic dipole moment aligns to it. Furthermore, we will consider a travelling wave in the positive \( z \) direction, again with amplitude \( E \), giving \( E = E \cos(\omega t - k z) e_x \). Combined with the expression for the dipole moment in Equation (2.37), we arrive at an expression for the instantaneous force at \( z = 0 \) [95],\(^3\)

\[ F = -\hbar \left( \tilde{u} \cos(\omega t) + \tilde{v} \sin(\omega t) \right) \times \left( \nabla \Omega R \cos(\omega t) + \Omega R k \sin(\omega t) e_z \right) , \]  
(3.6)

where we account for the fact that the Rabi frequency may vary spatially due to amplitude variations of the electric field within, for instance, a focused Gaussian beam.

\(^3\) Recalling that, for our linearly polarised light, \( e\langle 1|\hat{x}|2\rangle = \hbar \Omega R / E \) and is real. We also persist with the dipole approximation, assuming that the dimension of the atom is small with respect to the optical wavelength.
Explicitly averaging over the fast oscillations at the optical angular frequency $\omega$ then only the products of in-phase terms remain, picking up a factor of $1/2$ from the cycle average,

$$\langle F \rangle = -\frac{1}{2} (\bar{u}h\nabla\Omega_R + \bar{v}\Omega_R\hbar k e_z). \quad (3.7)$$

By equating $\bar{u}$ and $\bar{v}$ to their steady-state values given by Equations (3.3), we implicitly consider the force to be averaged over timescales corresponding to the decay rate $\gamma$, that is typically much slower than the optical oscillations. Doing so, we can immediately make a couple of qualitative observations.

Firstly, when $\bar{u}$ is large and negative then the atomic dipole moment is in phase with the electric field, aligning to it. This is energetically favourable, and the atom will reduce its energy still further if the electric field is increased. The first term then results in a force proportional to $\nabla\Omega_R$ and the atom climbs the hill to the point where the electric field amplitude is greatest. On the other hand, if $\bar{u}$ is large but positive, the dipole moment is $\pi$ out of phase with the driving field and the atom feels a force towards lower amplitudes. From Equation (3.3a) we see that the sign of $\bar{u}$ corresponds to that of the detuning $\delta$. We conclude that, on average, atoms will be attracted to regions of high-intensity red-detuned light and repelled from regions of high-intensity blue-detuned light.

Secondly, when $\bar{v}$ is large and negative then the phase of the oscillating dipole moment is retarded by $\pi/2$ relative to that of the electric field.\(^4\) Classically, we would identify this as the condition in which the electric field does maximal work, transferring the most energy to the dipole with each cycle. Quantum mechanically, we might infer that this is when the atom exchanges the most photons with the field. As spontaneous emission in all directions breaks the symmetry between the rate of absorption and stimulated emission in the direction of the travelling wave, over many absorption cycles this exchange results in a force along the direction of the beam. The second term in Equation (3.7) encapsulates this and, noting the presence of the photon momentum $\hbar k e_z$, we might infer — and will confirm shortly — that $\bar{v}\Omega_R/2$ corresponds to the photon scattering rate.

The two terms in Equation (3.7) are therefore commonly referred to as the dipole force and scattering force respectively, $\langle F \rangle = \langle F_{\text{dip}} \rangle + \langle F_{\text{scatt}} \rangle$. The ratio $\bar{u}/\bar{v} = -2\delta/\gamma$ confirms that the

\(^4\)By inspection of Equation (3.3b), we see that the steady state value of $\bar{v}$ is never positive.
dipole term dominates at large detuning, while the scattering term dominates near resonance.

### 3.3.1 The dipole force

A significant result arises if we rewrite the dipole term as the spatial derivative of an effective potential:

\[
\langle F_{\text{dip}} \rangle = - \nabla \left[ \frac{\hbar}{2} \int \tilde{u} \, d\Omega_R \right] \\
= - \nabla \left[ \frac{\hbar}{2} \delta \ln \left( \gamma^2 + 4\delta^2 + 2\Omega^2_R \right) \right] \\
= - \nabla \left[ \frac{\hbar}{2} \delta \ln \left( 1 + \frac{2\Omega^2_R}{\gamma^2 + 4\delta^2} \right) \right] \approx - \nabla \left[ \frac{\hbar \Omega^2_R}{4\delta} \right],
\]

in the limit of large detuning \( \delta \gg \gamma, \Omega_R \). We can identify the potential in its final form as the far off-resonant light shift from Equation (2.41); in this limit the probability of excitation is negligible and the atoms seek a minimum of the spatially varying energy landscape arising from light shift to the ground state. This has become second nature to atomic physicists since the concept was introduced by Dalibard and Cohen-Tannoudji [96], and diagrams such as that in Figure 3.2 have become common. This shows the spatial dependence of the light shift to the states of a two-level atom induced by a red-detuned Gaussian laser beam, demonstrating that the shift to the ground state then provides a
conservative potential that can trap atoms with kinetic energies smaller than the maximum light shift induced at the centre. This in the governing principle of the far off-resonant optical dipole trap (FORT), the optimal loading of which is the principle focus of the work in Part III.

3.3.2 The scattering force

The decay rate of the excited state is just $\gamma |c_2|^2 = \gamma/2(1 - \tilde{w})$. In the steady state, the excitation rate and decay rate are balanced, and so this is equivalent to the rate at which photons are absorbed from the laser and scattered into the vacuum. As the photons from the laser all propagate in the same direction while the scattered photons are emitted in all directions, this results in a force in the direction of the laser beam which, noting that $1/2\Omega_R\tilde{v} = \gamma/2(1 - \tilde{w})$, is in quantitative agreement with the $\langle F_{\text{scatt}} \rangle$ term in Equation (3.7).

The scattering rate as a function of detuning is plotted in Figure 3.3 for different values of the saturation parameter $s_0 = 2(\Omega_R/\gamma)^2$. It reaches its peak value of $\gamma/2$ for very large values as anticipated, but we also observe that for $s_0 > 1$ the linewidth is significantly broadened in another example of power broadening.

As the saturation parameter scales with $\Omega_R^2$ that is proportional to the optical intensity $I$, it is often expressed in the form $s_0 = I/I_{\text{sat}}$, where the saturation intensity $I_{\text{sat}}$ is given by
We shall not derive this here but, written in this form, it is clear that at this intensity an average of one photon impinges on an area $\sim \lambda^2$ during the lifetime of the excited state. Above such an intensity one might expect each atom to start ‘seeing’ more than one photon per decay cycle.

3.3.3 Concluding remarks

One could argue that this section describes everything there is to know about the force light exerts on atoms under typical laboratory conditions. Again we have eschewed rigour in favour of physical insight, but Equation (3.7) is just a specific form of a more general equation for the force that is summed up concisely in Equation (3.5). Combined with the steady-state solutions to the OBEs in Equations (3.3), the picture is complete.

But that is like being given the standard model and being expected to understand everything about how the observable universe works. In practice, predicting the effects of different alignments and polarisations of light on real, multi-level atoms with complex selection rules is not simple. A host of surprising and useful effects emerge from these fundamental principles that are by no means obvious.\footnote{As in any field, it is often unexpected results yielded by experiments that inform theoretical advances, in turn leading to new insights that inspire future experiments. When it was theoretically suggested, nobody expected laser cooling to be as efficient as it proved to be, and this opened up a rich seam of theoretical insights into a host of sub-Doppler cooling mechanisms, a couple of which we shall outline in Section 3.6.}

We will shift gear now and, for the remainder of this chapter, take a whistle-stop tour of just a few of these that are relevant to later chapters, focusing on the cooling and trapping of neutral atoms. Books can be, and have been, filled with beautiful and subtle analyses of these effects \cite{97}; here we shall just summarise the results with a focus on qualitative explanations.

3.4 Optical molasses

One might initially expect the scattering force on an atom from two near-resonant, counter-propagating laser beams with equal intensity to exactly cancel. This is to neglect the velocity dependence of the force that enters through the contribution of the Doppler shift to the detuning $\delta$. An atom travelling in the opposite direction to a negatively detuned beam will see it Doppler shifted closer to
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Figure 3.4: Force exerted by two counter-propagating laser beams with \( s_0 = 0.01 \) as a function of atomic velocity for (a) \( \delta = -3\gamma/2 \) (b) \( \delta = -\gamma/2 \). Dotted lines show the force from each individual beam, solid lines show their sum.

resonance while \( |k \cdot v| \) is less than the detuning. As the scattering force is maximal on resonance, one can envisage that an atom subjected to two counter-propagating red-detuned beams will scatter more photons from the one that it is travelling against and feel a resultant force that opposes its velocity, slowing it down.

More precisely, we can engineer a gradient \( \frac{\partial \langle F_{\text{scatt}} \rangle}{\partial v} < 0 \) about \( v = 0 \) that acts to damp the atomic motion. This gradient is typically not trivial to calculate but, for \( I \ll I_{\text{sat}} \) we can treat the total force as just the sum of the individual forces that would be exerted by each beam in isolation.\(^6\) This is shown in Figure 3.4, where it is clear that a non-negligible gradient about \( v = 0 \) is manifest for detunings on the order of the natural linewidth \( \gamma \). The force diminishes again for \( |\delta - k \cdot v| \gtrsim \gamma \), but atoms moving slower than this capture velocity feel the desired damping towards \( v = 0 \). It is the atomic analogue of trying to move through treacle, and so this technique is known as an optical molasses. With beams aligned along all three Cartesian axes, motion in all dimensions in thus damped.

This would appear to imply that the affected atoms will be brought to a complete halt, a clearly nonphysical result. In fact there will be a minimum spread in velocities that tends to be characterised by the temperature \( T_D \) that this spread would correspond to if the atoms were in an equilibrium state

\[
k_B T_D = \frac{\hbar \gamma}{2}, \tag{3.10}
\]
This is called the Doppler cooling limit and can be derived in a variety of ways. It arises from the fluctuations in \( \langle F_{\text{scatt}} \rangle \) about the average value due to the momentum — or indeed energy — fluctuations of the spontaneously emitted photons. A thorough derivation can be found in, for example, [79] but, as the lower limit on the frequency spread of these photons is set by the natural linewidth \( \gamma \), the form of Equation (3.10) seems eminently reasonable at face value.

### 3.5 The magneto-optical trap

So far we have limited our discussion to two-level atoms under the influence of linearly polarised light. A wealth of possibilities opens up once we extend these basic principles to the multi-level atoms and range of polarisations found in real experiments. One such possibility is the magneto-optical trap (MOT) [13], that employs a magnetic field gradient to add a restorative nature to the optical molasses force for atoms that exhibit the requisite Zeeman structure. This simple and robust technique allows the preparation of the cold, dense and localised clouds of atoms that form the initial stage of most cold atom experiments.

We will qualitatively outline this here for the simplest case of cooling and trapping on a \( J = 0 \rightarrow J' = 1 \) atomic transition. A magnetic field \( B \) will then break the degeneracy of the \( m'_{J} = 0, \pm 1 \) sublevels of the excited state. Consider the case, illustrated in Figure 3.5, where a linear magnetic field gradient is engineered in the \( z \) direction with \( B = 0 \) at \( z = 0 \). As an atom moves in the positive \( z \) direction, the \( m'_{J} = 1 \) level experiences a positive energy shift proportional to the distance it moves from the origin and the \( m'_{J} = -1 \) level experiences an equal and opposite shift. These shifts are reversed in the negative \( z \) direction.

Now let us realise an optical molasses along the \( z \) axis with red-detuned, right-circularly polarised light. Along the quantisation axis \( z \) the light propagating in the positive direction is then \( \sigma^+ \) polarised, driving the \( \Delta m_J = +1 \) transition, while the \( \sigma^- \) light propagating in the negative direction drives the \( \Delta m_J = -1 \) transition. As Figure 3.5 illustrates, for \( z < 0 \) the magnetic field shifts the \( \Delta m_J = 1 \) transition towards resonance, and the \( \Delta m_J = -1 \) transition further from resonance making it more probable that an atom will absorb photons from the positive-propagating beam and feel a net force towards \( z = 0 \). The further it gets from the origin,
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**Figure 3.5:** Operating principle of the MOT. *Above:* schematic representation of the optical and magnetic fields acting on the atoms; *Below:* structure of the Zeeman shifted atomic states on either side of the trap with the optical couplings illustrated, showing that on either side of the trap and atom will scatter more photons from the beam pushing it towards the origin \( z = 0 \).

For as long as the magnetic shift is smaller than the detuning, the greater this effect,\(^7\) and again the opposite is true on the other side of what we can now call the trap.

A pair of anti-Helmholtz coils with current circulating in opposite directions, as illustrated in Figure 3.6(a), can be used to generate a magnetic field such as that sketched in Figure 3.5 with rotational symmetry about the \( z \) axis. At the centre of such an arrangement, a linear magnetic field gradient is then found in all directions. Three pairs of counter-propagating laser beams with appropriate polarisations can thus be employed to cool and trap atoms at the centre, in a 3-D MOT.

Alternatively, four coils arranged as per Figure 3.6(b), or else four magnets in a quadrupole configuration, can be used to realise the magnetic field in Figure 3.5 with translational symmetry along the axis directed out of the page. In this case, counter-propagating beams in the horizontal and vertical directions can be used to realise 2-D confinement; the atomic density is, of course, low in this arrangement as atoms are lost in ‘beams’ emerging from either end of the trap.

These beams, however, provide a particularly directional flux of transversely cooled atoms. Such a 2-D MOT\(^{[99–101]}\) can thus be used — often in conjunction with a near-resonant ‘push’ laser beam aligned along the trap axis, the scattering force from which enhances atomic flux in a particular direction — as a source of
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3.6.1 Sisyphus cooling

Consider the $J = 1/2 \rightarrow J' = 3/2$ transition shown in Figure 3.7. Driven by $\sigma^+$ polarised light, the ground state population can be optically pumped into the $m_J = 1/2$ sublevel by virtue of the fact that the pump light only drives $\Delta m_J = +1$ transitions while spontaneous decay can occur on any dipole-allowed transition. Similarly, driving with $\sigma^-$ polarised light pumps the ground state population into the $m_J = -1/2$ state.

Now consider two laser beams of the same frequency, slightly red-detuned from this $J = 1/2 \rightarrow J = 3/2$ transition, counter-propagating along the $z$ axis with orthogonal linear polarisations. The result is a form of standing wave — illustrated in the lower part of the figure. For a $J = 1/2 \rightarrow J = 3/2$ transition conducive to Sisyphus cooling, solid, dashed and dotted red lines show $\sigma^-$, $\sigma^+$ and $\pi$ transitions, with their relative coupling strengths labelled.

This magneto-optical cooling and trapping of atoms works far better than these arguments imply that it should. Even the very first MOTs produced a trapped cloud of atoms with a momentum spread much lower than that implied by the Doppler cooling limit in Equation (3.10). This fortuitous result stems from a subtle interplay between the dipole and scattering forces, similar to that outlined below.
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Figure 3.8: A simple example of Sisyphus cooling. Below: the stationary polarisation gradient that arises from two counter-propagating beams with orthogonal linear polarisations; Above: The resulting variation in the differential light shift between the \( m_J = \pm \frac{1}{2} \) ground states of the level scheme shown in Figure 3.7, in combination with optical pumping, means that atoms are always climbing ‘uphill’ in the energy landscape as the propagate along the beam. The dissipation of kinetic energy that follows can narrow the atomic momentum distribution below the Doppler cooling limit.

part of Figure 3.8 — in which, over a distance of half a wavelength, the polarisation will vary from \( \sigma^+ \) to \( \sigma^- \) and back again, interspersed with regions where the polarisation is linear. A slow-moving atom propagating along this standing wave will thus be alternately pumped between the \( m_J = \pm \frac{1}{2} \) ground levels.

The light shift from the red-detuned light will act to reduce the energy of these levels in proportion to the coupling strength. The ratios between coupling strengths of the various transitions are given by the Clebsch-Gordan coefficients [102], labelled in Figure 3.7, and we see that for \( \sigma^+ \) polarised light (dashed lines) the light shift of the \( m_J = \frac{1}{2} \) ground state is greater than that of the \( m_J = -\frac{1}{2} \) ground state by a factor of 3. For \( \sigma^- \) polarised light the opposite is true and, as shown in the upper part of Figure 3.8, the optical pumping thus always drives atoms into a state of lower energy.

As they propagate along the beam, the lower energy state becomes the higher energy state as the polarisation reverses. We see that each atom is continuously climbing up a potential energy gradient and so losing kinetic energy, that gets dissipated via the energy difference between the absorbed and spontaneously emitted photons represented respectively by straight and wobbly arrows in Figure 3.8.
This cooling mechanism is an example of a family of methods known as polarisation gradient cooling, or else Sisyphus cooling,\textsuperscript{8} and the natural timescale is the time it takes for atoms to be pumped between ground states. At low laser power, this is much longer than the excited state lifetime that is responsible for the Doppler cooling limit, allowing much colder effective temperatures to be reached [102]. As, in principle, the laser power can always be reduced, the fundamental limit to the momentum spread is thus set by the single-photon recoil momentum, defined in Section 2.6.1, that is an unavoidable consequence of any exchange of energy between an atom and the optical field. In a typical experiment, sub-Doppler molasses cooling of rubidium atoms such as those used in this thesis can yield sample temperatures as much as two orders of magnitude below the Doppler cooling limit.

3.6.2 VSCPT and grey molasses

Consider again the Raman system described in Section 2.6, and in particular the rotating frame Hamiltonian in Equation (2.67). If, for simplicity, we assume that $\phi_1 = \phi_2 = 0$ and that $\Omega_{11}$ and $\Omega_{22}$ are real then, via a further rotation, we can recast the system in a basis made up of states $|\psi_D\rangle$, $|\Psi_B\rangle$ and $|3, p + h/2(k_1 + k_2)\rangle$ where

\begin{align}
|\psi_D\rangle &= \frac{1}{\Omega} \left( \Omega_{22} |1, p - h k/2\rangle - \Omega_{11} |2, p + h k/2\rangle \right), \quad \text{and} \quad (3.11a) \\
|\psi_B\rangle &= \frac{1}{\Omega} \left( \Omega_{11} |1, p - h k/2\rangle + \Omega_{22} |2, p + h k/2\rangle \right). \quad (3.11b)
\end{align}

Here $\Omega = \sqrt{\Omega_{11}^2 + \Omega_{22}^2}$ [103]. For $\delta' = -kp/m = -kv = 0$ we find that $\langle 3, p + h/2(k_1 + k_2) | \hat{H}_R | \psi_D\rangle = \langle \psi_B | \hat{H}_R | \psi_D\rangle = 0$, and so $|\psi_D\rangle$ becomes a dark state that does not couple to either of the other states. An atom in this state therefore does not absorb photons or experience a light shift, in contrast to the bright state $|\psi_B\rangle$ that does.\textsuperscript{9}

In general, the coupling of the dark state to the bright state is proportional to the average atomic momentum $p$,

$$
\langle \psi_B | \hat{H}_R | \psi_D\rangle = -\frac{\Omega_{11} \Omega_{22}}{\Omega^2} \frac{h k p}{m}, \quad (3.12)
$$

\textsuperscript{8}Named after the king from Greek mythology who was condemned to eternally push a great boulder up a hill, only for it to roll to the bottom again upon nearing the top.

\textsuperscript{9}Note the shift in basis here to one where $p$ represents the average momentum of the closed momentum family. With counter-propagating beams $k_1 \approx -k_2$ and this is essentially equivalent to the momentum of the excited state $|3\rangle$. The detuning $\delta'$ is then correspondingly redefined to be relative to the recoil shifted resonance. This feels like a more natural basis [104], and is commonly employed in the context of the sort of cooling mechanisms we are describing here, but the basis used in Section 2.6 seems to be more common in atom interferometry literature.
so that for \( p \neq 0 \) the dark state will evolve into the bright state and scatter photons. This scattering, mediated by spontaneous emission from the excited state \( |3, p + \hbar/2(k_1 + k_2)\rangle \), allows atoms to jump between momentum classes until they arrive in the \( p = 0 \) dark state from which they no longer scatter. This process of atoms collecting in a specific momentum state that no longer ‘sees’ the light is a cooling mechanism known as velocity-selective coherent population trapping (VSCPT) [105, 106] that has a couple of interesting properties.

In this description, an atom does not feel a velocity dependent force. Indeed, when the lower levels \(|1\rangle\) and \(|2\rangle\) are degenerate and the laser beams are counter-propagating then, on average, there is no force at all. The process is driven by momentum fluctuations induced by the spontaneous emission, the magnitude of which are governed by the natural linewidth of the excited state. In the \( p = 0 \) dark state these fluctuations vanish as the atom no longer scatters light. We thus find ourselves in the curious position in which the very fluctuations that were responsible for the Doppler cooling limit in Section 3.4 are here responsible for distinctly sub-Doppler cooling!

As the \( p = 0 \) dark state is a superposition of momentum states \(|1, -\hbar k/2\rangle \) and \(|2, \hbar k/2\rangle \), a measurement of the momentum distribution thus yields two distinct peaks. Again considering degenerate states with counter-propagating beams, a nice picture emerges to explain the lack of scattering from the dark state [97]: spatially, the two momentum states that comprise it are counter-propagating plane waves so that the state is a completely delocalised standing wave whose fixed phase relationship to the standing wave formed by the laser beams ensures that the spatial integral of the dipole transition matrix element vanishes.

In the presence of a polarisation gradient, the assertion that there is no velocity-dependent force exerted is no longer true and a Sisyphus-type mechanism can again be employed to enhance the efficiency of the VSCPT process [107, 108]. The bright state is subject to a spatially dependent light shift from its coupling to the excited state that is periodic at half the optical wavelength, while the energy of the dark state remains fixed.

For \( p \neq 0 \) the dark state is again motionally coupled to the bright state and undergoes a non-adiabatic transfer, but now the spatially varying light shift needs to be taken into account using first-order
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Figure 3.9: In the presence of a polarisation gradient such as that shown in Figure 3.8, another Sisyphus-type mechanism acts to introduce a velocity-dependent force to VSCPT in what is known as a grey molasses. The bright state couples to the excited state and experiences a spatially varying light shift, that is periodic at half the optical wavelength $\lambda$. At $p \neq 0$, the dark state undergoes non-adiabatic transfer to the bright state when the light shift is minimal, before being optically pumped back to the dark state when the light shift is close to maximal. For blue-detuned light this results in a damping force.

The result is a transfer rate that is proportional to the atomic velocity and inversely proportional to the light shift, so that moving atoms tend to enter the bright state at points in the standing wave where the light-shift is minimal.

If the laser detuning is positive then the light shift to the bright state is positive and so, as shown in Figure 3.9, the atoms gain potential energy as they propagate along the polarisation gradient and the light shift increases. Near the maximum light shift they are optically pumped back into the dark state, dissipating kinetic energy as in conventional Sisyphus cooling. One differentiating feature of this form of VSCPT, enhanced by a polarisation gradient, relative to a standard Sisyphus molasses is that in this case it is a blue rather than a red detuning that results in a cooling force.

This simple treatment for a $\Lambda$-type Raman system extends well to real atomic transitions [106, 109], although in real systems the dark states are often comprised of basis states with different kinetic energies. The associated dephasing results in an eventual coupling of such states to the optical field so that they are not truly dark over finite timescales. This has lead to polarisation gradient cooling with such states being referred to as grey molasses [110].

Such techniques have recently been employed to sub-Doppler cool a variety of atomic species and achieve phase space densities sufficient for effective evaporative cooling where conventional Sisyphus
cooling proves slow or ineffective [111–117]. A key component of the work described in Part III involved realising such a scheme on the $^{87}$Rb $D_2$ line.
Detailed descriptions of the atom interferometry conducted during this thesis are given in the relevant chapters, with Section 7.1 being particularly pertinent. However, it would be remiss not to give it some treatment during these introductory chapters. In the following sections, then, we give a brief overview of the standard picture of atom interferometry presented in many texts, before considering a simpler and slightly less common description that is pleasingly classical and will lead us nicely into the next chapter, where we can have some fun with boats and clocks.

### 4.1 A standard picture

We will discuss in particular atom interferometers that are employed to measure acceleration and, by extension, rates of rotation. These are particularly common and are employed, among other things, to make precision gravity measurements [22–25, 27, 118] and highly sensitive inertial sensors [37, 38, 41, 42, 119]. They rely on a spatial separation of the quantum atomic wavefunction and it has become standard to achieve this with light–atom interactions, taking advantage of the recoil momentum associated with absorption of a photon. As discussed in Section 2.6.1, coupling two internal atomic states with a laser also couples two distinct momentum states of the atom. Employing a $\pi/2$-pulse, as described in Section 2.4, to prepare a superposition of internal states therefore also amounts to preparing a superposition of external momentum states. A suitable time after the interaction, the atomic wavefunction can thus be considered as being split into two discrete wavepackets propagating along distinct spatial paths [21, 120].
As suggested in Section 2.6, it is common to use alkali atoms for atom interferometry and employ transitions between hyperfine ground levels. Using two counter-propagating lasers to drive two-photon Raman transitions between two such states results in an effective two-level system where the coupled states are separated considerably in momentum thanks to the short wavelength of the optical photons, while the long-term stability of the basis states means that superpositions between them also remain stable and evolve coherently for meaningful experimental timescales.

In this particular thesis we employ ultra-cold $^{85}$Rb atoms for the interferometry experiments and drive two-photon transitions between the $|5S_{1/2}, F = 2\rangle$ and $|5S_{1/2}, F = 3\rangle$ ground states, mediated by the $|5P_{3/2}, F' = 2, 3\rangle$ excited states as illustrated in the level structure shown in Figure 4.1.

A typical atom interferometry experiment starts with an ensemble of ultra-cold atoms prepared in a single hyperfine ground state. A $\pi/2$-pulse then puts each atom into an equal superposition of hyperfine states, and thus also momentum states, effectively acting as an atomic beamsplitter. Similarly a $\pi$-pulse, in reversing the phase of the superposition, also reverses the associated momenta and is analogous to a mirror.

In this manner, an atomic equivalent of a Mach-Zehnder optical interferometer can be realised by combining an initial $\pi/2$ beamsplitter pulse with a $\pi$ mirror pulse and a final beamsplitter pulse, as illustrated in Figure 4.2. With an equal time $T$ between each pulse the atomic wavefunction is divided spatially and then recombined to enclose a finite area. For a given atom, a phase accumulates between the wavepackets propagating along each ‘arm’ of the interferometer. The phase accumulated by each wavepacket can be determined using the Feynman path integral formalism, described in Section 8.3.1, of evaluating the quantum mechanical action integral along their respective paths [121].

The relative phase between the two wavepackets is the quantity of interest, and the final beamsplitter pulse acts to project this phase onto the probability of measuring the atom in one or other of the basis states just as the final beamsplitter in an optical Mach-Zehnder maps the phase acquired between each path onto the probability of a photon getting transmitted or reflected. Thus, by measuring the number of atoms from the ensemble in each of the internal states at the end of the interferometer sequence, the
difference in phase acquired by the wavepackets in each arm can be determined.

A series of rules compiled by Friedberg and Hartmann [122] for the phase acquired between the two arms during free-space propagation and interaction with pulsed laser fields in the presence of various external potentials have been refined and specialised through subsequent literature [33, 123, 124], culminating in a concise but thorough treatment by Bongs et al. [125].

To first order, a rotation of the apparatus at angular velocity $\Omega$ and an acceleration $a$ would induce a phase difference at the output port given by [119]

$$\Phi = [k \cdot a + 2v \cdot (k \times \Omega)] T^2,$$

(4.1)

where $k$ is the effective wave vector given by Equation (2.54) corresponding to the difference between the wavevectors of the two Raman beams, $v$ is the mean velocity of an atom throughout the sequence and $T$ is the duration between pulses.

Clearly, if $k$ is aligned vertically and the rate of rotation $\Omega$ can be zeroed then the first term can be used to measure the vertical acceleration due to gravity. Applications for measuring rotation are also immediately apparent [37, 126]. In state-of-the-art interferometers, however, $T$ is generally large and more complicated pulse sequences are employed to impart more momentum and increase the wavepacket separation. In these cases the higher order phase terms can become non-negligible, and indeed of metrological interest, and so need to be calculated.
4.2 A reductionist picture

Consider a two-level atom in its centre-of-mass frame, prepared in an equal superposition of its two internal states. Let us introduce a resonant laser beam that we take to be a plane wave propagating with a wavevector $k$. With our minds still in the rest frame of the atom and thinking about the electromagnetic field that the atom ‘sees’, let us nonetheless — as a matter of convenience — introduce the position $r$ of the atom in an inertial frame in which, for now, we consider the lasers to be static. If we define the coordinate system such that the atomic superposition and laser oscillations are in phase at the origin then the phase between the superposition and the laser field that the atoms sees will be

$$\phi = k \cdot r. \tag{4.2}$$

If the atom is moving in this inertial frame with a velocity $v$ then, assuming time $t = 0$ corresponds to the atom being at the origin, its position at time $t$ is just $r(t) = vt$ and the phase between the atom and laser becomes time dependent,

$$\phi = k \cdot vt, \tag{4.3}$$

which is just the Doppler shift that, in Section 2.6, we incorporated into the laser detuning.

If we suppose, in addition, that the laser, and thus the electric field, is subjected to a constant acceleration $a$ and angular velocity $\Omega$ about the origin then it is harder to determine what laser phase the atom sees at any particular instant. The lasers are now in a non-inertial frame, but a coordinate $x$ in the inertial frame can be recast in the frame of the laser as

$$x'(t) = x - \int_0^t \Omega \times x \, dt' - \frac{1}{2}at^2, \tag{4.4}$$

$$\approx x - \Omega \times xt - \frac{1}{2}at^2$$

for small rotation angles $\Omega t$. A graphical representation of this transformation is given in Figure 4.3. Plugging in the atomic position $r = vt$ in the inertial frame we get\(^1\)

\(^1\)Note that the $t$ here is distinct from the $t'$ integrated over in Equation (4.4) and can be taken out of the integral. The atom will reach the same location in the inertial frame at time $t$ regardless of the motion of the laser.
A reductionist picture

Figure 4.3: Acceleration of the lasers relative to an atom in an inertial frame can be recast as an acceleration of the atom in the non-inertial frame in which the lasers, and hence wavefronts, are static.

\[ r'(t) \approx vt - \Omega \times vt^2 - \frac{1}{2}a t^2, \]  

(4.5)

making the time-dependent laser phase observed by the atom

\[ \phi(t) = \mathbf{k} \cdot r'(t) \approx \mathbf{k} \cdot \left( vt - \Omega \times vt^2 - \frac{1}{2}a t^2 \right). \]  

(4.6)

Now, consider how this phase enters into the output of the \( \frac{\pi}{2} - \pi - \frac{\pi}{2} \) interferometer shown in Figure 4.2 as it plays out on the Bloch sphere, assuming that the atom behaves as a point-like particle and follows a trajectory given by its average velocity \( v \) that corresponds to the central dotted line in Figure 4.2. Recall that the laser phase observed by the atom determines the angle of the field vector \( \tilde{\Omega} \) — about which the atomic state vector \( \tilde{\Psi} \) rotates — in the \( x-y \) plane of the Bloch sphere, and that the \( \pi/2 \)- and \( \pi \)-pulses discussed in Section 2.4 correspond to 90° and 180° rotations respectively.

At \( t = 0 \), then, the \( \pi/2 \)-pulse rotates the state vector down onto the equatorial plane, preparing a superposition with a fixed phase relationship relative to the laser which we can take to be \( \phi_0 = 0 \), corresponding to the field vector lying along the \( x \) axis, without loss of generality. This rotation is shown in Figure 4.4(a), showing that after the interaction the state vector is aligned orthogonal to the field vector in the equatorial plane.

When the atom next sees the laser, at time \( t = T \), its phase has advanced by
\[ \phi_1 = k_{\text{eff}} \cdot \left( vT - \Omega \times vT^2 - \frac{1}{2}aT^2 \right), \quad (4.7) \]

relative to the atomic superposition and the field vector is rotated accordingly. As shown in Figure 4.4(b), the rotation by \(\pi\) about the field vector effected by the \(\pi\)-pulse maps this phase onto the angle \(2\phi_1\) that the state vector ends up at relative to the \(y\) axis.

At the time \(t = 2T\) of the final \(\pi/2\)-pulse, the atom sees the laser with the new phase

\[ \phi_2 = k_{\text{eff}} \cdot \left( v(2T) - \Omega \times v(2T)^2 - \frac{1}{2}a(2T)^2 \right) = k_{\text{eff}} \cdot \left( 2vT - 4\Omega \times vT^2 - 2aT^2 \right) \quad (4.8) \]

and, in general, the \(\pi/2\) rotation of the state vector about the field vector at this new angle lifts it off the equator. As shown in Figure 4.4(c), the angle \(\Phi\) that it makes relative to the ‘north’ pole that corresponds to the initial ground state \(|1\rangle\) is then

\[ \Phi = 2\phi_1 - \phi_2 \]

**Figure 4.4:** \(\pi/2 - \pi - \pi/2\) interferometer phase evolution on the Bloch sphere. The laser phase seen by the atom corresponds to the angle of the field vector \(\Omega\) in the equatorial plane. Dotted orange lines represent the rotation of the atomic state about the axis of the field vector effected by interaction with the laser during pulses. The top frames show a 3-D projection, and the bottom frames show a top-down view of the equatorial plane.
4.2 A reductionist picture

\[ \Phi = 2 \phi_1 - \phi_2, \]
\[ = 2 k_{\text{eff}} \cdot \left( vT - \Omega \times vT^2 - \frac{1}{2} aT^2 \right) \]
\[ - k_{\text{eff}} \cdot \left( 2vT - 4\Omega \times vT^2 - 2aT^2 \right) \]
\[ = k_{\text{eff}} \cdot (2\Omega \times v + a) T^2. \]  

(4.9)

This is the interferometer phase, equivalent to Equation (4.1) arrived at by Bordé, Riedl, Barrett et al. [41, 119, 127], mapped onto the \( z \) axis that reflects the difference in probability of finding an atom in the ground \( |1\rangle \) or excited \( |2\rangle \) state. Again, it can thus be determined by measuring the number of atoms \( N_{1,2} = \left( 1 \pm \cos(\Phi) \right) / 2 \) in each state after an ensemble is subjected to the interferometer sequence.

This is the central path approximation [128]. In this picture each atom can be thought of as a stable clock, ticking at the same frequency as the laser oscillations and moving relative to them. At each pulse the phase of the atomic clock is compared to the local phase of the laser. The phase accrued between the two increases by \( 2\pi \) each time the atom traverses one optical wavelength.

Note that this particular interferometer sequence corresponds to a differential measurement. The first \( \pi/2 \)-pulse synchronizes the atomic clock to the laser phase. At the \( \pi \)-pulse, a record of the phase difference that has accumulated over the first dwell period of duration \( T \) is made. A further phase accrues during the second dwell period, and the final pulse effectively measures the difference between these two phases.

This is made particularly explicit in Equation (4.9); if the phase accrued during the first dwell period is equal to that accrued in the second due to, for example, the atom propagating at a constant speed across the wavefronts, then \( \phi_2 = 2\phi_1 \) and \( \Phi = 0 \). In effect this is a differential measurement of the atomic velocity along the laser beam and so is only non-zero in the presence of an acceleration.

4.2.1 A few remarks

As derived in Section 2.6, when two lasers are used to perform the interferometry with Raman transitions between stable hyperfine levels then it is the relative phase between the two lasers that
plays the role of the single-photon laser phase and determines the angle of the field vector on the Bloch sphere.

This makes sense given that this corresponds to the phase of the beatnote between the two lasers and this is the quantity that oscillates at the frequency of the atomic transition. How this quantity varies spatially is encoded in the effective wavevector $k$ and depends on how the lasers are aligned relative to each other. The more the phase of the beatnote changes for a small spatial translation then the more sensitive the interferometer is.

Consider the scenarios where two Raman beams propagate parallel or anti-parallel to each other. In the co-propagating arrangement, the sign of the phase shift for the individual lasers upon translation along the propagation axis is the same and so the relative phase between the lasers varies very little and is effectively static over regions of space on the scale of millimetres.\(^3\)

By contrast, in the counter-propagating arrangement translation along the beam axis results in phase shifts for each laser that have opposing signs such that the relative phase between them varies rapidly. For 780 nm lasers a $2\pi$ phase shift occurs over half the optical wavelength $\sim 390$ nm. In the limiting case where both lasers have exactly the same frequency, if they are co-propagating then they have a fixed phase relationship all along the propagation axis, while counter-propagating beams form a standing wave with nodes (anti-nodes) where the two lasers are exactly out of phase (in phase) every half wavelength.

It is clear then that, with co-propagating Raman beams, an atom’s motion relative to the wavefronts is not going to induce a noticeable shift in phase.\(^4\) On the other hand, for counter-propagating Raman beams where the spatial period is just a few hundred nanometres, atoms rapidly accrue a phase relative to the laser if they move along the beam path or, indeed, if the lasers move in relation to them. This reinforces our assertion that counter-propagating beams result in a sensitive interferometer, previously justified by relating the large momentum imparted by the corresponding two-photon transition to a large separation between the two ‘arms’ of the interferometer in the more conventional picture presented in the previous section.

It is important to be aware of the approximations and omissions made in this picture. Apart from assuming small rotation angles $\Omega T$ — an assumption also made in other models — by taking the...
field vector to lie in the equatorial plane and have a fixed angle throughout each pulse, we effectively assume that the interactions are short enough that an atom does not propagate a considerable fraction of a wavelength along the beam axis during them. Equivalently, we assume that the Rabi frequency $\Omega$ is much greater than the Doppler shift $k \cdot v$.

As intimated in the previous section, there are cases where the separation of the atomic wavepacket is metrologically significant and cannot be neglected. For example, if the atomic wavepackets are macroscopically separated vertically for a long enough duration then the interferometer becomes sensitive to the differential force experienced by each wavepacket due to gravity gradients [118]. Another beautiful experiment [129] uses two $\pi/2$-pulses to put atoms into a superposition in which there are spatially separated wavepackets corresponding to the same internal state. These wavepackets are then held at different positions in a vertically orientated optical lattice for upwards of 20 s. The motion of the atoms along the beam axis is effectively frozen and the dominant phase that accrues between the wavepackets is due to the difference in the gravitational potential energy between the vertically separated lattice sites.

However, these effects only become observable when the spatial separation between the wavepackets is large, the atoms remain in a superposition for a long time, or both. This is not true of the interferometers considered in this thesis and so these effects are negligible and it is sufficient to think of the atoms as point-like clocks, leading us nicely into our following discussion of the Longitude problem.
Some musings on boats and clocks

So we beat on, boats against the current, borne back ceaselessly into the past.

— F. Scott Fitzgerald, The Great Gatsby

And now for something completely different: some heavy analogy, hand-drawn figures and tales of nautical adventure. This chapter — in conjunction with Chapter 8 — is loosely based on a pedagogical article, currently in preparation, designed to introduce the classical navigators who will one day be the users of atom interferometric inertial sensors to some of the ideas behind quantum technologies. While it is sincerely hoped that something can be found here to please and inform all but the most salty of quantum seadogs, it should also be said that there is nothing here that cannot be skipped over without affecting one’s enjoyment or understanding of the rest of this thesis.

5.1 The longitude problem

Before the global positioning system (GPS) now incorporated in digital chart plotters made nautical navigation a triviality, exploring the world by sea was a dangerous pursuit that, up until the nineteenth century, had many of the greatest minds in the world turned to the problem of enabling sailors to establish where, in fact, they were. Since antiquity we have employed latitudinal and longitudinal coordinates, measured north-south and east-west respectively, for navigation. In modern times latitude is understood to be a natural concept, with the Earth’s rotation axis defining the north and south poles as fixed points that any navigator can agree on. Lines of constant latitude, generally marked on nautical charts every degree north and south of the equator, remain happily fixed in place as the Earth rotates below them.

Longitude is harder to define, and indeed measure. Throughout history nations have defined arbitrary meridian lines that run north-south from which navigators can, in principle, measure their longitude. I should imagine that navigators adhering to the view that the Earth is flat have more serious problems to contend with, but the centre and circumference of a circle are similarly well defined and they appear to have devised a system that allows them to avoid falling off the edge.
distance in order to establish some sort of longitudinal reference. Again since antiquity, it has been understood that the further one is from a defined meridian, the greater will be the difference in local, solar, time. When it is noon at a given meridian, it will be midnight 180° east or west from it.

This is moot unless you have a reference of the time at the meridian to which to compare your local solar time. This necessitates a timepiece that can be synchronised at the meridian and hold good time over the timescales associated with global navigation while subjected to the particular mechanical stresses also associated with it. These are particularly acute at sea, as anybody who has ever felt at all seasick with attest. With such a timepiece, however, a navigator can determine their longitude by comparing its value to their locally measured time, determined by the Sun’s elevation from the horizon, and noting the difference. This is most naturally done at local noon, where the Sun reaches its highest point in the sky making it easy to determine with accuracy.

A timepiece that kept sufficiently good time at sea was eventually developed by John Harrison, earning him the Longitude Prize in 1773 and revolutionising nautical navigation [130]. Where sailors used to cross the Atlantic ocean by rigidly maintaining a constant latitude until they sighted land, they could now embark on unconstrained travel and accurately track their position. In 1884 the meridian passing through the Royal Observatory in Greenwich, England, was internationally agreed upon as the ‘Prime Meridian’ for global navigation, establishing a globally recognised ‘universal time’ and longitude standard.²

5.2 As an analogue to atom interferometry

A marine chronometer inspired by one of Harrison’s early clocks is a stable oscillator designed to rotate in time with the Earth’s rotation about its axis. Synchronised to universal time, it will be ‘in phase’ with the Earth’s rotation, apparent from the local solar time, when it is at the same longitude as the Royal Observatory in Greenwich, England. As the ship in possession of the chronometer sails east or west around the globe then a phase shift will accrue between the timepiece and the local solar time that can be used to unambiguously determine how far the ship has travelled longitudinally, modulo one complete circumnavigation.
5.2 As an analogue to atom interferometry

Figure 5.1: The principle of determining longitude with a marine chronometer. In (a), a navigator synchronises his ship’s clock with the solar time at the prime meridian, in this case midday where the sun’s elevation from the horizon is maximal. The further east or west the ship then sails from the meridian, the greater the difference between the local solar time and the meridian time, as measured on the clock. In (b) it is again midday at the meridian, but the boat has travelled far enough to note approximately a two-hour shift in solar time.

This is much the same principle as atom interferometry, where an oscillating atomic superposition plays the role of the chronometer. Instead of the Earth’s rotation, its frequency ticks in time with oscillations of the electromagnetic field in a resonant laser beam. A pulse of the laser synchronises the phase of the atomic superposition to that of the laser at the atom’s initial location, much as a ship’s navigator might synchronise his clock at the Greenwich meridian. The phase accrued between the atom and the laser then provides a measure of how far the atom has travelled along the laser beam, modulo one laser wavelength.

Such interferometers are also sensitive to fields that might alter the frequency of the moving oscillator relative to the reference one. Suppose, in circumnavigating the globe, our ship sailed over a particularly large mass that altered the acceleration due
Clearly pendulum clocks do not hold good time at sea, hence the need for Harrison’s invention of the marine chronometer that employed a temperature-compensated spiral spring driving a fast-beating balance wheel as its stable oscillator, but humour me.

Upon arriving back at Greenwich — or perhaps the Marina Greenwich near Mascarat, Spain, if they favoured a pleasant climate and safe port over hours of tacking up the Thames river — the sailors would find their ship’s clock to be slightly ahead of local solar time. The change in gravitational acceleration would register as a slight shift in phase of the ship’s chronometer from local time after a complete circumnavigation. Of course, anybody who has tried to build a stable mechanical oscillator or tell the time from the position of celestial bodies will appreciate the impossibility of such a measurement.

Imagine, now, that it was seriously suspected that some nefarious demon was rotating the mass of water that forms the Earth’s seas at some undetermined rate relative to the land masses. One could dispatch two ships from, say, Marina Greenwich with orders to maintain constant speed through the water, one travelling due east and one due west. If the water was rotating at the same rate as the land then the boats should meet at a longitude of exactly 180° many weeks later.

If, instead, the malevolent demon depicted in Figure 5.2 (or indeed a celestial body) was causing the seas to rotate at a different rate than the Earth’s land masses then the boats would meet at some different longitude. In knowing both how long they had been travelling and their longitude from their onboard chronometers, they could determine the rate at which the seas were being stirred.

Anybody who has tried to maintain a constant speed through the water on a boat for any length of time, to sail along a constant latitude without hitting land at some point, or indeed to consider the effect of tides on such a measurement would appreciate that this is perhaps the worst possible way to establish the demon’s disruptive intentions although, in principle, the large enclosed area of such an ‘interferometer’ would make it attractively sensitive to even a small perturbation by said demon if these issues could be addressed.

It is worth noting, however, that the chronometer method does not offer a sensitive measurement of longitude on more local length scales, as the absolute distance one needs to travel in order to see a measurable shift in phase between the ship’s chronometer and local solar time is large. Similarly, the frequency of the Earth’s gravity $g$ enough to noticeably increase the periodicity of the chronometer’s pendulum for an appreciable duration.

3

4
rotation is slow, so that it would take a long time to detect any difference in frequency between the Earth’s rotation rate and that of the clock hand.

By contrast, the distance an atom must travel relative to the laser in an atom interferometer in order for a full $2\pi$ phase shift to accrue will typically be measured in just hundreds of nanometres. Similarly, the frequency of the oscillations will be on the order of gigahertz\(^5\) so that any shift of the atomic frequency relative to the laser quickly becomes measurable. Such measurements of rotation rates with atomic clocks, then, have the potential to be very sensitive [133]. Introducing an atom interferometer in these terms — rather than invoking the momentum superpositions of Section 4.1 — strongly suggests that they do not lend their supreme sensitivity to anything intrinsically ‘quantum’, but rather that it is all a matter of scale.

\(^4\)There is a comparison to be drawn here to an experiment [131, 132] in which atomic clocks were flown on eastwards and westwards around the world on jet planes, and their times were compared to a local reference at the end to test the principle of special relativity that “a moving clock runs slow”. In an inertial frame, the westbound clock — traveling against the Earth’s rotation — moved slower, and hence gained time relative to the eastbound one. This can be considered a coarse measurement of the Earth’s rotation rate. As the concept of “local time” is valid in a non-inertial reference frame in which the Earth’s rotation is cancelled, our demon provides a rotation our ships could actually measure.

\(^5\)Or indeed terahertz in the case of a single photon resonance.
Part II

A basement in Southampton
Experimental setup

The major difference between a thing that might go wrong and a thing that cannot possibly go wrong is that when a thing that cannot possibly go wrong goes wrong it usually turns out to be impossible to get at or repair.

— Douglas Adams, Mostly Harmless

The setup on which most of the experiments in the thesis were conducted consists of a MOT of $^{85}$Rb atoms positioned at the centre of counter-propagating horizontal Raman beams in the ‘basement’ of the Southampton University physics department. The optical and magnetic MOT fields are extinguished prior to pulsing the Raman beams in a variety of experiments detailed in the following chapters, and the output of each experimental run is a measure of the fraction of atoms in the upper ground state $|5S_{1/2}, F = 3\rangle$ made by pulsing the MOT beams and capturing the fluorescence light on a photo-multiplier tube (PMT).

The horizontal Raman beam configuration eliminates any shift to the Raman resonance from gravitational acceleration, although it offers a limited time window in which to perform experiments before the atoms have fallen out of the beams. The unique aspect of the experiment is that the Stokes and anti-Stokes frequency components for the Raman interactions are in spatially discrete, phase-coherent beams. One component is generated by a 310 MHz acousto-optic modulator (AOM) and taken to one side of the chamber through a polarisation maintaining (PM) fibre, while the other is generated by a 2.7 GHz electro-optic modulator (EOM) and taken to the other side of the chamber through another fibre. This is in contrast to many other experiments in which both frequency components are present in each beam and discriminated between by, for example, a gravitational Doppler shift [23].

In this chapter we describe this setup in more detail, although the definitive version remains in the thesis of Alex Dunning [89]. In Section 6.1 we briefly describe the specifics of the MOT, in Section 6.2 we describe the generation and control of the Raman interaction beams, and in Section 6.3 we explain the state preparation and read-out process common to all of our experiments. In Sections 6.4...
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Figure 6.1: Double-pass AOM shutter setup used to control the amplitude of the cooler and repump beams. After the first pass, the undiffracted beam is dumped and the diffracted order is reflected back through the AOM where it is diffracted with the opposite frequency shift, having passed twice through a quarter waveplate (QWP) to ensure that it has a linear polarisation orthogonal to the input beam such that it can be separated by a polarising beamsplitter cube (PBSC). After the two diffractions, approximately 50% of the input light is coupled into an output fibre for delivery to the MOT chamber.

3 Of course, in the absence of the cooling light, this laser will cause atoms to collect in the upper ground state $|5S_{1/2}, F = 3\rangle$ and, as it resonantly drives an open transition, this process is much more efficient and happens orders of magnitude faster than the off-resonant pumping driven by the cooling light. This ability to use the MOT lasers to pump atoms between the two ground states, and the fluorescent light from the spontaneous decays that facilitate it, form the basis of the state read-out mechanism that is described in detail later.

And 6.5 we describe the use of the Raman beams to characterise the magnetic field experienced by the atoms and how the MOT temperature varies as a function of different cooling parameters.

6.1 Magneto-optical trap

A laser detuned slightly to the red of the $|5S_{1/2}, F = 3\rangle \rightarrow |5P_{3/2}, F' = 4\rangle$ transition provides the cooling light for the MOT. In principle this is a closed, cycling transition suitable for laser cooling; in practice, off-resonant excitation to the $|5P_{3/2}, F' = 3\rangle$ state is unavoidable, an open transition whereupon spontaneous decay to the lower ground state $|5S_{1/2}, F = 2\rangle$ makes atoms ‘dark’ to the cooling light and free to leave the trap.

This ‘optical pumping’ to the dark state occurs with a $1/e$ time constant on the order of 100 µs, necessitating an additional repump beam resonant with the $|5S_{1/2}, F = 2\rangle \rightarrow |5P_{3/2}, F' = 3\rangle$ transition to repopulate the ‘light’ upper ground state $|5S_{1/2}, F = 3\rangle$, again via spontaneous decay, and return atoms to the cooling cycle.3

These cooling and repumping beams are produced by two Vescent D2-100-DBR distributed Bragg reflector (DBR) lasers. A peak lock servo keeps the repump laser locked to the $|5S_{1/2}, F = 2\rangle \rightarrow |5P_{3/2}, F' = 3\rangle$ transition with an error signal derived from frequency modulation (FM) spectroscopy of a saturated absorption setup. The cooling laser is maintained at a fixed
6.1 Magneto-optical trap

Figure 6.2: Schematic of the free-space optics that divide and retroreflect the cooling and repump beams along the MOT axes. On the lower level (a), one third of the cooling beam is reflected vertically up through the chamber by a polarising beamsplitter cube (PBSC), with a quarter waveplate (QWP) circularising the polarisation. Above the chamber the beam is retroreflected by a mirror, and a double pass through a second QWP ensures that the light returns with polarisation of the same handedness. The other two thirds of the beam is directed to an elevated platform (b), where it is evenly split by a second PBSC between orthogonal horizontal arms that are similarly retroreflected through the chamber to form a MOT where the three arms intersect. The repump beam is injected in the adjacent port of the PBSC on this level and is evenly divided between the two horizontal arms. Non polarisation maintaining, single mode, fibres are used to deliver the cooling and repump light, but the polarisation is stable enough that the half waveplates (HWPs) that precede the PBSCs to control the balance of the cooling beam between the three arms rarely require adjustment throughout the day.

The beams are fibre coupled, and each one is taken into free space to pass twice through its own AOM in order to produce a diffracted order with no net frequency shift that is coupled back into fibre for delivery to the MOT chamber as shown in Figure 6.1. These AOMs are used to control the amplitude of the cooler and repump quickly and independently, with the double-passed configuration allowing the light to be extinguished with up to 75 dB suppression, while exhibiting just 3 dB fibre-to-fibre losses from stray diffraction and imperfect coupling when the shutter is fully ‘open’. Each beam is delivered to the MOT in a single fibre, and out-coupled as collimated beams with $1/e^2$ diameters of 7.5 mm that are divided along three Cartesian axes to form the optical field for the MOT by an arrangement of free space optics, shown in Figure 6.2.
Figure 6.3: Schematic of optics and electronics used to generate Raman interaction pulses. Symbols are labelled as follows, with only one instance labelled for some repeated symbols: Distributed feedback laser diode (DFB); Faraday optical isolator (FOI); tapered amplifier (TA); acousto-optic modulator (AOM); electro-optic modulator (EOM); half waveplate (HWP); polarising (PBSC) and non-polarising (BSC) beamsplitter cubes; fibre Mach-Zehnder filter (MZI), one arm of which is temperature controlled by a heater whose current is pulse width modulated (PWM) within a feedback loop (PID), details of which are provided in the text, to suppress the carrier from the EOM output; single-mode (SM) and polarisation-maintaining (PM) fibres; Fabry-Perot spectrum analyser (FPSA); beam-shaping optics (BS), including Topag GTH-4-2.2 refractive beam shapers (TOPAG); arbitrary waveform generator (AWG); RF amplifiers (Amp) and in-phase and quadrature phase modulator (I&Q).
6.2 Raman interaction beams

A schematic of the optical apparatus and control electronics for generating the two spatially discrete, phase-coherent beams to drive the two-photon Raman transitions used for our coherent control and interferometry experiments is shown in Figure 6.3.

The beams are generated from a single 780 nm Eagleyard distributed feedback (DFB) laser diode. After passing through two Faraday optical isolators (FOIs), providing 60 dB of isolation from back-propagating light, a microscope slide samples a small amount of the light to be fibre coupled and monitored on a wavelength meter, and the rest of the beam is amplified by a Toptica BoosTA tapered amplifier and fibre coupled to clean the beam and take it to the modulation and filtering stage.

6.2.1 Spatially discrete Raman frequency components

To drive two-photon transitions between the two hyperfine ground states of $^{85}$Rb we require two phase-coherent laser beams separated in angular frequency by the hyperfine splitting $\omega_0 = 2\pi \times 3.03573244 \text{ GHz}$.

One of these beams is produced from the diffracted order of AOMs placed at the beginning of the modulation and filtering stage. The two AOMs are driven at $\omega_A \approx 2\pi \times 320 \text{ MHz}$, one aligned to diffract into the first positive order and one aligned to diffract into the first negative order. These diffracted orders are combined on a non-polarising beamsplitter cube (BSC) and re-coupled into fibre to go to the amplification and delivery stage. Only one AOM is driven at a time, selected with a radio frequency (RF) switch, determining whether this beam goes on to become the Stokes or anti-Stokes light.

The second beam is modulated by an EOM, driven by a frequency synthesiser locked to a common reference with the AOM driver, at $\omega_E + \delta$, with $\omega_0 = \omega_A + \omega_E$. This gives it two sidebands at $\pm(\omega_E + \delta)$, and the carrier is then suppressed by a fibre Mach-Zehnder filter that we describe in more detail below.

At the amplification and delivery stage, the fibre-coupled AOM and EOM beams are separately amplified by TA diodes and combined on a polarising beamsplitter cube (PBSC) to pass through a common AOM for fast $\sim 50\text{ ns}$ shuttering and future amplitude
Half waveplates (HWPs) prior to entering the PM fibres and before the PBSCs at the output ensure the light polarisation remains aligned to one of the transverse fibre axes and that the PBSC transmission is maximised.

The beams are then separated by polarisation and coupled into PM fibres for delivery to the MOT chamber. Before entering the chamber, each beam passes through a beam shaper, consisting of a spatial filter to ensure a high mode quality, a PBSC to maintain polarisation purity and a Topag GTH-4-2.2 refractive element that results in a $\sim 1.2$ mm square beam of uniform intensity — to within $\pm 5\%$ — at the focus of a 750 mm focal length lens where the MOT cloud is located. The PBSCs in each beam shaper are aligned orthogonally, ensuring that the beams are delivered with orthogonal linear polarisations, and they enter the chamber in a counter-propagating alignment.

This results in two beams arriving at the atoms from opposite directions with the frequency components shown in Figure 6.4. The sign of the frequency shift of the AOM beam (shown in orange) is selected by the RF switch. When positive, it forms a Raman pair $a$ with the lower frequency sideband in the EOM beam (shown in blue), and when negative it forms Raman pair $b$ with the higher frequency EOM sideband. Although two sidebands are present in the EOM beam, one is always far enough off-resonance that its only considerable contribution to the interaction is to induce a slight light-shift to the resonance.

The RF switch can alternate between Raman pairs $a$ and $b$ in under 5 $\mu$s, providing a way to quickly reverse the sign of the effective $k$-vector, and hence momentum kick, the atoms experience when the beams are pulsed on.

### 6.2.2 EOM carrier suppression

The carrier is suppressed from the EOM beam by a bespoke fibre Mach-Zehnder interferometer produced by OZ Optics, described in detail in [134] and represented in Figure 6.5. Two PM fibre inputs are combined on a 50:50 BSC, divided along two PM fibre arms with a path length difference $\Delta l = 38.5(5)$ mm and recombined on a second 50:50 BSC into two PM fibre outputs. The path length difference means that an optical field with an angular frequency $\omega$ injected at one of the input ports will recombine on the second BSC with one path having accrued an additional phase factor of

\[
\phi = \frac{\Delta l \eta \omega}{c} = \frac{2\pi \omega}{F},
\]
Figure 6.5: Schematic of stabilised fibre Mach-Zehnder interferometer used to suppress the carrier from the EOM output. The input light is divided evenly between two fibres by a free-space 50:50 BSC, that are then recombined on a second free-space BSC whose output ports are again fibre coupled. A path difference of $\Delta l = 38.5(5)$ mm gives the interferometer a FSR of approximately double the angular frequency of the modulation $\omega_E$ so that, when the carrier transmission is minimised at one output port, the sideband transmission is close to maximal. The device is encased in a cardboard enclosure with polystyrene insulation to minimise thermal drift, and a $\sim 50$ mm length of one of the fibre arms is encased in a heat-sinking aluminium block with a nichrome heating filament running parallel to it that is used to actively stabilise the optical path length and maintain the carrier transmission at a minimum.

where $\eta$ is the refractive index of the fibre that we assume does not vary with $\omega$, $c$ is the speed of light in vacuum and we define $F = 2\pi c/(\Delta l \eta)$ as the free spectral range (FSR) of the interferometer.

This means that the transmitted field at one of the output ports will be

$$E_{\text{out}} = \frac{1}{2} E_0 e^{i\omega t} + \frac{1}{2} E_0 e^{i(\omega t + 2\pi \omega/F)}$$

$$= T(\omega) E_0 e^{i\omega t},$$

(6.2)

where $E_0$ is the amplitude of the input field and we define the transmission function $T(\omega) = \frac{1}{2}(1 + e^{i2\pi \omega/F})$.\(^7\) For an input intensity $I_{\text{in}} = |E_0|^2$, the transmitted intensity $I_{\text{out}} = |E_{\text{out}}|^2$ then varies sinusoidally with $2\pi \omega/F$ as

\(^7\)Conservation of energy dictates that an extra factor of $\pi$ accrues in phase between the two terms of the transmission function at the other output port so that, when there is complete destructive interference at one port, there is complete constructive interference at the other.
\[ I_{\text{out}} = |T(\omega)|^2 I_{\text{in}} \]
\[ = \frac{1}{2} \left[ 1 + \cos \left( \frac{2\pi \omega}{\mathcal{F}} \right) \right] I_{\text{in}}, \tag{6.3} \]

For our interferometer, the path length difference between the two fibre arms is \( \Delta l = 38.5(5) \) mm, corresponding to a free spectral range (FSR) \( \mathcal{F} \approx 2\pi \times 5.45 \) GHz of approximately twice the EOM modulation angular frequency \( \omega_E \). This means that, when the carrier transmission \( |T(\omega)|^2 \) is minimised, the first order sidebands produced by the modulation are close to maximally transmitted.

In the limit of small modulation depth \( \beta \), the phase modulated output of the EOM that we take to have unit amplitude

\[ E_{\text{mod}} = e^{i(\omega t + \beta \sin(\omega_E t))} \tag{6.4} \]

can be approximated, to first order in \( \beta \), as

\[ E_{\text{mod}} \approx e^{i\omega t} + \frac{\beta}{2} e^{i(\omega + \omega_E)t} - \beta \frac{1}{2} e^{i(\omega - \omega_E)t}, \tag{6.5} \]

comprising the carrier component with angular frequency \( \omega \) and two sidebands at \( \omega \pm \omega_E \). After passing through the Mach-Zehnder interferometer this becomes

\[ E_{\text{T}} = T(\omega)e^{i\omega t} + \frac{\beta}{2} T(\omega + \omega_E)e^{i(\omega + \omega_E)t} \]
\[ - \beta \frac{1}{2} T(\omega - \omega_E)e^{i(\omega - \omega_E)t}, \tag{6.6} \]

resulting in intensity modulation at the EOM angular frequency \( \omega_E \),

\[ I_T \propto |E_T|^2 = |T(\omega)|^2 + \frac{\beta^2}{4} \left[ |T(\omega + \omega_E)|^2 + |T(\omega - \omega_E)|^2 \right] \]
\[ - \beta \sin \left( \frac{\pi \omega_E}{\mathcal{F}} \right) \sin \left( \frac{2\pi \omega}{\mathcal{F}} \right) \cos \left( \omega_E t + \frac{\pi \omega_E}{\mathcal{F}} \right) \]
\[ + \text{(terms oscillating at } 2\omega_E t). \tag{6.7} \]

As depicted in Figure 6.3, this intensity modulation is detected by a suitably fast photodiode and the amplitude of the modulation
is extracted by mixing that signal with a fraction of the RF signal driving the EOM with an appropriate phase delay and running the output through a low-pass filter.

As $F \approx 2\omega_E$, the term $\sin\left(\frac{\pi\omega_E}{F}\right) \approx 1$ and, as per the transmitted intensity of the carrier $|T(\omega)|^2$, the amplitude of the intensity modulation varies sinusoidally with $2\pi\omega/F$. However, the signals are $\pi/2$ out of phase so that $A$ passes through $0$ when the carrier transmission is minimal or maximal. This makes it an appropriate error signal for stabilising the interferometer to a point of minimal carrier transmission.

To achieve this, the signal is passed through a proportional-integral (PI) control circuit and an Arduino micro-controller produces a pulsed logic signal whose pulse width is proportional to the PI output. This signal drives a field-effect transistor (FET) circuit that modulates the current $I_{\text{heat}}$ through a $\sim 50$ mm nichrome heater filament running parallel to one of the fibre arms of the interferometer within an aluminium heat-sinking block. By changing the temperature of the length of fibre, the optical path length difference $\Delta l_\eta \propto 1/F$ is varied to maintain $\sin(2\pi\omega/F)$ at the zero crossing and minimise the carrier transmission.

To minimise drifts in the optical path lengths due to variations in laboratory temperature, the entire interferometer sits within a cardboard enclosure to mitigate air currents and is thermally isolated with polystyrene insulation. The thermal nature of the feedback gives it a low bandwidth so that any modulation it imposes on the light can be considered constant over the duration of a typical experimental sequence and the effect of the phase modulation of the EOM carrier frequency on the error signal occurs too quickly for it to affect the stabilisation.

The result is $\sim 30$ dB suppression of the carrier component from the output port in question, effectively just leaving the modulation sidebands to be amplified and delivered to the MOT. After fibre-coupling losses, $\sim 15\%$ of the input light is emitted in the sidebands and amplified while, as shown in Figure 6.5 where incoming and outgoing beams are labelled with illustrative spectral profiles, the carrier is emitted from the other output port and dumped on a beam block.
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As briefly touched upon in Section 6.1, atoms excited into the upper state manifold by the cooling and repump lasers will occasionally spontaneously decay back to the lower manifold and emit a photon in a random direction. The possible decay routes are shown as dashed arrows in Figure 6.6, while the excitations caused by absorbing photons from the cooling and repump lasers are represented with solid arrows.

The repump laser excites atoms from the \(|5S_{1/2}, F = 2⟩\) state to the \(|5P_{3/2}, F' = 3⟩\) state. As atoms in this state can decay to either the \(|5S_{1/2}, F = 2⟩\) state or the dark \(|5S_{1/2}, F = 3⟩\) state — where they are no longer resonant with the repump laser — then, when just the repump light is activated, atoms will quickly accumulate in the dark state via optical pumping.

The cooling light excites atoms from the \(|5S_{1/2}, F = 3⟩\) state to the \(|5P_{3/2}, F' = 4⟩\) state from which they can only decay back down to the \(|5S_{1/2}, F = 3⟩\) state and remain coupled by the cooling laser. The closed nature of the cooling transition means that atoms interacting with this laser will experience repeated spontaneous decays, with the photons they emit in random directions making the MOT visible and the associated recoil force ultimately providing the cooling mechanism by unbalancing the otherwise symmetric forces associated with stimulated emission and absorption.

However, in practice this cycle does not continue in perpetuity. The cooling laser is detuned by a factor \(\delta_c\) on the order of the natural linewidth of the transition, so is already driving off-resonant excitations. There is also a far weaker off-resonant coupling to the \(|5P_{3/2}, F' = 3⟩\) state and, in the relatively rare event that an atom ends up here, it has a chance to decay down to the \(|5S_{1/2}, F = 2⟩\) state that is dark to the cooling laser. All atoms will go dark within a few hundred \(\mu\)s, and so the repump laser needs to be active in order to sustain the MOT long enough to load an appreciable number of atoms.

A telescopic lens setup collects a fraction of the fluorescence photons associated with all these decays onto a Hamamatsu H7422-50 PMT. A pinhole at the shared focus of the telescope lenses and a 780 nm band-pass filter serve to block out the majority of any other light. Figure 6.7 shows how the signal from this PMT varies during a typical experimental cycle.
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Figure 6.7: Representation, not to scale, of how the MOT fields are varied during the preparation and read-out phases, and the corresponding fluorescence signal. The cooling, repump and MOT coils are all on for the MOT loading phase that typically lasts for $t_{\text{MOT}} \approx 1\, \text{s}$. The coil current is then quenched, and the cooling beam is reduced in power over $\sim 1\, \text{ms}$ so that the atoms are cooled in an optical molasses for $t_{\text{molasses}} \approx 10\, \text{ms}$. The repump beam is extinguished $t_{\text{prep}} \approx 4\, \text{ms}$ prior to the cooling beam in order to optically pump the cooled atoms into the $|5S_{1/2}, F = 2\rangle$ ground state. After an experimental pulse sequence — or ‘Raman jazz’ — lasting $\sim 1\, \text{ms}$, the fraction of atoms excited into the $|5S_{1/2}, F = 3\rangle$ state is then measured by fitting exponential curves to the decaying fluorescence signal associated with two pulses of the cooling beam, each lasting $t_{\text{read}} = 300\, \mu\text{s}$, separated by $t_{\text{repump}} = 100\, \mu\text{s}$ during which the repump beam is pulsed in order to quickly transfer all of the atoms to the excited $|5S_{1/2}, F = 3\rangle$ state. The amplitude measured for the second ‘normalisation’ pulse $A_N$ then corresponds to all the atoms being excited, and the ratio between the two amplitudes $A_T/A_N$ represents the fraction of atoms excited during the experimental sequence.

Each experiment starts with a MOT loading phase, during which the MOT quadrupole coils, cooling and repump lasers are all on. This phase lasts for $t_{\text{MOT}} \sim 1\, \text{s}$ during which the number of trapped atoms increases and the PMT signal asymptotically rises to a steady-state value.

This is followed by a molasses cooling phase that lasts for $t_{\text{molasses}} \sim 10\, \text{ms}$, during which the current in the quadrupole coils is quenched and the power of the cooling laser is ramped down to a lower level within $\sim 1\, \text{ms}$. Varying this level offers an effective mechanism for controlling the temperature of the cloud. As the PMT signal is dominated by fluorescence on the cyclic cooling transition, it reduces in line with the power of the cooling laser during this phase.

The repump laser is then extinguished $t_{\text{prep}} \sim 4\, \text{ms}$ prior to the cooling laser. During this time the cooling laser pumps atoms into the $|5S_{1/2}, F = 2\rangle$ state, continuing to provide a cooling force.
while it does so. This is visible as an exponential decay of the PMT signal as the atoms go dark. As the cooling laser power is maintained at a low level following the molasses cooling phase, this pumping occurs slower than it would with the cooling laser at full power, necessitating the relatively long $t_{\text{prep}}$ duration as increasing the cooling power for faster pumping results in unwanted heating.

After the state preparation is completed, the cooling laser is extinguished and the actual coherent control experiments are performed by various sequences of pulses with the Raman lasers that are typically completed in $<1$ ms. The measured output of these experiments is the fraction of atoms prepared in the $|5S_{1/2}, F = 2\rangle$ state that have been transferred to the $|5S_{1/2}, F = 3\rangle$ state. This is determined by pulsing the cooling laser at full power for $300\mu$s. This results in a decaying fluorescence signal to which an exponential function is fitted to extract an amplitude $A_T$. All of the atoms are then pumped into the excited state by a short $100\mu$s pulse of the repump laser. The amplitude $A_N$ of the fluorescence signal associated with a second pulse of the cooling laser then serves as a normalisation factor, with the ratio $A_T/A_N$ providing the measure of the fraction of atoms transferred.

### 6.4 Magnetic field switching and optimisation

Transitioning atoms from the magnetic gradient required to keep them trapped in the MOT to a homogeneous magnetic environment conducive to the experiments that follow is not a trivial part of any atomic physics experiment.

In the Southampton setup, large anti-Helmholtz coils that are external to the vacuum chamber provide the quadrupole field for the atoms inside. When on, each coil draws $\sim 2$ A of current and they double up as $60\,$W heaters that serve to desorb enough rubidium from the walls of the chamber to negate the need for the fitted alkali metal dispensers when loading the MOT. Around $0.2\,$J of energy is stored in the quadrupole field when it is active and so, in order to quench it on ms timescales, on the order of $100\,$W of power needs to be dissipated somewhere.

This strain is taken by power FETs and Zener diodes, and the current through the coils is extinguished within 1 ms. However, eddy currents sustain the magnetic field for somewhat longer. A Hall probe external to the chamber suggests that a steady state...
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is reached in \( \sim 3 \) ms, although it is the field the atoms experience that is of interest.

6.4.1 A brief look at two-photon Zeeman spectra (measuring the field experienced by the atoms)

In the presence of a magnetic field, the magnetically sensitive sublevels of the \(|5S_{1/2}, F = 2\rangle\) and \(|5S_{1/2}, F = 3\rangle\) states, between which we drive two-photon Raman transitions, will receive an energy shift proportional to their \(m_f\) value. The constant of proportionality, or \(g\)-factor, for this splitting is equal and opposite for each state to within 1\%. This results in a frequency shift to the Raman resonance that is dependent on the initial \(m_f\) state and, as our state preparation does not preferentially pump into any particular sublevel, sub-Doppler Raman spectroscopy of the cloud will reveal multiple peaks at different values of the two-photon detuning \(\delta\).

We can perform sub-Doppler Raman spectroscopy by modifying the delivery system described in Section 6.2 to combine both Raman components in one of the two PM fibres with orthogonal polarisations and removing the PBSC from the output beam shaper. This results in co-propagating beams, such that a moving atom will see both frequency components Doppler shifted with the same sign and the two-photon resonance condition is unaffected.

When the Raman beams are propagating parallel to the magnetic field vector, which provides a quantisation axis for the Zeeman splitting, the two-photon transitions impart no net angular momentum along the magnetic field axis and so they only drive \(\Delta m_f = 0\) transitions between states with equal \(m_f\) values, shown as solid orange lines in Figure 6.8. This results in a five-peak Zeeman spectrum. In contrast, when the Raman beams propagate perpendicular to the magnetic field vector they impart a unit of angular momentum along the quantisation axis, driving the \(\Delta m_f = \pm 1\) transitions shown as dashed blue lines in Figure 6.8. There are 10 such transitions but adjacent ones, illustrated by solid blue circles at the crossover points, receive an equal frequency shift\(^{11}\) resulting in a six peak Zeeman spectrum. As the frequency shifts to the \(\Delta m_f = 0\) and \(\Delta m_f = \pm 1\) are interleaved, when the Raman propagation axis has components both parallel and perpendicular to the magnetic field vector then both sets of peaks are visible resulting in eleven evenly spaced peaks at the frequencies marked by solid circles in Figure 6.8 [135].

\(^{11}\)Equal in the sense that the \(g\)-factors are equal, to within 1\%.
Figure 6.9: Two-photon Zeeman spectra — showing the fraction of atoms transferred to the upper state $|c_2|^2$ as a function of the detuning of an applied, co-propagating, Raman pulse — measured for a range of $t_{\text{molasses}}$ values, labelled in terms of the duration between extinguishing the MOT coil current and pulsing the Raman lasers. The locations of peaks, represented by solid vertical lines, are determined by a peak finding algorithm that identifies peaks based on carefully chosen threshold values and interpolates with Gaussian fitting to data points about the identified maximum to estimate the peak centre. The thresholds and the number of data points used in the Gaussian fit were varied between data sets in order to achieve results that appeared sensible to a human eye, and some identified peaks that were deemed to be falsely identified have been omitted.
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6.4.2 Magnetic field switching transients

Using such two-photon Zeeman spectra as a probe, the variation in the magnetic field vector after the MOT quadrupole field in quelled can be monitored. Employing low power Raman pulses ($\sim 1\text{ mW}$ per beam) with a long ($\sim 300\mu\text{s}$) duration to reduce power broadening, the fraction of atoms excited to the $|5S_{1/2}, F = 3\rangle$ state was measured as a function of the two-photon detuning $\delta$ to take Zeeman spectra for a range of $t_{\text{molasses}}$ values. For these sub-Doppler measurements, a cold cloud was not essential and the cooling beam was maintained at a relatively high power during the molasses cooling so that $t_{\text{prep}} = 2\text{ ms}$ was a sufficient duration for the state preparation. The duration of the cooling beam power ramp was kept fixed at 1 ms, acting as a lower limit to $t_{\text{molasses}}$ and meaning that the minimum delay between quenching the coil current and pulsing the Raman beams was 3 ms.

After this duration the coil current has completely diminished and the magnetic field on the coil axis exterior to the chamber has reduced to $< 10\%$ of its maximum value as measured on a Hall probe, but significant variation is still experienced by the atoms. Spectra for a range of $t_{\text{molasses}}$ values, labelled in terms of the delay between turning the coils off and pulsing the Raman beams, are presented in Figure 6.9.

Prior to taking these spectra, three Helmholtz coil pairs had been used to zero the magnetic field at $\sim 6\text{ ms}$ after switching the coils off in a manner akin to that described in the next section. 6 ms

![Figure 6.10: Mean splitting between adjacent $\Delta m_f = \pm 1$ transitions as a function of the duration after extinguishing the coil current, taking into account a change in sign about the point where the states are degenerate.](image)
after switching the coils off, the Zeeman peaks are thus sufficiently overlapped so as to be unresolvable. The spectra taken at shorter delays are noisy and hard to interpret, likely because the magnetic field is varying fast relative to the 300 µs Raman pulses. Nonetheless, some $\Delta m_f = \pm 1$ peaks are still resolvable with possible signs of $\Delta m_f = 0$ peaks between them.

For delays longer than 6 ms, $\Delta m_f = \pm 1$ peaks become clearly visible and diverge, while $\Delta m_f = 0$ peaks remain suppressed. The MOT coils are aligned orthogonally to the Raman beam axis, and this is perhaps an indication that, while the quadrupole field rescinds relatively quickly, eddy currents sustain a field along the coil axis for much longer.\(^\text{12}\) The temporal evolution of the mean separation between adjacent $\Delta m_f = \pm 1$ states taken from these spectra is shown in Figure 6.10, taking into account a change in sign as the states pass through degeneracy, and is well fitted by an exponential function with a $1/e$ time constant of $\sim 2.6$ ms that approaches a steady-state asymptote only after $\sim 15$ ms.

### 6.4.3 Achieving Zeeman degeneracy

The Zeeman splitting evident in sub-Doppler spectra will cause unwanted broadening in Doppler-sensitive experiments and so three pairs of Helmholtz coils located along the $x$, $y$ and $z$ axes of

---

\(^{12}\)The MOT quadrupole coils are located along the $y$ axis of Figure 6.2, while the Raman beams are injected along the $z$ axis.

---

![Figure 6.11: Mean frequency separation between adjacent $\Delta m_f = 0$ and $\Delta m_f = \pm 1$ peaks as a function of the Helmholtz coil current along the vertical $y$ axis. Four measurements are made, and a function of the form $\Delta = A\sqrt{(I_y - I_0)^2 + \epsilon}$ is fitted to find the current value $I_0$, marked with a vertical line, that minimises the splitting and zeroes the magnetic field along that axis. A verification measurement, taken at $I_y = I_0$ and shown in a different colour, agrees with the expected minimum value.](image-url)
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\[ I_y = -230 \text{ mA} \quad I_y = -165 \text{ mA} \]

\[ I_y = -99 \text{ mA} \quad I_y = 0 \text{ mA} \]

\[ |c_2|^2 \]

\[ \text{detuning } \delta/2\pi \text{ [kHz]} \]

Figure 6.12: Two-photon Zeeman spectra taken at various values of the current in the vertical Helmholtz coils \( I_y \) corresponding to the data points in Figure 6.11. Purple (dark) and orange (light) vertical lines indicate resolvable \( \Delta m_f = \pm 1 \) and \( \Delta m_f = 0 \) peaks respectively, identified with the same peak fitting algorithm — with individually tailored threshold values — employed in Figure 6.9.\(^{13}\)

These spectra were actually taken \( \sim 6 \text{ ms} \) after the MOT coil current was quenched, prior to determining how long-lived the switch-off transient is, and the fact that the magnetic field was still varying may contribute to the asymmetry evident in the peak heights.

Figure 6.2 are used to zero the magnetic field so that the Zeeman sublevels overlap once the magnetic transient has died out.

This is achieved by measuring the mean splitting between adjacent pairs of \( \Delta m_f = 0 \) and \( \Delta m_f = \pm 1 \) peaks for a range of values for a particular coil current. The magnitude of this splitting scales with the scalar magnetic field magnitude \( B = \sqrt{B_x^2 + B_y^2 + B_z^2} \), where \( B_x, y, z \) are the components of the magnetic field along each axis.

As these scale linearly with the Helmholtz coil currents \( I_{x,y,z} \) along the same axes, the splitting as a function of coil current varies with the form

\[ \Delta = A\sqrt{(I - I_0)^2 + c}, \quad (6.9) \]

where \( \Delta \) is the splitting, \( I \) is the current through the coil pair in question and \( A, c \) and \( I_0 \) are fitting parameters with \( I_0 \) representing the current that zeroes the magnetic field along that particular axis. An example of this is shown in Figure 6.11, where the mean splitting between adjacent \( \Delta m_f = 0 \) and \( \Delta m_f = \pm 1 \) peaks is plotted as a function of the Helmholtz coil current \( I_y \) along the vertical \( y \) axis. Four measurements from the spectra shown in Figure 6.12 are plotted, to which Equation (6.9) is fitted to find the current value \( I_0 \) that minimises the splitting and zeroes the
Figure 6.13: Sub-Doppler spectrum taken > 15 ms after the MOT coils were turned off and once the magnetic field has been zeroed along all three Cartesian axes. It shows a single peak, with all of the Zeeman sublevels degenerate to well within $2\pi \times 50$ kHz. The detuning is measured relative to the bare hyperfine splitting $\omega_0$, from which the centre of the resonance is shifted due to the light shifts induced by the Raman beams.

magnetic field along that axis. A verification measurement, taken at $I_y = I_0$ agrees with the expected minimum value.

Repeating this process for each Cartesian axis allows the magnetic field that the atoms experience to be zeroed sufficiently that all of the Zeeman sublevels are degenerate to well within 50 kHz, as shown in the sub-Doppler spectrum presented in Figure 6.13.

### 6.5 MOT temperature characterisation

The power of the cooling beam is controlled by an AOM shutter as shown in Figure 6.1. The carrier frequency of the AOM is varied with a control voltage produced by a Keysight 33612A arbitrary waveform generator (AWG), changing the diffraction efficiency and hence power to vary it in the manner illustrated in Figure 6.7.

The value to which this control voltage is ramped during the molasses sequence affects the efficiency of the sub-Doppler cooling process and hence provides a suitable knob for varying the cloud temperature during the experimental sequence.

The cloud temperature can be measured with Raman Doppler spectroscopy [136, 137]. By reducing the power of the Raman beams and increasing the two-photon detuning, the Rabi frequency can be reduced sufficiently so that the spectral width of a $\pi$-pulse is much smaller than the Doppler width of the cloud. In this case,
measuring the number of atoms transferred by a $\pi$-pulse into the upper ground state as a function of the two-photon detuning $\delta$ will produce a Gaussian profile whose width is dominated by the 1-D Maxwell-Boltzmann velocity distribution of the atoms along the Raman propagation axis.

The temperature can be estimated by fitting a Gaussian function to these data, such as in Figure 6.14. Depending on the MOT alignment, and other experimental parameters that drift from day to day, the temperature can be tuned in a range between $\sim 20 \mu K$ and $\sim 140 \mu K$. A typical plot of temperature as a function of the voltage controlling the cooling beam power, taken from the Gaussian fits in Figure 6.14, is shown in Figure 6.15.

Colder and hotter samples can be achieved by varying the detuning of the cooling beam. However, the ability to vary the detuning during an experimental run has not yet been implemented and so the same detuning is used during both the MOT loading and molasses cooling. Detuning further to the red improves the efficiency of the sub-Doppler cooling and results in a cooler sample but also reduces the number of atoms loaded and adversely affects the signal-to-noise ratio (SNR). Adjusting the detuning to maximise the number of atoms and varying just the beam power to control the cloud temperature has proved to be flexible enough so far but, for future experiments where a narrower velocity distribution may be preferable, we plan to incorporate a detuning ramp into the loading sequence presently.
6.6 Summary of experimental parameters

Now would seem an opportune moment to collate, in one place, some key experimental parameters that could prove useful to those who work on this experiment in the future. Table 6.1 lists the typical conditions of the MOT fields used throughout this thesis, along with some representative powers and detunings of the Raman interaction beams used in the experiments that are detailed later.

Approximate Rabi frequencies and light shifts associated with different Raman beam parameters are also listed. Light shifts were determined by identifying the detuning that resulted in peak population transfer after applying a π-pulse, while Rabi frequencies were determined by detuning the Raman transition to the light-shifter resonance, applying pulses of varying durations — in order to observe Rabi flopping — and associating the duration of a π-pulse to the first peak in population transfer. This process is somewhat iterative — the Rabi flopping signal is required to determine the duration of a π-pulse, while the π-pulse duration is needed in order to determine the light shift and tune the lasers to resonance for the Rabi flopping — but in practice the pulse duration does not need to be too exact for the light shifted resonance to be identified sufficiently.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Typical value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Magneto-optical trap fields</strong></td>
<td></td>
</tr>
<tr>
<td>Cooling beam total power (during MOT loading)</td>
<td>12–16 mW</td>
</tr>
<tr>
<td>Cooling beam total power (during molasses cooling)</td>
<td>0.5–12 mW</td>
</tr>
<tr>
<td>(adjusted to vary cloud temperature)</td>
<td></td>
</tr>
<tr>
<td>Repump beam total power</td>
<td>2–4 mW</td>
</tr>
<tr>
<td>MOT beams $1/e^2$ diameter</td>
<td>7.5 mm</td>
</tr>
<tr>
<td>Cooling beam detuning</td>
<td>$\sim 2\pi \times 6–18$ MHz (1–3$\gamma$)</td>
</tr>
<tr>
<td>Magnetic field gradient (along coil axis)</td>
<td>$\sim 5$ G cm$^{-1}$</td>
</tr>
<tr>
<td>Loading duration</td>
<td>$\sim 0.5–2$ s</td>
</tr>
<tr>
<td>Molasses cooling duration</td>
<td>$\sim 15$ ms</td>
</tr>
<tr>
<td>(inc. 1 ms to ramp cooling power)</td>
<td></td>
</tr>
<tr>
<td><strong>Raman transition parameters</strong></td>
<td></td>
</tr>
<tr>
<td><strong>(for velocimetry experiments)</strong></td>
<td></td>
</tr>
<tr>
<td>EOM beam power (inc. off-resonant sideband)</td>
<td>$\sim 200$ mW</td>
</tr>
<tr>
<td>AOM beam power</td>
<td>$\sim 100$ mW</td>
</tr>
<tr>
<td>Carrier wavelength</td>
<td>$\sim 780.256$ nm</td>
</tr>
<tr>
<td>((\Delta \approx -2\pi \times 7) GHz)</td>
<td></td>
</tr>
<tr>
<td>Rabi frequency</td>
<td>$\sim 2\pi \times 650$ kHz</td>
</tr>
<tr>
<td>Light shift</td>
<td>$\sim -2\pi \times 1$ MHz</td>
</tr>
<tr>
<td><strong>Raman transition parameters</strong></td>
<td></td>
</tr>
<tr>
<td><strong>(for interferometry / optimal control experiments)</strong></td>
<td></td>
</tr>
<tr>
<td>EOM beam power (inc. off-resonant sideband)</td>
<td>$\sim 100$ mW</td>
</tr>
<tr>
<td>AOM beam power</td>
<td>$\sim 50$ mW</td>
</tr>
<tr>
<td>Carrier wavelength</td>
<td>$\sim 780.270$ nm</td>
</tr>
<tr>
<td>((\Delta \approx -2\pi \times 14) GHz)</td>
<td></td>
</tr>
<tr>
<td>Rabi frequency</td>
<td>$\sim 2\pi \times 250$ kHz</td>
</tr>
<tr>
<td>Light shift</td>
<td>$\sim -2\pi \times 200$ kHz</td>
</tr>
<tr>
<td><strong>Raman transition parameters</strong></td>
<td></td>
</tr>
<tr>
<td><strong>(for Doppler spectroscopy / Zeeman spectra)</strong></td>
<td></td>
</tr>
<tr>
<td>EOM beam power (inc. off-resonant sideband)</td>
<td>$\sim 10$ mW</td>
</tr>
<tr>
<td>AOM beam power</td>
<td>$\sim 5$ mW</td>
</tr>
<tr>
<td>Carrier wavelength</td>
<td>$\sim 780.270$ nm</td>
</tr>
<tr>
<td>((\Delta \approx -2\pi \times 14) GHz)</td>
<td></td>
</tr>
<tr>
<td>Rabi frequency</td>
<td>$\sim 2\pi \times 40$ kHz</td>
</tr>
<tr>
<td>Light shift</td>
<td>$\sim -2\pi \times 16$ kHz</td>
</tr>
<tr>
<td>(comparable to the two photon recoil shift)</td>
<td></td>
</tr>
</tbody>
</table>

*Table 6.1: Summary of typical experimental parameters.*
At its heart, the Mach-Zehnder interferometer sequence that is the basis of atom interferometric sensors of rotation, gravitational acceleration and gradients thereof, can be considered as comprising two measurements of atomic velocity and being sensitive to the difference between them. While much has been written about these interferometers — from reporting state-of-the-art achievements such as macroscopic wavefunction separation in interferometers on 10 m length scales [27] and proposals to perform interferometry with beams of atoms travelling between satellites in the vacuum of space [138, 139], to technical analyses of higher-order phase terms acquired in the presence of external fields [125] and at short interrogation times [140] — there have been few investigations into the underlying velocity measurements.

This is perhaps because only a relative velocity measurement between the atoms and the apparatus can be made and, as they begin an experiment in the same inertial frame, this negates any obvious applications as a velocity sensor. However, Weitz and Hänsch proposed utilising the velocity-dependent interferometer output to cool atoms and molecules with carefully timed laser pulse sequences, relaxing the constraints on laser frequency that most laser cooling mechanisms are subject to [43], and this was later demonstrated by Dunning et al. [44] while Weiss et al. [33] employed the technique to measure the photon recoil.

In this chapter we show that atom interferometry can be used to measure the distribution of velocities within an atom cloud itself. We study, in detail, the velocimetry process that underlies all atom interferometric sensors, and it proves a unique and informative lens through which to consider the field in general. This culminates in the development of a precision, interferometric technique for cold atom velocimetry.
In Section 7.1 we consider the velocity sensitivity of a two-pulse Ramsey interferometer sequence in both the laboratory and atomic reference frames. Based on ideas that were developed jointly with co-authors in [1], this serves both to introduce the velocimetry concept and provides a fresh context in which to consider atom interferometry in general.

In Section 7.2 we present results of a velocimetry experiment, based upon the principles we have established, that show fundamental shortcomings of the technique in a non-ideal physical experiment where finite length laser pulses exhibit intra-pulse Doppler sensitivity that is non-negligible. Section 7.3 presents a three-pulse velocimetry experiment, published in [3], that mitigates these shortcomings and proves to be an effective technique.

### 7.1 Conceptual overview: velocimetry with a Ramsey interferometer

The phase measured at the output of a matter-wave interferometer is independent of any chosen reference frame, but it is nonetheless instructive to consider the contribution of an atom’s velocity to the interferometric phase in both the laboratory and atomic rest frames, where it defines both the evolution of the atom’s quantum mechanical state and its classical trajectory.

#### 7.1.1 Laboratory frame

Depicted in the laboratory frame, in which atoms move relative to fixed lasers, interaction of the atoms with the optical field prepares and resolves a quantum mechanical superposition of two atomic states with different momenta. The residual energy difference between these superposed states upon subtraction of the laser frequency then determines the rate at which interferometric phase is accrued. The lasers thus play the role of a frequency reference for the experiment and a source of the $\pi/2$- and $\pi$-pulses that act as the matter-wave beamsplitters and mirrors.

The velocity dependence of the interferometric phase accrued following a $\pi/2$ beamsplitter pulse becomes evident when the kinetic energy, and its modification by the photon recoil, is included in the atomic Lagrangian [37]. For illustrative purposes we consider the simple example of an atom with two electronic states $|1\rangle$ and $|2\rangle$,
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This is readily extended to the two-photon Raman transitions we employ in our experiment, where the difference in frequency between the two photons plays the role of the frequency reference and an effective wavevector is defined by the difference between the individual wavevectors, as detailed in Section 2.6.

\[ \hbar \omega = \left( E_2 + \frac{|p_2|^2}{2m} \right) - \left( E_1 + \frac{|p_1|^2}{2m} \right) \quad (7.1) \]
\[ \hbar k = p_2 - p_1, \quad (7.2) \]

respectively, where \( m \) is the atomic mass. Writing \( p_{1,2} \equiv p \mp \frac{1}{2} \hbar k \) \[104\], so that the photon couples states \(|1, p - \frac{1}{2} \hbar k\rangle\) and \(|2, p + \frac{1}{2} \hbar k\rangle\) to satisfy Equation (7.2), Equation (7.1) becomes

\[ \hbar \Delta = \hbar \omega - (E_2 - E_1) = \frac{p \cdot \hbar k}{m}, \quad (7.3) \]

where \( \Delta \) is the detuning from resonance. This is simply the classical Doppler shift, illustrated graphically in Figure 7.1 where a photon is represented by a line of slope \( c \) that must connect two parabolas indicating the combined electronic and kinetic energy of each atomic state so that the length of the line must increase with the component \( p \) of the atomic momentum in the direction of the photon propagation.

In the absence of any external field, the Lagrangian for each of the photon-coupled states is simply

\[ \mathcal{L}_{1,2} = \frac{p_{1,2}^2}{2m}, \quad (7.4) \]

so that

\[ \mathcal{L}_2 - \mathcal{L}_1 = \hbar \Delta. \quad (7.5) \]

The phase \( \phi \) accrued by a superposition prepared by a \( \pi/2 \)-pulse from the laser at \( t = t_1 \) after a period \( \tau \equiv t_2 - t_1 \) is then just \[141\]
\[ \phi = \frac{1}{\hbar} \int_{t_1}^{t_2} (L_2 - L_1) \, dt \]

\[ = \int_{t_1}^{t_2} \Delta \, dt \]

\[ = \frac{p \cdot k}{m} \tau = k \cdot v \tau \]  

in terms of the atomic velocity \( v \). A subsequent \( \pi/2 \)-pulse at \( t = t_2 \) can then allow this phase to be measured by mapping it onto the probability for the atom to be detected in one or other of the superposed states.

Defining

\[ \mathcal{L} = \mathbf{K} \cdot p \]  

allows the path integral [121] of Equation (7.6) to be rewritten as

\[ \phi = \frac{1}{\hbar} \left( \int_{t_1}^{t_2} \mathbf{K} \cdot \mathbf{p}_2 \, dt - \int_{t_1}^{t_2} \mathbf{K} \cdot \mathbf{p}_1 \, dt \right) \]

\[ = \frac{m}{\hbar} \left( \int_{s_2(t_2)}^{s_2(t_1)} \mathbf{K}_2 \cdot d\mathbf{s}_2 - \int_{s_1(t_2)}^{s_1(t_1)} \mathbf{K}_1 \cdot d\mathbf{s}_1 \right) \]

\[ = \frac{m}{\hbar} \left( \oint \mathbf{K} \cdot d\mathbf{s} + \int_{s_1(t_2)}^{s_2(t_2)} \mathbf{K} \cdot d\mathbf{s} \right) \equiv \phi_{\text{loop}} + \phi_{12}, \]  

where \( s_{1,2} \) is the path followed by state \((1,2)\) from \( t = t_1 \) to \( t = t_2 \), as shown in Figure 7.2, and the final term \( \phi_{12} \) is the shift due to the separation of the wavepackets at \( t = t_2 \) [125].
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The Kelvin-Stokes theorem then allows the first term in Equation (7.8) to be cast as a surface integral over $\mathbf{S}$, the area enclosed by the interferometer, giving

$$\phi_{\text{loop}} = \frac{m}{\hbar} \iint (\nabla \times \mathbf{K}) \cdot d\mathbf{S}. \quad (7.9)$$

External magnetic, electronic or gravitational fields, or equivalent non-inertial motion, will be manifest in the quantity $\nabla \times \mathbf{K}$ so that the interferometer is sensitive to them, and this formulation of the integral shows explicitly that the sensitivity of this simple two-pulse interferometer scales with the enclosed area. In the common Mach-Zehnder interferometer configuration [22], two such measurements are combined so that the wavepackets overlap at the output and the $\phi_{12}$ term is eliminated.

For the Lagrangian of Equation (7.4), $\mathbf{K} = p/2m = \mathbf{v}/2$ and is uniform except during the beamsplitter interaction. To evaluate the surface integral, we consider the impulse to occur over a small but finite time and distance. Defining a $z$ axis $z \equiv \mathbf{v}_1 t$ to lie colinear with $\mathbf{s}_1$, and a $y$ axis in the $\mathbf{k} - \mathbf{v}$ plane, the first term in the interferometer phase can be written as

$$\phi_{\text{loop}} = \frac{m}{\hbar} \iint (\nabla \times \mathbf{K}) \cdot \mathbf{e}_x \, dy \, dz$$

$$= \frac{m}{\hbar} \iint \left( \frac{\partial K_z}{\partial y} - \frac{\partial K_y}{\partial z} \right) \, dy \, dz, \quad (7.10)$$

where the integral is over the triangular area enclosed by the two interferometer paths. As the initial state $|1, \mathbf{p} - \frac{1}{2}\mathbf{h}\mathbf{k}\rangle$ receives no impulse, $\partial \mathbf{K}/\partial z = 0$ and, as the beamsplitter impulse on the other state occurs around $z = y = 0$, $\partial \mathbf{K}/\partial y$ will be zero in most of the triangle so that the area can be extended to a trapezium without affecting the result and the integrals over $z$ and $y$ can be separated.

The integral over $y$ then follows from conservation of momentum,

$$\int \frac{\partial K_z}{\partial y} \, dy = \frac{\mathbf{h}k_z}{2m} = \frac{\mathbf{h}\mathbf{k} \cdot \mathbf{v}_1}{2m\mathbf{v}_1}, \quad (7.11)$$

and the first term in Equation (7.8) is thus

$$\phi_{\text{loop}} = \frac{m}{\hbar} \int_{0}^{\mathbf{v}_1 \tau} \frac{\mathbf{h} \cdot \mathbf{v}_1}{2m\mathbf{v}_1} \, dz = \frac{1}{2} \mathbf{k} \cdot \mathbf{v}_1 \tau. \quad (7.12)$$
As the path separation at $t = t_2$ will be $\hbar k \tau / m$, the second term may be written, to first order in $\hbar k / m$, as

$$
\phi_{12} = \frac{m}{\hbar} \int_{s_1(t_2)}^{s_1(t_2) + \hbar k \tau / m} \frac{v_2}{2} \cdot ds = \frac{m v_2}{\hbar} \cdot \frac{\hbar k \tau}{m} = \frac{1}{2} k \cdot v_2 \tau,
$$

so that the total interferometer phase, the sum of Equations (7.12) and (7.13), is

$$
\phi = k \cdot v \tau,
$$

reproducing Equation (7.6).

### 7.1.2 Atomic frame

In Chapter 5 we used an analogy to the longitude problem [130] — in which nautical navigators would compare the phase of a ship’s clock to the periodic variations in the sun’s elevation from the horizon in order to determine their longitudinal progress — to describe the functioning of an atom interferometer in an atom’s inertial frame.

In this picture, the first pulse of a Ramsey interferometer [14] synchronises the phase of the atomic superposition that acts as a local clock to that of the optical field at a particular point in space. The change in position and hence relative phase during a given measurement interval $\tau$ thus reveals the clock’s velocity relative to the optical field.

This phase is measured by a second pulse that maps it onto the atomic state probabilities so that, with ideal pulses that perform this mapping exactly, the probability that a given atom is in the second atomic state $|2\rangle$ after the second pulse is

$$
|c_2|^2 = \frac{1}{2} [1 + \cos(kv_z \tau)],
$$

where $v_z \equiv k \cdot v / k$ is the component of the atom’s velocity vector along the optical propagation axis.
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7.1.3 Atom interferometric velocimetry

For a statistical ensemble of atoms with a distribution \( P(v_z) \) of velocities \( v_z \) in the beam direction, the fraction of atoms in state \( |2\rangle \) after the second pulse will be

\[
S(\tau) = \int_{-\infty}^{\infty} P(v_z) \frac{1}{2} [1 + \cos(kv_z\tau)] dv_z. \tag{7.16}
\]

Each velocity class \( v_z \) hence contributes to the interferometer signal a component that varies sinusoidally with \( \tau \), with angular frequency \( kv_z \) and amplitude proportional to \( P(v_z) \), akin to the contributions from different wavelengths of light to the signal produced when varying the arm length of a Michelson interferometer in Fourier transform spectroscopy [142, 143]. The velocity distribution is thus mapped onto the frequency domain of the signal but, owing to the symmetry of the cosine function, positive and negative velocities cannot be distinguished.

If the laser phase is advanced by \( \phi \) between the two interferometer pulses, this phase is mapped onto the output signal such that

\[
S(\phi, \tau) = \int_{-\infty}^{\infty} P(v_z) \frac{1}{2} [1 + \cos(kv_z\tau - \phi)] dv_z. \tag{7.17}
\]

The absolute value of the Fourier transform of the quantity

\[
S_I + iS_Q \equiv S(0, \tau) + iS(\pi/2, \tau) \tag{7.18}
\]

is then proportional to the velocity distribution \( P(kv_z) \), expressed as a function of the angular frequency \( kv_z \).
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Figure 7.3 shows the in-phase and quadrature interferometer traces, \( S_I(\tau) \) and \( S_Q(\tau) \), for our atom cloud. By initially adjusting the Raman detuning \( \delta \) to maximise the population transferred by a \( \pi \)-pulse, we cancel the light shift during the interferometer pulses but incur a detuning of \( 2\pi \times 400 \text{ kHz} \) in between, giving the traces the form of damped oscillations. The Raman Rabi frequency \( \Omega \) is around \( 2\pi \times 450 \text{ kHz} \).
The distribution of velocities within our atom cloud, measured by Raman Doppler velocimetry (2.5 mW per Raman beam for 100 µs), is shown in Figure 7.4, and fits well a Gaussian distribution with a temperature of 21(1) µK superimposed upon a broad background that we have previously attributed to inhomogeneous sub-Doppler cooling [44, 144]. This velocimetry method is itself subject to inaccuracies, and at longer exposure times yields higher temperatures, perhaps for the reasons discussed in [145].
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Figure 7.4: Velocity distribution measured by low intensity Raman Doppler velocimetry, orange (filled) circles, with error bars showing the standard deviation of 10 measurements. A thermal distribution with a temperature of 21(1) µK, solid (blue) fit, sits atop a broad background attributed to inhomogeneous sub-Doppler cooling [44, 144] or off-resonant excitation [145].

The solid lines in Figure 7.3 show the expected form of the interferometry fringes for this velocity distribution for infinitely short pulses. In practice the Raman pulses have a finite duration and so exhibit a residual Doppler sensitivity. This means that the amplitude and phase of the periodic fringes that each velocity class contributes to the signal in Equations (7.16) and (7.17) are modified by a velocity dependent factor that we will derive in Section 7.3.1. The dashed purple curves in Figure 7.3 include these amplitude and phase modifications to leading order. The red dashed curves incorporate an additional empirical scaling factor of 0.82 that accounts for the effect of atoms being lost from the region illuminated by the Raman beams but remaining within the readout beams [89] and brings the theoretical curves into excellent agreement with the experimental data.

The theoretical curves are extended into the hypothetical \( \tau < 0 \) region that has no physical meaning. The physical restriction of \( \tau \geq 0 \) can be expressed mathematically by multiplying Equation (7.18) by the Heaviside step function \( \Theta(\tau) \) prior to taking the Fourier transform to extract the velocity distribution.

However, the velocity dependent amplitude and phase modifications due to Doppler-sensitive pulses complicates matters. While the fringe amplitude varies little across the velocity distribution, the leading order term in the phase shift
Physically this corresponds to the phase accrued when an atom propagates a non-negligible fraction of the effective wavelength of the optical field during the pulses themselves. Some difference in phase is then inevitably observed between the first and second pulse, even when $\tau = 0$ and one immediately follows the other.

The atomic wavepacket is separated into two states, one receiving a recoil kick and one not. The mean impulse imparted by the interferometer thus offsets the centre of the distribution by half of the recoil velocity.

Mathematically, the result is multiplication of Equation (7.18) by an offset step function $\Theta(\tau + \tau_0)$ prior to transformation so that the output of the transform is then the convolution of the velocity distribution $P(kv_z)$ with

$$\hat{\Theta}(kv_z) = \frac{i}{\sqrt{2\pi(kv_z)}} e^{ikv_z\tau_0} + \sqrt{\frac{\pi}{2}} \delta(kv_z),$$

the transform of the offset step function, where $\delta(kv_z)$ is the Dirac delta function. When the spread of the velocity distribution is small with respect to $1/\tau_0$, the first term remains approximately orthogonal to the second during the convolution so that the absolute value of the transform is broadened but the velocity distribution remains unaltered in the real part.

However, when the Doppler spread of the velocity distribution is a considerable fraction of the Rabi frequency, the velocity dependent phase factor $e^{ikv_z\tau_0}$ in the first term becomes significant so that it broadens both the real and imaginary parts of the transform and the velocity distribution is irretrievable from a single measurement.

The absolute value of the FFT of the data from Figure 7.3 after baseline subtraction is shown in Figure 7.5 in units of atomic velocity after accounting for the $2\pi \times 400\text{ kHz}$ detuning of the Raman frequency from the known hyperfine frequency that cancels the light shift during the interferometry pulses. If the underlying velocity distribution is assumed to have the Gaussian form associated with a 1-D Maxwell-Boltzmann distribution, that is

$$P(kv_z) \propto \exp\left(-\frac{1}{2} \frac{(kv_z - kv_0)^2}{k^2\sigma_v^2}\right),$$

where $v_0$ is the non-zero centre of the distribution that will turn out to be half of the two-photon recoil velocity and $\sigma_v = \sqrt{k_B T/m}$ represents the thermal distribution of velocities for atoms of mass $m$ and temperature $T$, then an analytical form for the FFT data can be determined.
Convolution of the Gaussian distribution with Equation (7.20) is equivalent to multiplying it by a complementary error function, yielding a signal of the form

\[ \tilde{S}(k v_z) \propto P(kv_z) \text{erfc} \left( -\frac{1}{\sqrt{2}} \left[ k\sigma_v\tau_0 + i\frac{k v_z - k v_0}{k\sigma_v} \right] \right). \tag{7.22} \]

The solid orange line in Figure 7.5 shows a fit of the absolute value of this function to the transformed data, with \( \sigma_v, v_0 \) and the overall amplitude as free parameters and \( \tau_0 = -2/(2\pi \times 450) \) ms set by the empirically determined Rabi frequency. The dashed red line is the Gaussian velocity distribution determined from the fitting parameters, with an offset of \( v_0 = -6(2) \text{mm s}^{-1} \) consistent with half of the two-photon recoil velocity \( v_R = 12 \text{mm s}^{-1} \) and a velocity spread \( \sigma_v \) corresponding to a cloud temperature of 24(2) \( \mu \text{K} \). This is in agreement with the 21(1) \( \mu \text{K} \) measurement made by Raman Doppler spectroscopy that is represented in Figure 7.5 by a solid
purple Gaussian centred upon the interferometric measurement for comparison.

It is fun, though not particularly informative, to pad out the data from Figure 7.3 with zero-valued data points for negative times up to the effective time origin of $\tau = \tau_0$. This then introduces oscillations between the real and imaginary parts of the transform, periodic in $v_z$ with a period of $2\pi/k\tau_0$. The real and imaginary parts of the transform then fit well to the real and imaginary parts of the fitted Equation (7.22), as shown in Figure 7.6. As the periodicity of the oscillations in both the fitted function and the data are determined by the fixed parameter $\tau_0$, this tells us little but looks pretty. It does suggest the possibility of making $\tau_0$ a free parameter and using it to determine the Rabi frequency.

While this demonstrates a practical method of determining the atomic cloud temperature, several factors contribute to the large uncertainty in the measurement. In our experiment, the delay between when the AOM shutter is (de)activated and when the optical field is turned on (off) at the atoms differs for each of the counter-propagating Raman beams. This means that, between two sequential pulses, there are short periods where only one beam is activated, contributing a light-shift, whilst a ‘pulse’ is considered to be active only while both beams illuminate the atoms. This means that, when the AOM is turned off for a given duration, the actual duration between pulses is larger by a factor of the delay $\tau_{\text{delay}} = 75(10)$ ns between the response of one field relative to the
This was likely due to a difference in alignment between the beams as they passed through the shuttering AOM that was subsequently reduced with a corresponding reduction of \( \tau \) delay in later experiments.

Additionally, the function in Equation (7.22) that is fitted to the data tends to zero in the wings upon the multiplication of a very large number by a very small number. This becomes difficult to handle computationally so that only those data within a range about the centre of the distribution, where the function can be numerically evaluated, can be fitted to. This range is approximately equivalent to that shown in the top axes of Figure 7.5, while the data extend several times further.

These issues, along with many of the complications attributed to the intra-pulse Doppler sensitivity can be overcome by employing a three-pulse interferometer to make the same measurement.

### 7.3 Practical velocimetry with a three-pulse interferometer

When \( \tau_0 = 0 \), depicted in Figure 7.8(a) and equivalent to having instantaneous interferometer pulses of infinite power, the first term in Equation (7.20) remains orthogonal to the second for all atomic velocities and a Ramsey interferometer can be used to measure the true atomic velocity distribution. While we have demonstrated that, with a good understanding of the intra-pulse Doppler sensitivity and its effect on the Fourier transformed signal, this technique can still be powerful in a realistic situation with pulses of finite duration like those in Figure 7.8(b), in practice this requires some initial assumptions about the underlying velocity distribution.

These issues can be overcome by interleaving a ‘mirror’ \( \pi \)-pulse between the ‘beamsplitters’ of our interferometer, as shown in Figure 7.8(c). In its time-symmetrical form \( (T_2 = T_1) \), atoms divide their time equally between the two interferometer states, and the interferometer forms a basic composite pulse \[56\] in which systematic contributions to the phase accrued during the first evolution period \( T_1 \) are reversed during the second period \( T_2 \).
Chapter 7 Velocimetry of cold atoms with matter-wave interferometry

Figure 7.8: Temporal pulse profiles for the interferometer sequences considered here. a) Ramsey sequence with ideal, zero-length, pulses. b) Ramsey sequence with realistic, finite-length, pulses. c) Asymmetric Mach-Zehnder sequence with realistic pulses.

The absolute velocity-dependent phase shifts cancel, but those due to changes in velocity remain; this Mach-Zehnder arrangement thus forms the basis of atom interferometric inertial sensors [22, 125, 146].

When the interferometer is asymmetric, however, we retain the velocity sensitivity according to the temporal asymmetry $\tau = T_2 - T_1$, which can be varied continuously over both negative and positive values, while taking advantage of partial cancellation of phase shifts accrued during the pulses themselves [146].

7.3.1 Theoretical interferometer output

For a quantitative understanding of this we derive analytical expressions for the output of the physically realisable interferometers in Figure 7.8, calculating the excited state probability $|c_2|^2$ at the end of each sequence for an atom starting in the ground state $c_1 = 1$.

With a suitable shift of energy reference, the effective two-level Hamiltonian for the Raman system given in Equation (2.74) can be written as

$$\hat{H} = \hbar \left( \begin{array}{cc} \delta_L & \Omega R e^{-i\phi_L} \\ \Omega R e^{i\phi_L} & -\delta_L \end{array} \right),$$

(7.23)
where $\Omega_R$ is the (real) Rabi frequency and $\phi_L$ is the effective laser phase defined in Equations (2.76) and (2.73) respectively. We can separate the laser detuning $\delta_L$ into three terms

$$\delta_L = \delta_{\text{laser}} - \delta_{\text{ac}} - \delta_{\text{Doppler}}. \quad (7.24)$$

Here $\delta_{\text{Doppler}} = kv_z$ is ultimately the quantity of interest, corresponding to the Doppler shift of an atom whose average velocity along the beam axis is $v_z$. The effect of the light shift on the resonance condition is encapsulated in $\delta_{\text{ac}}$ — that is thus only non-zero when the lasers are on during the pulses — while $\delta_{\text{laser}}$ incorporates all of the other detuning terms that are assumed to be constant.

Further defining $\delta_0 \equiv \delta_{\text{laser}} - \delta_{\text{Doppler}}$, the propagator that acts on a state $(c_1, c_2)$ at a time $t$ in order to give the state at a later time $t + \Delta t$ in the absence of any interaction with the lasers is then

$$\hat{U}(\Delta t) = \begin{pmatrix} e^{i\delta_0 \cdot \Delta t/2} & 0 \\ 0 & e^{-i\delta_0 \cdot \Delta t/2} \end{pmatrix}. \quad (7.25)$$

During the pulses the evolution is governed by the OBEs and, assuming completely coherent evolution, the appropriate propagator can be written as

$$\hat{U}(\Delta t, \phi_L) = \begin{pmatrix} C^*(\Delta t) & -iS^*(\Delta t, \phi_L) \\ -iS(\Delta t, \phi_L) & C(\Delta t) \end{pmatrix}, \quad (7.26)$$

where we have employed the formalism of Stoner et al. [140] in which

$$C(\Delta t) \equiv \cos \left( \frac{\Delta t}{2} \sqrt{\delta_L^2 + \Omega_R^2} \right)$$

$$\quad + i \frac{\delta_L}{\sqrt{\delta_L^2 + \Omega_R^2}} \sin \left( \frac{\Delta t}{2} \sqrt{\delta_L^2 + \Omega_R^2} \right), \quad (7.27a)$$

and

$$S(\Delta t, \phi_L) = \frac{\Omega_R e^{i\phi_L}}{\sqrt{\delta_L^2 + \Omega_R^2}} \sin \left( \frac{\Delta t}{2} \sqrt{\delta_L^2 + \Omega_R^2} \right). \quad (7.27b)$$
We denote the $n$th pulse with subscripts $\hat{\Omega}_n, C_n, S_n$ etc. so that the output of a 3-pulse interferometer with pulse separations $T_{1,2}$ is

$$|c_2|^2 = \left| \left( \begin{array}{c} 0 \\ 1 \\ 0 \\ 1 \end{array} \right) \cdot \hat{\Omega}_3 \cdot \hat{U}(T_2) \cdot \hat{\Omega}_2 \cdot \hat{U}(T_1) \cdot \hat{\Omega}_1 \cdot \left( \begin{array}{c} 1 \\ 0 \\ 0 \\ 1 \end{array} \right) \right|^2,$$

$$= |S_1|^2|S_2|^2|S_3|^2 + |C_1|^2|S_2|^2|C_3|^2$$

$$- 2 \text{Re} \left[ e^{i\delta_0(T_2 - T_1)} C_1 S_1 (S_2^*)^2 C_3 S_3 \right]$$

$$+ |S_1|^2|C_2|^2|S_3|^2 + |C_1|^2|C_2|^2|S_3|^2$$

$$+ 2 \text{Re} \left[ e^{i\delta_0(T_1 + T_2)} C_1^* S_1 (C_2^*)^2 C_3^* S_3 \right]$$

$$+ 2 \left( |C_3|^2 - |S_3|^2 \right) \text{Re} \left[ e^{-i\delta_0 T_1} C_1 S_1 C_2 S_2^* \right]$$

$$+ 2 \left( |C_1|^2 - |S_1|^2 \right) \text{Re} \left[ e^{i\delta_0 T_2} C_2^* S_2 C_3^* S_3 \right].$$

To proceed we note that, for the Mach-Zehnder interferometers under consideration,

$$C_3 = C_1, \quad (7.29a)$$

$$S_3 = e^{i\phi} S_1, \quad (7.29b)$$

$$\arg(S_1) = \arg(S_2)$$

$$\Rightarrow S_1^* S_2 = S_1 S_2^* = |S_1||S_2|. \quad (7.29c)$$

where $\phi$ is an advance in the laser phase introduced prior to the final pulse. This allows us to write Equation (7.28) as

$$|c_2|^2 = |S_1|^4|S_2|^2 + |C_1|^4|S_2|^2 + 2|S_1|^2|C_2|^2|C_1|^2$$

$$- 2|C_1|^2|S_1|^2|S_2|^2 \cos[\delta_0(T_2 - T_1) + \phi]$$

$$+ 2|S_1|^2 \text{Re}[C_1^2 C_2^2] \cos[\delta_0(T_1 + T_2) + \phi]$$

$$+ 2|S_1|^2 \text{Im}[C_1^2 C_2^2] \sin[\delta_0(T_1 + T_2) + \phi]$$

$$+ 2(|C_1|^2 - |S_1|^2)|S_1||S_2| \text{Re}[C_1 C_2]$$

$$\times [\cos(\delta_0 \cdot T_1) + \cos(\delta_0 \cdot T_2 + \phi)]$$

$$+ 2(|C_1|^2 - |S_1|^2)|S_1||S_2| \text{Im}[C_1 C_2]$$

$$\times [\sin(\delta_0 \cdot T_1) + \sin(\delta_0 \cdot T_2 + \phi)].$$

For velocimetry purposes, we want to introduce an asymmetry $\tau = T_2 - T_1$ into the interferometer sequence. We will first consider the interferometer output when this is introduced by keeping
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\( T_1 = T \) constant and varying \( T_2 = T + \tau \). This is the case illustrated by the red (dotted) line in Figure 7.8(c), and can also be used to model the Ramsey interferometer shown in 7.8(b) by setting \( T = 0 \) and \( C_2 = 1, S_2 = 0 \).

By expanding the trigonometric functions of Equation (7.30), we can isolate the \( \tau \) dependence into terms of \( \sin(\delta_0 \tau + \phi) \) and \( \cos(\delta_0 \tau + \phi) \) such that the interferometer output can be written in the form

\[
|c_2|^2 = \frac{1}{2} \left\{ C' + \mathcal{A}' \cos(\delta_0 \tau + \phi) + \mathcal{B}' \sin(\delta_0 \tau + \phi) \right\} \quad (7.31)
\]

or, equivalently,

\[
|c_2|^2 = \frac{1}{2} \left\{ C' + \alpha \cos(\delta_0 \tau + \phi + \beta) \right\}, \quad (7.32)
\]

where \( \alpha = \sqrt{(\mathcal{A}')^2 + (\mathcal{B}')^2} \) and \( \beta = \arctan(-\mathcal{B}'/\mathcal{A}') \). When \( C' = \alpha = 1 \) and \( \beta = 0 \) then this closely resembles the integrand in Equation (7.16) and the atomic velocity distribution is well mapped onto the frequency domain with an offset given by \( \delta_{\text{laser}} \).

As discussed in Section 7.2, provided \( |\beta| \ll 1 \) then the velocity distribution can be retrieved from the real part of the FFT, even in the Ramsey configuration where data can only be collected for \( \tau \geq 0 \).

In practice, explicitly evaluating the form of the coefficients \( \mathcal{A}', \mathcal{B}' \) and \( C' \), we find

\[
\mathcal{A}' = -a + b \cos(2\delta_0 T) + c \sin(2\delta_0 T) \\
+ d \cos(\delta_0 T) + f \cos(\delta_0 T), \quad (7.33a)
\]

\[
\mathcal{B}' = -b \cos(2\delta_0 T) + c \sin(2\delta_0 T) \\
- d \cos(\delta_0 T) + f \cos(\delta_0 T), \quad (7.33b)
\]

\[
C' = 2|S_1|^4|S_2|^2 + 2|C_1|^4|S_2|^2 + 4|S_1|^2|C_2|^2|C_1|^2 \\
+ d \sin(\delta_0 T) + f \sin(\delta_0 T), \quad (7.33c)
\]

using
\[ a = 4|C_1|^2|S_2|^2|S_1|^2, \]
\[ b = 4|S_1|^2 \text{Re}(C_1^2 C_2^2), \]
\[ c = 4|S_1|^2 \text{Im}(C_1^2 C_2^2), \]
\[ d = 4(|C_1|^2 - |S_1|^2)|S_1||S_2| \text{Re}(C_1 C_2), \]
\[ f = 4(|C_1|^2 - |S_1|^2)|S_1||S_2| \text{Im}(C_1 C_2). \]

(7.34)

For \( T \gg 0 \), beating between the terms oscillating at \( T \) and \( 2T \) results in rapid oscillations of \( \mathcal{A}' \) and \( \mathcal{B}' \) in frequency space that restrict the usefulness of the interferometer to a very narrow velocity range.

The contrast \( \alpha \) and phase shift \( \beta \) of the Ramsey interferometer are plotted in Figure 7.9(a) as a function of \( \delta_{\text{Doppler}} = kv_z \) in units of the on-resonance Rabi frequency \( \Omega_R \) for the case where

\[ \delta_{\text{ac}} = \delta_{\text{laser}}; \]

...
\[ \delta_{\text{laser}} = \delta_{\text{ac}} \] is tuned to be on-resonant during the pulses. The contrast is approximately flat about \( \delta_{\text{Doppler}} = 0 \), but the phase shift is dominated by a linear term \( \beta \approx \frac{2 \delta_{\text{Doppler}}}{\Omega_R} \) that, as discussed in Section 7.2, acts to shift the effective time origin of the interferometer. Physically, when \( \tau = 0 \), a velocity-dependent phase shift is still apparent due to the finite duration of the pulses. This means that the true velocity distribution cannot be extracted from the FFT given the physical restriction \( \tau \geq 0 \).

In Figure 7.9(b), the same parameters are plotted for a \( T_1 = T, T_2 = T + \tau \) Mach-Zehnder configuration with \( T = \tau/2\Omega_R \). The additional pulse and short periods of free evolution act to undo the first-order phase shift accrued during the pulses, flattening out the phase profile about \( \delta_{\text{Doppler}} = 0 \). The negative range of \( \tau \geq -T \) is still severely limited in such an interferometer but the negligible phase shift means that the velocity distribution can be retrieved from the real part of the FFT when data are collected for \( \tau \geq 0 \). However, like the Ramsey interferometer, this configuration is similarly sensitive to the absolute timing of the pulses discussed in Section 7.2.

The phase shift is eliminated entirely if the total free evolution time \( T_1 + T_2 \) of the interferometer is kept constant and the asymmetry is instead introduced by setting \( T_{1,2} = T \mp \tau/2 \), as shown by the blue (dashed) line in Figure 7.8(c). Noting that

\[
\begin{align*}
\sin \left[ \delta_0 \left( \frac{\tau}{2} + T \right) + \phi \right] + \sin \left[ \delta_0 \left( T - \frac{\tau}{2} \right) \right] &= 2 \sin \left( \delta_0 \cdot T + \frac{\phi}{2} \right) \cos \left( \frac{\delta_0 \tau}{2} + \frac{\phi}{2} \right), \quad (7.35a) \\
\cos \left[ \delta_0 \left( \frac{\tau}{2} + T \right) + \phi \right] + \cos \left[ \delta_0 \left( T - \frac{\tau}{2} \right) \right] &= 2 \cos \left( \delta_0 \cdot T + \frac{\phi}{2} \right) \cos \left( \frac{\delta_0 \tau}{2} + \frac{\phi}{2} \right), \quad (7.35b)
\end{align*}
\]

the output in this case can be shown to be

\[
|c_2|^2 = \frac{1}{2} \left\{ C - A \cos \left( \delta_0 \tau + \phi \right) + B \cos \left[ \frac{1}{2} \left( \delta_0 \tau + \phi \right) \right] \right\}, \quad (7.36)
\]
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\[
\mathcal{A} = 4|C_1|^2|S_1|^2|S_2|^2, \quad (7.37a)
\]
\[
\mathcal{B} = 8(|C_1|^2 - |S_1|^2)|S_1||S_2| \times \left[ \text{Re}(C_1C_2) \cos(\delta_0 \cdot T + \phi/2) + \text{Im}(C_1C_2) \sin(\delta_0 \cdot T + \phi/2) \right], \quad (7.37b)
\]
\[
\mathcal{C} = 4|C_1|^2|C_2|^2|S_1|^2 + 2|C_1|^4|S_2|^2 + 2|S_1|^4|S_2|^2 + 4|S_1|^2 \left[ \text{Re}(C_1^2C_2^2) \cos(\delta_0 \cdot T + \phi) + \text{Im}(C_1^2C_2^2) \sin(\delta_0 \cdot T + \phi) \right]. \quad (7.37c)
\]

The output has sinusoidal components in \( \tau \) with velocity-dependent angular frequency \( \delta_0 \), and amplitude \( \mathcal{A}(\Omega_R, \delta_L) \), purely constructed from elements of the pulse matrices and thus only dependent on the offset from the light-shifted resonance (with the overall scale determined by the on-resonance Rabi frequency). There is no detuning-dependent phase shift to these harmonic components, though parasitic subharmonics of amplitude \( \mathcal{B}(\Omega_R, \delta_0, \delta_L, \phi, T) \) become significant at large detunings.

With \( \mathcal{A} = \mathcal{C} = 1, \mathcal{B} = 0, \) and \( \delta_{\text{laser}} = 0 \), Equation (7.36) again resembles the analogous Ramsey output in the integrand of Equation (7.17), albeit with an inversion arising from the additional rotation by \( \pi \). As long as \( \mathcal{A} \gg \mathcal{B} \) then, as in Equation (7.17), the atomic velocity distribution is well mapped onto the frequency domain and the scaling by \( \mathcal{A} \) can be corrected for by multiplying through by its reciprocal.

The magnitudes of \( \mathcal{A} \) and \( \mathcal{B} \) are plotted as functions of \( \delta_{\text{Doppler}}/\Omega_R \) in Figure 7.9(c) which shows that this criterion is satisfied for \(-0.4 < \delta_{\text{Doppler}}/\Omega_R < 0.4\), where \(|\mathcal{B}/\mathcal{A}| < 0.1\). Doppler profiles falling within this window will thus incur little distortion from subharmonics, which would act to artificially narrow broader distributions. As the interferometer time is made longer by increasing \( T \), the oscillations in \( \mathcal{B} \) become more rapid but remain within the same envelope.

It should be noted that the velocity distribution will be centred about \( \delta_{\text{laser}} \) in the frequency domain, so the ambiguity of the DC component \( \mathcal{C}(\Omega_R, \delta_0, \delta_L, \phi, T) \) can be negated by setting \( \delta_{\text{laser}} \) much larger than the width of the Doppler profile and subtracting it off in analysis. When \( \delta_{\text{laser}} \) is measured relative to the ‘bare’ hyperfine splitting \( \omega_0 \), subtracting it off leaves the velocity distribution
7.3 Practical velocimetry with a three-pulse interferometer

Figure 7.10: Measurements of fractional population transfer $|c_2|^2$ as a function of temporal asymmetry $\tau$ for interferometers with (light orange circles) and without (dark blue circles) a $\pi/2$ phase shift before the final recombination pulse. Data are taken in a pseudo-random order at a rate of 2 Hz to facilitate MOT loading. Each point is an average of two measurements, with error bars representing the standard deviation. A detuning of $\delta_{\text{laser}} = -2\pi \times 1050$ kHz from the hyperfine splitting results in oscillations which appear within an envelope whose shape is governed by the velocity distribution.

centred about the average velocity $v$ — depicted in Figure 7.2 and to which we previously alluded — corresponding to half the two-photon recoil velocity.

7.3.2 Experimental results

On balance, the final interferometer geometry considered in the previous section, in which the total interferometer duration $T = T_1 + T_2$ is kept constant and the asymmetry $\tau$ is varied between $-T$ and $T$, shows the most promise for our setup. We can realise Rabi frequencies that are suitably large compared to the Doppler width of our atomic sample so that the amplitude of subharmonics that would act to enhance the apparent probability of lower velocities is negligible and the residual velocity-dependent modification of the fringe amplitude $A$ can be corrected for in subsequent analysis.

Figure 7.10 shows typical output from the interferometer, with a detuning $\delta_{\text{laser}} = -2\pi \times 1050$ kHz introduced from the two-photon Raman resonance to offset the AC Stark shift during the pulses. The in-phase and quadrature fringes correspond to $-S_I$ and $S_Q$ from Equation (7.18), with the inversion of the in-phase component
arising from the additional rotation by $\pi$. The FFT of these data is shown, as a function of frequency, in Figure 7.11.

The velocity distribution can be directly extracted from these data, as shown in Figure 7.12(a) where they are reproduced as a function of velocity with the two-photon detuning $\delta_{\text{laser}}$ subtracted. Here they are overlaid upon a measurement made by conventional Raman Doppler spectroscopy. Fitted Gaussian profiles, with temperatures of $31.0(15)$ $\mu$K and $33.6(15)$ $\mu$K respectively, are shown.

The FFT profile, shown in Figure 7.12(a), requires a small correction to account for a slight dependence of the fringe amplitude $A(k_{\text{eff}}v_z)$ upon atomic velocity. Figure 7.12(b) shows this velocity dependence (dotted line), together with the corrected velocity distribution which yields the same temperature as the Doppler measurements, with notably enhanced signal-to-noise ratio. The profile in this instance is slightly displaced to account for a difference of $2\pi \times 40$ kHz between the assumed laser detuning $\delta_{\text{laser}}$ and the AC Stark shift recorded for this experiment.

The Gaussian fit to the corrected data is centred at $v_z = -4.5(13)$ mm s$^{-1}$. This is in agreement with a second measurement, shown in Figure 7.14, centred at $v_z = -5.1(7)$ mm s$^{-1}$. The two-photon recoil velocity for $^{85}$Rb is 12 mm s$^{-1}$ and there could be an impulse imparted to the cloud as the magnetic field is terminated.
Figure 7.12: Absolute value of the FFT of data in Figure 7.10, filled (blue) circles, overlaid upon a velocity profile determined by Raman Doppler spectroscopy, empty (grey) circles, in units of velocity. Solid (orange) lines are a Gaussian fit to the spectroscopic data, with a temperature of 33.6(15) µK, and dashed (purple) lines show Gaussian fits to the interferometric data. Plot (a) uses raw FFT data and the Gaussian fit is narrower than the spectroscopic measurement with a temperature of 31.0(15) µK. Plot (b) has a correction factor applied, multiplying each point by the reciprocal of the theoretical amplitude $A(k_{eH}v_z)$ based on our experimental parameters, overlaid as a dashed (red) line. Only points in the $A > 0.4$ range (highlighted) were corrected to avoid amplifying noise at the extremities, bringing the fitted temperature to 34.1(16) µK in agreement with the fit to the spectroscopic data. The AC Stark shift-induced offset from the spectroscopic data has been subtracted, centring it on the interferometric data at $v_z = -4.5 \text{ mm s}^{-1}$ to better compare their shapes.
The velocity resolution of the FFT is determined by the range of $\tau$, limited in principle to the time it takes atoms to leave the interaction region. Our data, in the range $|\tau| < 10 \mu s$ (spanning $\Delta \tau = 20 \mu s$), give a velocity resolution of $\delta v = 1/(k_{eff} \Delta \tau) \approx 20 \text{ mm s}^{-1}$ that is approximately twice the recoil velocity. The value $\delta \tau$ by which $\tau$ is incremented between adjacent data points, in this case $\delta \tau = 50 \text{ ns}$, determines the range of velocities that can be measured $\Delta v = 1/(k_{eff} \delta t)$, although oversampling reduces the sensitivity of the measurement to the noise on any individual data point.

7.3.3 Discussion

The velocity distribution determined from our interferometric measurements agrees well for a warm sample with that obtained by conventional Doppler spectroscopy using low power Raman pulses (single-photon detuning $\sim 2\pi \times 15 \text{ GHz}$, Rabi frequency $\Omega_R \approx 2\pi \times 25 \text{ kHz}$). Whereas the interferometric measurements are well represented by a single Gaussian, however, the Doppler measurements show an additional, broader, component. This is particularly noticeable when a cooler sample, such as that shown in Figure 7.13, is probed with a strong Raman field (single-photon detuning $\sim 2\pi \times 7 \text{ GHz}$, Rabi frequency $\Omega_R \approx 2\pi \times 50 \text{ kHz}$), yielding
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Figure 7.14: Interferometric velocimetry measurement, filled circles (blue), overlaid upon the Doppler spectroscopy profile from Figure 7.13, empty circles (grey). The measurements were taken under the same conditions, with the offset subtracted from the spectroscopic data to centre them on the interferometric profile at $v_z = -5.1$ mm s$^{-1}$. The solid (orange) line shows a Gaussian fit to the interferometric data, with a temperature of $18.7(6)$ µK corresponding closely to the $17.8(9)$ µK colder Gaussian fitted in Figure 7.13. The signal-to-noise ratio of the interferometric measurement is good, and does not show signs of the broad background evident in the spectroscopic measurement.

Interferometric measurement under the same conditions, shown in Figure 7.14, does not display this broad component, but modelling suggests that this is not a limitation of the interferometric technique. We have previously attributed the broad background to inhomogeneous sub-Doppler cooling [144]; such a distribution might also result if the Doppler technique detected warmer, untrapped atoms outside the region interrogated by the interferometer. The dependence upon the strength of the probe laser in the Doppler measurements, however, suggests that the broadening is an artefact of conventional Doppler methods, perhaps due to off-resonant excitation [145]. This is consistent with several determinations by other researchers of atom cloud temperatures from measurements of the coherence length of the atomic wavepacket by measuring the fringe contrast as a function of wavepacket separation, in each case yielding a temperature below that estimated by Doppler [147] or time of flight (TOF) [148–150] methods.

TOF measurements are often used for colder samples and condensates [151]. While these can be taken in a single shot, they are
limited by the physical extent of the cloud and the imaging resolution [152]. In practice this means that the time of expansion required to measure the coldest distributions is typically \( \sim 10\,\text{ms} \), limiting its usefulness when studying dynamic behaviour such as in [153]. Both interferometric and Doppler measurements require multiple experimental runs, but can consequently be performed faster; such measurements with a Fourier transform limited resolution equivalent to Figure 7.14 for a 10 nK cloud could be made in as little as 500 \( \mu\text{s} \). However, the Doppler measurement requires a continuous interaction for this time, increasing the probability of the artefacts we have observed while limiting the resonance to a small number of atoms and reducing the signal-to-noise ratio.

Interferometric measurement, in contrast, ideally involves interactions that last for a small fraction of the total measurement time and interact uniformly with the entire velocity and spatial distribution of the atom cloud so that, on average, half of the atoms contribute to the signal, limited by the finite range that can be addressed in practice. Interferometric velocimetry is hence a particularly effective complement to existing methods and is particularly suitable for colder atom samples in which artefacts such as off-resonant excitation, saturation and scattering force heating would otherwise distort the measured velocity distributions. It uses techniques, apparatus and, in some cases [149, 154], datasets that are often already to hand.

### 7.4 Conclusion

We have described the use of Ramsey matter-wave interferometry for the measurement of the velocity distribution, and hence translational temperature, of ultracold rubidium atoms. By using an asymmetrical three-pulse arrangement with switchable pulse phases, we record quadrature signals over both positive and negative effective interferometer durations. The Fourier transform, with correction for the residual Doppler effect within the interferometer pulses themselves, then reveals the atomic velocity distributions with good fidelity because the whole atomic sample contributes to each data point. The technique can distinguish between positive and negative velocities with a quadrature measurement, and is more effective at lower cloud temperatures. It is in many ways complementary to conventional techniques of Doppler-sensitive spectroscopy and TOF measurement, as it is not subject to distorting artefacts arising from off-resonant excitation.
or the physical extent of the atom cloud and measurement beam [152].
“Can you row?” the Sheep asked, handing her a pair of knitting-needles as she spoke.

“Yes, a little – but not on land – and not with needles – ” Alice was beginning to say, when suddenly the needles turned into oars in her hands, and she found they were in a little boat, gliding along between banks: so there was nothing for it but to do her best.

— Lewis Carroll, Through the Looking Glass

In setting the scene for the next chapter, in which we present some results of optimal control theory, we have an excuse to return to the world of hand-drawn boats and clocks that we last visited in Chapter 5. Based, once more, on a pedagogical article in preparation, we introduce the calculus of variations — and the theory of optimal control that derives from it — by studying a classic problem in (aero)nautical navigation. Along the way, we will find that this problem is closely tied to the fundamental nature of quantum mechanics. Again, while this chapter offers some additional insight into the work that follows, it can be quite comfortably skipped by readers prone to seasickness.

8.1 Zermelo’s navigation problem

I am no stranger to sailing myself. My pastime has taken me on many a passage across the English channel, heading roughly northwards or southwards to cross a waterway in which the tide flows predominantly east or west. Planning such a voyage entails looking at tidal predictions to ascertain how far east or west the tide is likely to carry your vessel over the duration of your voyage so that you can adjust your heading to aim an equal but opposite amount east or west of your destination in compensation. If I calculate that the tide will carry me 15 nautical miles east of where I want to be drinking my beer that night over the course of my
crossing then I maintain a bearing that, in the absence of tide, would take me 15 nautical miles west of my destination and hope I got my sums right.

This simple approach has served me, and mariners the world over, perfectly well — even earning me the odd trophy — but I have often wondered whether it is the optimal solution to the problem. In fact it is a version of Zermelo’s navigation problem, a classic conundrum in the field of the calculus of variations, first considered by Ernst Zermelo in 1930 in the context of calculating the optimal course to steer an airship to a target destination when the wind experienced is a function of the ship’s position [155–157].

The calculus of variations is the study of finding the extrema of ‘functionals’: functions that map a function, such as the trajectory one might steer across the channel as a function of time, to a scalar, such as the total time that said trajectory might take. We assume the optimal course across the the channel to be the one that maximises valuable drinking time (VDT) and thus minimises the duration of the crossing.

8.2 A solution using the calculus of variations

In Appendix B I demonstrate a method for calculating the optimal route across a waterway with a time-dependent tide loosely based

---

**Figure 8.1:** A simplified version of the optimal channel crossing problem, with a tide that is independent of time.
on the English channel, but the time dependence of the tide necessitates the use of somewhat advanced techniques from the field of optimal control that occlude a lot of the elegance of the calculus of variations that underpins them. To illustrate these principles here, let us instead consider crossing a stretch of water such as a river in which the current does not vary with time.

As illustrated in Figure 8.1, let us define a coordinate system with the $y$ axis lying parallel to the edges of the waterway given by the lines $x = x_0$ and $x = x_1$. The current $u(x)$ flows in the negative $y$ direction and is a function of $x$. Assuming our boat can travel through the water with unit boat speed, we seek the fastest path to sail between a point $E = (x_0, y_0)$ on the $x = x_0$ side and point $F = (x_1, y_1)$ on the $x = x_1$ side (in keeping with our England-France theme). Assuming it will always be worth our while to make some progress towards the opposite bank, so that our $x$ coordinate can be assumed to increase monotonically, we can describe our path across the water as a function $y(x)$.

Our boat’s total velocity is then described by the pair of equations

$$
\frac{dx}{dt} = \cos(\theta) \quad \text{and} \quad \frac{dy}{dt} = \sin(\theta) - u(x),
$$

(8.1)

and it is our task to find the function $y(x)$ that minimises the total duration of the crossing

$$
T[y(x)] = \int_{x_0}^{x_1} \left(\frac{dx}{dt}\right)^{-1} \, dx
$$

(8.2)

when subject to the boundary conditions

$$
y(x_0) = y_0 \quad \text{and} \quad y(x_1) = y_1
$$

(8.3)

that ensure that the path starts at $E$ and ends at $F$.

$T[y(x)]$ is our functional, with the square brackets indicating that it operates on the function $y(x)$ as a whole to return a scalar denoting the duration of the crossing. The right-hand side of Equation (8.2) needs to be expanded to make the $y(x)$ dependence explicit.

From Equations (8.1) we can see that
Figure 8.2: An arbitrary modification to the optimal path $\bar{y}(x)$ is represented by $\eta(x)$. $\bar{y}(x)$ is an extremum of the functional $T[y(x)]$ if $T[\bar{y}(x) + \varepsilon \eta(x)]$ does not vary to first order about $\varepsilon = 0$ for any $\eta(x)$. 

\[ \left( \frac{dx}{dt} \right)^2 + \left( \frac{dy}{dt} + u(x) \right)^2 = 1. \] (8.4)

Writing $\frac{dy}{dt} = \frac{dy}{dx} \frac{dx}{dt}$ gives us a quadratic equation for $\frac{dx}{dt}$ in terms of $\frac{dy}{dx}$ and $u$, both functions of $x$, with the solution

\[ \frac{dx}{dt} = -u \frac{dy}{dx} + \sqrt{1 + \left( \frac{dy}{dx} \right)^2 - u^2}, \] (8.5)

where we take the positive root because we have already assumed that $x$ will increase monotonically and this should be true in particular when $u(x) = 0$. Inserting this solution into Equation (8.2) we get

\[
T[y(x)] = \int_{x_0}^{x_1} \frac{1 + \left( \frac{dy}{dx} \right)^2}{-u \frac{dy}{dx} + \sqrt{1 + \left( \frac{dy}{dx} \right)^2 - u^2}} \, dx \\
\equiv \int_{x_0}^{x_1} L \left( x, y(x), \frac{dy}{dx}(x) \right) \, dx. \] (8.6)

While, in this particular case, the integrand $L(x, y(x), \frac{dy}{dx}(x))$ depends on the path just through the derivative $\frac{dy}{dx}(x)$ and not $y(x)$ itself, we choose to consider the possibility of such a dependence anyway as the following steps are quite general. We will obtain a famous result that we can then specialise to the case at hand.

We are seeking a function $\bar{y}(x)$ that minimises the value of $T[y(x)]$. Just as in regular calculus, where the value of a function $f(x)$ does not vary to first order upon small variations about a value $\bar{x}$ that minimises (or maximises) it, $T[y(x)]$ should not vary to first order for small variations about $\bar{y}(x)$. Mathematically, making the substitution $y(x) \rightarrow \bar{y}(x) + \varepsilon \eta(x)$ and suppressing the function arguments for brevity,

\[ \frac{d}{d\varepsilon} T[\bar{y} + \varepsilon \eta] \bigg|_{\varepsilon=0} = 0, \] (8.7)

\[ \Rightarrow \frac{d}{d\varepsilon} \int_{x_0}^{x_1} L \left( x, \bar{y} + \varepsilon \eta, \frac{d\bar{y}}{dx} + \varepsilon \frac{d\eta}{dx} \right) \, dx \bigg|_{\varepsilon=0} = 0. \]
Here $\eta(x)$ is an arbitrary, differentiable, function that, when added to $\bar{y}(x)$, generates another path that still goes from point $E$ to $F$. Consequently it must vanish at the boundaries $\eta(x_0) = \eta(x_1) = 0$, as shown in Figure 8.2, but we place no further conditions on it.

Differentiating under the integral sign and setting $\varepsilon = 0$, Equation (8.7) becomes

$$\int_{x_0}^{x_1} \frac{\partial L}{\partial y} \eta + \frac{\partial L}{\partial \dot{y}} \frac{d\eta}{dx} dx = 0.$$  \hspace*{1cm} (8.8)

The second term can be integrated by parts to give

$$\int_{x_0}^{x_1} \frac{\partial L}{\partial \dot{y}} \dot{\eta} dx = \frac{\partial L}{\partial \dot{y}} \eta \bigg|_{x_0}^{x_1} - \int_{x_0}^{x_1} \frac{d}{dx} \left( \frac{\partial L}{\partial \dot{y}} \right) \eta dx.$$ \hspace*{1cm} (8.9)

The boundary term vanishes by virtue of $\eta(x_0) = \eta(x_1) = 0$ and so, substituting back into Equation (8.8), we find

$$\int_{x_0}^{x_1} \left( \frac{\partial L}{\partial y} - \frac{d}{dx} \left( \frac{\partial L}{\partial \dot{y}} \right) \right) \eta dx = 0.$$ \hspace*{1cm} (8.10)

At a path that minimises $T[y(x)]$ this must be true for any $\eta(x)$, and so we conclude that the multiplying factor in brackets must vanish.

$$\frac{\partial L}{\partial y} - \frac{d}{dx} \left( \frac{\partial L}{\partial \dot{y}} \right) = 0.$$ \hspace*{1cm} (8.11)

Equation (8.11) is called the Euler-Lagrange equation [158]. Solutions to this differential equation are known as critical functions and are guaranteed to be extrema of functionals defined as in Equation (8.6). In our case, $L$ has no explicit dependence on $y$ and so the first term is zero and we are left to solve
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\[- \frac{d}{dx} \left( \frac{\partial L}{\partial \frac{dy}{dx}} \right) = - \frac{d}{dx} \left( u \left(1 - \frac{dy}{dx}^2\right) - \frac{\frac{dy}{dx} \left(1 - 2u^2 + \frac{dy}{dx}^2\right)}{\sqrt{1 - u^2 + \frac{dy}{dx}^2}} \right) \]

\[= 0. \quad (8.12)\]

This is not pretty, but it yields a second-order differential equation for \(y(x)\) that can, in principle, be solved for the boundary conditions defined in Equation (8.3).

By way of example, let us choose \(x_0 = -1, \ x_1 = 1\) and

\[u(x) = c(1 - x^2), \quad (8.13)\]

dictating that the current in the waterway has a quadratic profile, vanishing at the edges and flowing most strongly in the deep water at the centre with a maximum speed parameterised by \(c\).

This can now be inserted into Equation (8.12) and solved for \(y(x)\).

As an experimental physicist, my normal approach to solving complicated differential equations when I don’t have an experimental apparatus to do it for me is to numerically integrate them. That is the approach we take here. To make things interesting, let us choose the boundary conditions \(y_0 = 0\) and \(y_1 = 3\) so that our goal is to get to the other side of the waterway having made some progress with or against the tide. A simple shooting method is employed to find optimal paths for a range of values of the parameter \(c\), shown in Figure 8.3.

The results can be interpreted intuitively. When there is no tide flowing (\(c = 0\)) then the fastest path is a straight line to our destination. However, if our destination is down tide (\(c > 0\)) then it is beneficial to take a sigmoid path that allows us to benefit from the fast-flowing tide in the centre of the waterway for longer. Conversely, if our destination is up tide (\(c < 0\)) then we should take a sigmoid path of the opposite sign in order to cross the foul tide as quickly as possible.
8.3 Relations to this work

Figure 8.3: Results of numerical calculations for optimal (a) paths $\bar{y}(x)$ and (b) steering angles $\theta(x)$ for a range of values of the parameter $c$. The steering angle $\theta$ determines the direction we should point our boat and does not incorporate the component of the velocity vector due to the tide $u(x)$, as defined in Equation (8.1). The results follow intuition in showing that, when the tide is favourable and carries our boat towards our target ($c > 0$, solid lines), it is beneficial to sail more directly to the centre of the waterway in order to benefit from the fastest flow. Conversely, when the tide is acting against us ($c < 0$, dashed lines), we should make most of our progress against the flow in the slow current near the edges and cross the fast-flowing tide in the middle as quickly as possible. In the case of no current ($c = 0$, dotted line), a straight line is the fastest path to the target.

This application of the calculus of variations to channel crossings is very interesting — if, perhaps, overly complicated — but appears to bear very little relation to the work of this thesis. In fact, while the ability to plan a channel crossing is not high on the list of priorities for most atomic physicists,\(^2\) the calculus of variations is central to much of what we do.

\(^2\)Although it should be said that it did prove genuinely useful during one return trip to England after working in the Bordeaux laboratory. See Figure 8.4.
Feynman’s path integral formulation is a mathematically formidable approach to quantum mechanics that nonetheless stems from attractively simple and intuitive principles that can be effectively conveyed to a general audience, as Feynman himself does in his beautifully clear text ‘QED: the strange theory of light and matter’ [159]. Feynman postulates that the probability for a quantum mechanical particle to travel from a point $A$ to a point $B$ is calculated by summing the ‘probability amplitudes’ for every possible path the particle could take and then squaring the total. In a sense the particle, and indeed the universe, does everything it possibly can and, upon measurement, the probability of a given outcome is determined by summing over the contributions from all of its many histories.

The probability amplitudes that we sum over are complex numbers, so that they can combine constructively or destructively depending on their phase, and this concept of combining complex amplitudes and squaring to get a total probability is a very familiar one to quantum physicists. For the general reader, Feynman describes them as spinning arrows that should be combined head to tail in order to add them, with the square of the total length
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Figure 8.5: A selection of different paths that a photon can take between points A and B (a), and a schematic plot of their durations and how this affects the phase of the associated probability amplitudes (b). When the amplitudes are summed to give a final probability (c) it is the amplitudes for paths close to the extremum that contribute most to the final length, as the rapidly varying phase of the amplitudes for paths far from the extremum ensure they sum in ever decreasing circles and effectively cancel out.

representing the probability. In this chapter, perhaps it is appropriate to consider them as hands of a clock.

It remains to be said exactly how the amplitudes for each possible path are to be calculated. For photons, particles of light, the picture of a clock hand is very close to the truth. To a good approximation the amplitude for a particular path has a fixed length and the phase, or angle of the clock hand, can be thought of as that reached by a stopwatch that is started when the photon leaves point A and stopped when it arrives at point B. The rate at which the hand rotates is just the frequency of the light. Clearly, then, the phase of the amplitude depends on the duration a photon takes to propagate along the path at the speed of light.

Figure 8.5(a) shows a selection of different paths that a photon could take from a point A to B. The path that takes the shortest time, labelled c, is a straight line. Now, from our channel crossing example, we know that a small variation to this path will not affect the duration to first order. Consequently, the stopwatch timing the
duration along path \( d \) will stop at a very similar angle to that for path \( c \). Conversely, the stopwatches for paths \( a \) and \( b \), or \( e \) and \( f \), far from the extremal path, could stop at very different angles.

Figure 8.5(b) schematically shows the duration of various paths around the minimum, and the corresponding stopwatch angles (or phases of the probability amplitudes). The further a path is from the minimum, the more rapidly the stopwatch angle varies. When the amplitudes are summed by aligning them end to end, as in Figure 8.5(c) the rapidly varying phases from paths of increasing durations spiral in on themselves and do not contribute much to the length of the total amplitude, which is dominated by contributions from stopwatches around the minimum whose hands roughly align.

As it is the square of this total length that dictates the ultimate probability that a photon leaving point \( A \) will arrive at point \( B \) we can see that, if we insert barriers to obstruct the paths at the top and bottom of Figure 8.5(a) then the likelihood of photons reaching point \( B \) will not change much. In effect, we would chop off some of the spiralling at the ends of Figure 8.5(c) but the overall length would stay largely the same. However, if we were to obstruct the straight-line, or line-of-sight, path then, as shown in Figure 8.6, only the spiralling ends would remain; the total amplitude would become much shorter. Point \( B \) would go dark as the probability of photons arriving there drastically diminishes.

Feynman’s formulation of quantum mechanics agrees, light travels in straight lines.

It agrees on much more than that, however. In chapter 2 of ‘QED’ Feynman proceeds to explain many of the familiar, and not so familiar, behaviours of quantum light using just the idea that anything that can happen does happen, and contributes the phase of its spinning stopwatch to the outcome of any subsequent measurement. In the case of photons, it is the paths of extremal duration that contribute most dominantly. This we can understand having looked under the hood of the calculus of variations, and it generally results in classical behaviour. The contributions from the other, non-classical, paths become important at a quantum level, however, and the sum-over-histories approach has proved supremely effective in determining, for example, small quantum corrections to the electron’s magnetic moment. These are continually being calculated and then measured to higher and higher precision, making QED one of the most thoroughly and precisely tested theories in physics [34–36, 160, 161].
Figure 8.6: When the number of available paths from A to B is limited by blocking certain routes with impenetrable barriers, the probability of light reaching B from A is reduced. When line-of-sight path is unobstructed (a), the probability is not changed much as the occluded paths did not contribute much to the size of the total amplitude. Conversely, when paths around the line-of-sight route are blocked (b), the size of the total amplitude is greatly reduced and photons do not reach point B, in agreement with classical intuition.

The photon is a special, massless, case of a more general formula for calculating the probability amplitudes. For a general particle, the amplitude for a path $x(t)$ starting at a location $x(0) = x_0$ at time $t = 0$ and ending at a location $x(t') = x'$ at $t = t'$ is

$$e^{\frac{i}{\hbar} \int_0^{t'} L(t, x(t)) \frac{dx}{dt}(t) dt}.$$  \hspace{1cm} (8.14)

The total probability amplitude (that should be squared to get the total probability) for a particle located at $x_0$ at $t = 0$ to be at $x'$ by $t = t'$ is then

$$\langle x', t' | x_0, 0 \rangle = A(t) \int_{\text{all } x(t)} e^{\frac{i}{\hbar} \int_0^{t'} L(t, x(t)) \frac{dx}{dt}(t) dt}, \hspace{1cm} (8.15)$$

where the integral is over all possible paths and $A(t)$ is a normalisation factor independent of any particular path and therefore just dependent on $t$. The term $L(t, x(t), \frac{dx}{dt}(t))$ integrated over in the exponential is reminiscent of the integrand in Equation (8.6) and is called the Lagrangian. It quantifies the difference between the kinetic and potential energy of the particle at each point along the
path $x(t)$. For a photon this is just $\hbar \omega$, where $\omega$ is the optical angular frequency, but for a massive particle it depends on the particle’s momentum and the potential energy landscape.

In a sense, the particle’s energy determines the rate that its stopwatch is ticking at any point on a given trajectory. It is, in the general case, paths about the extrema of the integral

$$S[x(t)] = \int_0^t \mathcal{L} \left(t, x(t), \frac{dx(t)}{dt}\right) dt$$  \hspace{1cm} (8.16)

in the exponent that result in probability amplitudes of stationary phase and that hence contribute most to the total probability amplitude. As in Equation (8.6), this integral is a functional of the path $x(t)$ and we represent it with the capital $S$ that the same quantity is denoted with in classical mechanics, where it is given the special name of the ‘action’.

That critical functions of the action result in the most probable outcomes of quantum experiments should not come as a surprise to classical physicists. Indeed, the ‘principle of least action’ has been known to determine the equations of motion for classical systems for centuries. In retrospect, the existence of such a variational principle in classical mechanics is considered by some to have been a clear indicator of the wave-like nature of matter available to physicists long before the atom was discovered and quantum theory was developed to explain its properties [158]. Indeed, in developing his path integral formulation, Feynman derived the Schrödinger equation — an earlier, equivalent formulation of quantum mechanics, taught at undergraduate level — from not much more than the principle of least action and analogy to classical optics.

### 8.3.2 Optimal control

If we could model our channel crossing system as some sort of medium with a cleverly varying refractive index that we could shine light through, or else a potential energy landscape that we could fire a beam of particle through, then we could get the fundamental optimisation mechanisms built into nature to determine the optimal path for us, without having to resort to computation.\(^4\)

This would be one approach to solving what is, at its heart, a problem of optimal control. Optimal control theory, loosely speaking, is the branch of mathematics that deals with finding the

\(^4\)Indeed, when Zermelo published his papers presenting the navigation problem, physicists writing in the German literature were quick to draw analogies to the propagation of light in such a medium [157, 162, 163].
'best' way to drive a system from an initial state $x_0$ to a target state $x_1$. More concretely, the definition of an optimal control problem generally starts with the definition of a dynamical system in the form

$$\frac{dx}{dt} = f(x(t), w(t)), \quad (8.17)$$

where $x(t)$ is a vector representing the state of a controllable system at time $t$ and $w(t)$ is a vector of variable control parameters that affect the evolution of the system. For our version of Zermelo’s navigation problem, Equation (8.1) is in such a form, with $x(t) = (x(t), y(t))$ representing the $x$ and $y$ coordinates of our boat, and the only control we have at our disposal is the steering angle $w(t) = (\theta(t))$.

An optimal form of the control signal $w(t)$ can then be sought that takes the solution of Equation (8.17) from $x_0$ to $x_1$ and minimises a cost functional

$$J(w(t), x_0, x_1) = \int_0^T F(x(t), w(t), t) \, dt, \quad (8.18)$$

where $T$ is the time taken to evolve the system from $x_0$ to $x_1$ that is not constrained but is determined by the form of $w(t)$. In Zermelo’s case, a solution was sought that minimises $T$, and so one would set $F = 1$. This is indeed our approach in Equation (8.2) onward, but we write $dt = (\frac{dx}{dt})^{-1} \, dx$ and constrain the allowed states of the system by defining $y$ as a function of $x$ in order to find a solution by solving the Euler-Lagrange equation.

Clearly optimal control has its roots in the calculus of variations, but it has evolved a great deal and is now a very active field of study in its own right. In the spirit of Zermelo, it has found many applications in the field of navigation, particularly in trajectory determination of autonomous vehicles and the planning of space missions and manoeuvres. You would not thank me for going into the details of the various abstractions and computational methods that comprise modern optimal control theory here, although I give a flavour in demonstrating the application of Pontryagin’s maximum principle to a more complicated channel crossing in Appendix B. Instead, using what we already know, I will describe a quantum mechanical problem in atom interferometry that we apply these techniques to in Chapter 9.

\footnote{Our collaborator Ilya Kuprov describes it as the theory of how to achieve the most, in the least amount of time, while expending the least amount of effort.}
One of the strange consequences of quantum mechanics is that it is an analogue system with a digital output. In atom interferometry, we use lasers to manipulate atoms between two states with different momenta. Interaction with a laser for an appropriate amount of time will transfer an atom from a state that we label $|0\rangle$ to one that we label $|1\rangle$ and vice versa. When we look at an atom we will find it either in state $|0\rangle$ or state $|1\rangle$ and nothing in between. Such ‘two-level’ systems are often referred to as qubits, the quantum analogue of the digital bit that can be either off (0) or on (1) and forms the basis of digital computers. Quantum computers will be based upon qubits, but so far it all sounds very much the same. Putting funny angled brackets around the values that a bit can assume does not seem to make a computer any more useful.

But the wonderful thing about qubits is that they are, in fact, analogue. A single qubit can be in an infinite number of states that are ‘superpositions’ of $|0\rangle$ and $|1\rangle$. The general state of a qubit can be written as

$$|\psi\rangle = c_0|0\rangle + c_1|1\rangle$$

(8.19)

where $c_{0,1}$ are complex numbers with amplitudes in the interval $[0, 1]$. That these coefficients are complex means that, not only can qubits assume values between $|0\rangle$ and $|1\rangle$, they can have different relative phases that facilitate a rich set of quantum logic operations that are much more powerful than their digital equivalents.

The less wonderful thing about qubits is the aforementioned digital read-out. Reading a qubit in a state $|\psi\rangle = c_0|0\rangle + c_1|1\rangle$, we will sometimes measure it in state $|0\rangle$ and sometimes in state $|1\rangle$. The coefficients just determine with what probability we will measure one state or the other. The probability that we will measure state $|0\rangle$ ($|1\rangle$) is $|c_0|^2$ ($|c_1|^2$). We can not determine anything about the amplitude of $c_1$ relative to $c_0$ from a single measurement, so we must repeat the measurement many times to get a picture of the probability distribution. Unfortunately, when we measure my qubit as being in state $|0\rangle$ or $|1\rangle$ once, then subsequent measurements will yield the same result. The act of measurement is said to have ‘collapsed’ the superposition into a single basis state.

The answer is to perform the measurement on many qubits that have all been prepared identically. This is what we do in atom
interferometry. A cloud of atoms are prepared in identical superpositions that are acted upon by the environment. Further manipulation of the atoms is performed so that the effect of the environment, which acts on the relative phase between $c_0$ and $c_1$, can be determined by measuring the state of all of the atoms at the end and counting how many we find in state $|0\rangle$ and how many we find in state $|1\rangle$. The sensitivity of the final measurement depends on how identical we can make the response of each atom to our interactions in practice.

Now, as probabilities must sum to unity, clearly $|c_0|^2 + |c_1|^2 = 1$. This means that the possible states a qubit can occupy can be mapped onto the surface of a sphere, called the Bloch sphere after the physicist Felix Bloch, as illustrated in Figure 8.7. The $z$ coordinate of state $|\psi\rangle$ represented on this sphere then determines the probability to be measured in state $|0\rangle$ or $|1\rangle$, with the north and south poles representing $|c_0|^2 = 1$ and $|c_1|^2 = 1$ respectively and the equator representing equal probability $|c_0|^2 = |c_1|^2 = 0.5$. The relative phase between $c_0$ and $c_1$ is then encoded in the state’s $x$ and $y$ coordinates.

Manipulation of the qubit state is achieved by interaction with a control field, in the case of atom interferometry a resonant laser beam, and can be represented on the Bloch sphere as a rotation of the state about an effective field vector $\Omega$ as depicted in Figure 8.8. Problems arise in atom interferometry, however, because the control field will never be completely homogeneous across all of the atoms that we wish to manipulate. Similarly, the atoms are in motion relative to the laser and they are all moving along the beam with different velocities.

This means that the effective field vector experienced by each atom is different; it will be orientated at differing angles and the rotations will occur at differing rates. In a simple laser pulse in which the field vector is kept static, this results in each atom being rotated into a slightly different state. How much the states differ from each other is determined by how well you can prepare your cloud of atoms to reduce the spread of velocities and how quickly you can perform your manipulations. Unfortunately, reducing the spread of velocities in your atom cloud generally means throwing away atoms and sacrificing the strength of your signal, while the speed with which you can perform the manipulations is limited by the available laser power.
This is a problem to which, in Chapter 9, we have applied optimal control techniques with significant success. Rather than keeping the field vector fixed during the manipulations, we move it around by varying the phase of the laser light during a pulse. The optimal control algorithm treats the laser phase as a control parameter and considers the effect that varying it in time will have on a collection of atoms with a spread of velocities experiencing a range of laser intensities. The algorithm optimises the time-dependent form of the laser phase $\phi(t)$ to bring all the atoms considered as close as possible to a target state $|\psi_T\rangle$ from a single initial state.

The effect that the phase variation will have on the field vector experienced by each atom is not the same. The problem is akin to having a fleet of boats of differing abilities, some old and slow and some new and fast. You then seek a particular course to steer labelled ‘A to B’ that you can photocopy and distribute to every captain in your fleet, safe in the knowledge that whenever they are leaving port A and want to arrive at port B then they can do so by just steering the course you have given them, regardless of the time of day, the particular currents flowing at the time or the capabilities of their boat.

This sounds impossible, and indeed it is if you want that course to be time optimal. However, if you allow for the passage to take a longer time then the problem starts to seem more tractable. Consider a channel crossing; you could imagine designing a course that would take exactly 12 hours to complete — a complete tidal cycle — so that the effect of tides was negligible, and that would result in the faster boats sailing a longer distance in that time but eventually ending up in the same place as slower boats who travel a shorter distance.

This is how we apply optimal control to perform the same operation for multiple atoms that experience different interactions. We increase the duration of our interactions to give ourselves more time to play with, and then use optimal control to design a laser pulse that sends atoms that are moving faster around the Bloch sphere off on a more circuitous route than those that are moving slower, but ensures that eventually they all end up in the same place.

It should be said that, as it stands, this optimisation is what we call ‘open-loop’. The atomic system is modelled on a computer by making some approximations to reduce it to a tractable set of differential equations that are then solved numerically to arrive at
an optimal solution, but the actual atoms in the experiment do not form part of the optimisation process. When applying a similar approach to calculating an optimal course for a channel crossing in Appendix B, the end result essentially boiled down to saying that the approach sailors learn the world over is the correct one. This should hardly be surprising; sailors have been navigating tidal waterways for centuries, testing new approaches and pooling their collective knowledge in a giant feedback loop that has culminated in the principles and methods we are taught today. Community feedback has arrived at the solution that works the best, in the least possible time, and that requires the least amount of effort.

We are interested in pursuing a future in which this same approach will be employed in atom interferometers. The atom-interferometric inertial sensors that ultimately make their way into the navigation systems of boats and aeroplanes could be ‘closed-loop’ hybrid devices in which the shape of the laser pulses is constantly being tuned based on feedback from the output of both fast but coarse classical sensors and the slow but precise quantum signal in order to maximise the sensitivity of the measurement [57, 164, 165].
Optimised Raman pulses for atom interferometry

Capital letters were always the best way of dealing with things you didn’t have a good answer to.

— Douglas Adams, *Dirk Gently’s Holistic Detective Agency*

Optimal control, introduced in the last chapter in the context of Zermelo’s navigation problem, is a powerful application of the calculus of variations to determining the best way to vary a set of controls at one’s disposal in order to achieve a desired outcome. In Zermelo’s case, we determined the optimal way to vary a ship’s course over time in order to reach a target destination at the other side of a waterway with known currents in the shortest possible time.

It is appealing to consider whether, by defining the problem appropriately, similar techniques can be applied to determining the optimal way in which to vary the inputs of an atom interferometer in order to extract the most sensitive measurement.

Optimal control has been successfully employed in many quantum physics experiments, including nitrogen-vacancy (NV) centre magnetometry [166], the stabilisation of ultra-cold molecules [167], and the control of BECs [57–60]. One area of physics to which optimal control has been applied with particularly great success is NMR spectroscopy [50], in which it is employed to design control pulses that can perform desired manipulations of two-level spin systems even when subjected to variations in the strength of the control field and its detuning from resonance.

Many aspects of these interactions are directly analogous to the atom–laser interactions of atom interferometry. Indeed, NMR optimal control pulses are a natural extension of composite pulses [52] — that replace state vector rotations traditionally performed by fractional Rabi oscillations with pulses that comprise of a series of steps with different phases and durations, tailored to compensate for inhomogeneities in the interaction — and the applicability of such pulses to atom interferometry has already been established [54–56].
In this chapter we apply optimal control techniques [47–49, 158] to design tailored Raman pulses for atom interferometry that achieve high-fidelity state transfer in a hot atomic sample. The superior velocity acceptance and resistance to coupling strength variations when compared with existing composite and shaped pulses also make these pulses potential candidates for use as augmentation pulses in large momentum transfer (LMT) atom interferometers that extend the Doppler separation between the superposed atomic states to increase the interferometer area and sensitivity [55, 168]. We also consider the application of optimal control techniques to all three pulses of a Mach-Zehnder type interferometer.

The theoretical and numerical work was mainly conducted by Jack Saywell using the Spinach software suite for spin dynamics [48], and a more in-depth description of the methodology can be found in [2]. I was able to offer some advice on how the NMR toolset could best be put to use in the context of atom interferometry, and conducted the experimental work presented here to demonstrate and validate the computational designs. This chapter presents the results of our collaboration, soon to be published in a paper that we have co-authored [51].

### 9.1 Computational optimal control methods for atom interferometry

For the purposes of optimising the Raman interactions in our experiment we assume that the single-photon detuning of the interferometry beams is sufficiently large that the excited state can be adiabatically eliminated and the system can be treated effectively as a two-level one. We furthermore assume coherent (unitary) evolution of the system throughout the interferometry sequences.

As derived in Section 2.6, in a rotating frame with an appropriate choice of energy reference, the interaction Hamiltonian then becomes

\[
\hat{H} = \frac{\hbar}{2} \begin{pmatrix} \delta_L & \Omega_R e^{-i\phi_L} \\ \Omega_R e^{i\phi_L} & -\delta_L \end{pmatrix}
\]  

(9.1)

in the \((c_1, c_2)\) basis, where \(\delta_L\) is the laser detuning from the light shifted Raman resonance, \(\Omega_R\) is the (real) Rabi frequency and \(\phi_L\) is
the relative phase between the Raman beams that is controllable in our experiment by I&Q phase modulation of the EOM RF signal.

The time-dependent Schrödinger equation is then exactly soluble and, as in Section 7.3.1, the change in state effected by a pulse of constant intensity and phase lasting for a duration $\Delta t$ can be represented by the propagator

$$
\hat{\Omega}(\Delta t, \delta_L, \Omega_R, \phi_L) = \begin{pmatrix} C^* & -iS^* \\ -iS & C \end{pmatrix},
$$

(9.2)

with $C(\Delta t, \delta_L, \Omega_R)$ and $S(\Delta t, \delta_L, \Omega_R, \phi_L)$ defined in Equations (7.27).

Atom interferometers typically employ rectangular $\pi/2$- and $\pi$- pulses — introduced in Section 2.4 — with respective durations of $\tau_{\pi/2} = \pi/2\Omega_R$ and $\tau_\pi = \pi/\Omega_R$ so that, when $\delta_L = 0$, they perform $\pi/2$ and $\pi$ rotations about an axis in the $x$–$y$ plane of the Bloch sphere. Variations in $\delta_L$ and $\Omega_R$, known in the NMR literature as off-resonance and pulse length errors respectively, translate into shifts to both the axis and angle of these rotations that ultimately reduce the contrast of the interferometer output.

In this chapter we consider pulses in which the relative laser phase $\phi_L$ is varied over the pulse duration. Since, for computation and experiments, the timebase is discretised into timesteps of equal duration $d\tau$, the action of such a pulse on a state then takes the form of a time ordered product of propagators $\hat{\Omega}_n(d\tau, \delta_L, \Omega_R, \phi_n)$

$$
\hat{\Omega}_\text{pulse} = \hat{\Omega}_N \hat{\Omega}_{N-1} \ldots \hat{\Omega}_2 \hat{\Omega}_1,
$$

(9.3)

where $N$ is the total number of timesteps. The $\phi_n$, ($n = 1, 2, \ldots, N$) then become our control parameters that we use to steer our atom interferometry pulse, with the aim of steering a course that is as close as possible to a desired rotation for a specified range of Rabi frequencies $\Omega_R$ and detunings $\delta_L$.

The control parameters are optimised using the gradient ascent pulse engineering (GRAPE) algorithm. Given an initial guess for the control parameters, GRAPE efficiently calculates the derivatives of a chosen fidelity function with respect to them and ascends the steepest path to a local maximum.
The fidelity is a function of the optimised pulse propagator $\hat{\Omega}_{\text{pulse}}$, and establishing a form for this function is a crucial step in optimising pulses for a particular application. We consider two possible types of fidelity function in the following sections. One is the point-to-point (PP) state transfer fidelity where, given an initial state $|\psi_0\rangle$, the fidelity $F = |\langle \psi_T | \hat{\Omega}_{\text{pulse}} | \psi_0 \rangle|^2$ is defined as the overlap with a target state $|\psi_T\rangle$ after application of the pulse propagator. Alternatively, a universal rotation (UR) pulse is yielded by choosing a fidelity $F = 1/2 \text{Tr} \left( \hat{\Omega}_T^\dagger \hat{\Omega}_{\text{pulse}} \right)$ that quantifies the overlap between the optimised pulse and a target propagator $\hat{\Omega}_T$.

9.2 Broadband pulse for large momentum transfer atom interferometry

Atom interferometers are the matter-wave analogue of optical interferometers in which coherent light is divided between separate spatial paths and recombined to produce interference. Atom interferometers replace the photons of optical interferometry with slow, massive, atoms for an initial sensitivity gain but, as with an optical interferometer, sensitivity is improved by increasing the separation between the interfering wavepackets. While ultra-stable lasers and optical fibre technology make extremely sensitive optical interferometry possible over kilometre length scales, obtaining a macroscopic path separation in an atom interferometer by either increasing the interferometer duration (and size) or the initial momentum difference remains technologically challenging.

In general, attempts to increase the path separation in an atom interferometer for more sensitivity will be to the detriment of fringe visibility, limiting their usefulness [55, 65, 66, 169]. This is particularly true of large momentum transfer (LMT) interferometers that employ extended pulse sequences to separate atomic trajectories by multiple recoil momenta, resulting in a larger enclosed interferometer area — and hence sensitivity — for the same interferometer duration [64]. LMT atom optics typically rely on an atomic sample with a narrow initial momentum distribution [170], with Bloch oscillations [169] and Bragg diffraction [25, 65] demonstrating the greatest separation.

In a large, laboratory-based, experiment with a Bose-Einstein condensed (BEC) atomic sample, such techniques can produce momentum superpositions where the wavepacket is separated on the half-meter length scale [27, 118]. However, BECs require long
preparation times and, in order to make atom interferometers a viable alternative to optical devices for applications such as inertial sensing where a high repetition rate is important, there is a renewed interest in techniques for high-sensitivity atom interferometers with less stringent requirements on the atomic source. Such techniques include LMT interferometers using adiabatic state transfer [67, 85] and composite Raman pulses [55].

Adiabatic transfer, while robust, is necessarily a slow process and is most effective at high-fidelity transfer from one quantum state to another, not preparing superpositions [171]. Composite Raman pulses are a technically simple alternative that have shown promise [55], and here we seek to significantly increase their performance and robustness with optimal control.

### 9.2.1 Pulse design and implementation

One way to increase the momentum separation between the arms of LMT interferometers is to ‘augment’ the beamsplitter and mirror operations with multiple augmentation pulses that have alternating effective wavevectors designed to swap the population

![Figure 9.1: Illustration of a LMT interferometer sequence. Vertical arrows represent the effective $k$-vector of interferometry pulses. The red pulses correspond to the standard $\pi/2 - \pi - \pi/2$ Mach-Zehnder interferometer sequence, with the corresponding atomic trajectories shown with thick orange lines with solid (dotted) lines representing time spent in state $|1\rangle$ ($|2\rangle$). The purple pulses in the designated boxes show additional augmentation $\pi$-pulses where the direction of the effective $k$-vector is alternated in order to increase the momentum difference between the arms of the interferometer and increase the enclosed area, as demonstrated by the atomic trajectories illustrated with thick blue lines.](image-url)
of the internal states whilst imparting additional momentum as depicted in Figure 9.1 [55, 64]. These pulses require a large velocity acceptance, equivalent to working over a large range of detunings, as they must remain resonant with both interferometer arms as they are Doppler shifted in opposite directions. However, in order to optimise these augmentation pulses it is sufficient to consider the point-to-point fidelity

\[ F_A = |\langle 2 | \hat{\Omega} | 1 \rangle|^2 \]  \hspace{1cm} (9.4)

without concern for the relative phase introduced between the two states. This is because the augmentation pulses appear in pairs within the extended pulse sequence [55, 56, 64] so that the interferometer phase introduced by each pulse is, to first order, cancelled out by that introduced by a subsequent one. Relaxing this constraint on the optimisation effectively gives the GRAPE algorithm a larger target to shoot at, allowing a greater fidelity to be achieved within a given pulse duration.\footnote{In practice this cancellation is such that the phase introduced by the first augmentation pulse in the interferometer sequence is cancelled out by that introduced by the final augmentation pulse. This leaves the interferometer sensitive to time-dependent variations in Rabi frequency and detuning. While point-to-point pulses can give a higher fidelity than universal rotations for the same pulse duration, it is feasible that augmentation pulses that perform universal rotations may yield greater contrast at the interferometer output when such time-dependent variations are present. It is worth noting that adiabatic rapid passage (ARP) pulses are essentially a form of point-to-point transfer.}

To that end, the GRAPE algorithm was employed to optimise a pulse with 100 time steps and a duration of 3.72 Rabi periods, maximising \( F_A \) when averaged over a Gaussian distribution of detunings \( \Delta_L \) with a standard deviation of \( \sim 0.9\Omega_R \) and a linear spread of Rabi frequencies of \( \pm 10\% \) about an assumed central frequency \( \Omega_0 \). These values were chosen based on a typical experimental Rabi frequency of \( \Omega_R = 2\pi \times 310 \text{ kHz} \), giving the pulse a duration of 12 \( \mu \text{s} \) and meaning that the detuning spread would match that expected within a cloud with a Maxwell-Boltzmann temperature.
of 120 µK. In practice, the length of each timestep is scaled if the empirically determined experimental Rabi frequency varies.

To enforce waveform smoothness, a penalty term proportional to the difference between adjacent phase steps was added to the fidelity function. No symmetry constraints were imposed, but the algorithm nonetheless converged to the approximately symmetric phase profile shown in Figure 9.2 that we affectionately christen the broadband atomic transfer (BAT) pulse.\(^2\)

Such a phase profile \(\phi_n, (n = 1, 2, ..., N)\) is realised experimentally by modulating the phase of the RF signal driving the EOM that produces one of the Raman frequency components with a Miteq SDM0104LC1CDQ I&Q modulator. The I and Q inputs are controlled by the dual outputs of a Keysight 33612A AWG that are programmed with the waveforms \(I_n = V_0 \sin \phi_n\) and \(Q_n = V_0 \cos \phi_n\) and configured to maintain the final phase value \(\phi_N\) until a hardware trigger is received. The response of the I&Q exhibits a degree of nonlinearity in this phase mapping \([89]\) that increases with the modulation amplitude \(V_0\). Rather than attempt to correct for this, we instead operate at a low modulation amplitude where the response is approximately linear.

The sample rate at which the waveforms are played is varied in order to set the total duration of the modulation \(\tau_{\text{mod}}\). In practice, the time the AWG takes to respond to a hardware trigger is determined by the sample rate and so we oversample, with each phase step \(\phi_n\) comprising multiple subsamples of equal phase, so that the sample period is much less than the \(\sim 100\) ns rise time of the AOM that shutters the Raman beams.

Having scaled the modulation duration \(\tau_{\text{mod}}\) to roughly correspond to the appropriate number of empirically determined Rabi periods, the pulse performance is optimised by setting the Raman detuning \(\delta_L\) to resonance and measuring the temporal evolution of the excited fraction \(|c_2|^2\) of a thermal atom cloud throughout the pulse in order to identify the point of peak transfer. This is achieved by concurrently triggering the phase modulation and the AOM that shutters the Raman beams, then measuring \(|c_2|^2\) once the AOM is turned off again after a variable time \(\tau\). The hardware trigger delay and sample rate are then adjusted to respectively adjust the start time \(\tau_{\text{offset}}\) and duration \(\tau_{\text{mod}}\) of the phase modulation, as shown in Figure 9.3 in order to maximise the height of the peak transfer in these scans.

\(^2\)It is commonplace in the NMR literature to assign acronymic monikers to pulses with varying levels of contrivance (CORPSE, WALTZ and SCROFULOUS being just a few examples). It would be a shame to go against such a precedent, and broadband atomic transfer (BAT) proves to be a concise and apt description of both our pulse’s function and the visual appearance of its phase profile.
9.2.2 Performance characterisation

Such a temporal scan for this broadband atomic transfer (BAT) pulse, on resonance and having optimised the timing parameters $\tau_{\text{mod}}$ and $\tau_{\text{offset}}$, is shown in Figure 9.4. It shows a peak in $|c_2|^2$ at the end of the phase sequence, represented by the vertical dashed line, after which damped Rabi oscillations are observed as the phase is fixed. We find that optimised pulses demonstrate a considerable resilience to variations in the trigger delay $\tau_{\text{offset}}$, with efficient transfer still observed even when the phase modulation is commenced up to a quarter of a $\pi$-pulse duration after the Raman light is turned on.

The peak transfer is achieved when the light is kept on for slightly longer than the duration of the phase modulation, with $\tau > \tau_{\text{mod}}$ by $\sim 200$ ns. The optimisation algorithm assumes that the light is turned on instantaneously as the phase modulation begins, without consideration of the AOM rise time, which probably accounts for this. Nonetheless, the form of the temporal profile shows excellent agreement with a numerical simulation that also assumes instantaneous illumination, shown as a solid line in the bottom panel of Figure 9.4.

![Figure 9.3: Illustration, not to scale, of the timing parameters optimised to realise optimal BAT pulses. The Raman light (top) is turned on at $t = 0$, and off again at $t = \tau$ by an AOM with a rise-time of $\sim 100$ ns. The sample rate of the AWG controlling the phase (bottom) is adjusted to set the total duration of the phase waveform $\tau_{\text{mod}}$, and this is adjusted together with the trigger delay $\tau_{\text{offset}}$ to achieve the optimal peak transfer when $\tau$ is scanned. Once the phase waveform has finished, the phase is maintained at $\phi_N$, the value of the final step.](image1)

![Figure 9.4: Above: BAT pulse phase profile designed using GRAPE to transfer atoms between levels $|1\rangle$ and $|2\rangle$ after scaling the duration of the modulation to give maximal transfer. Below: Measured fraction (circles) of atoms in the excited state $|c_2|^2$ after the Raman light is extinguished at various times during a pulse. The solid line is a theoretical curve produced by the model from [56], in which the two-level Hamiltonian is numerically integrated over the range of detunings and coupling strengths present in a thermal cloud of $^{85}$Rb atoms, and assumes that the light reaches full intensity instantaneously and concurrently with the start of the phase modulation. Excellent agreement is observed for a simulated temperature of $35 \mu$K.](image2)
9.2 Broadband pulse for LMT atom interferometry

Figure 9.5: Fraction of atoms transferred to the excited state $|c_2|^2$ as a function of laser detuning $\delta_L$ in (a) a $\sim 35$ µK atom cloud and (b) a $\sim 150$ µK cloud. Data are shown for BAT pulse (diamonds), WALTZ pulse (empty circles) and a rectangular $\pi$-pulse (filled circles). The effective Rabi frequency was $2\pi \times 270$ kHz. Solid lines show theory curves produced from the model used by Dunning et al. [56], which assumes a Maxwell-Boltzmann atomic velocity distribution. While, for cold atoms, the difference in transfer efficiency between BAT and WALTZ pulses is small on resonance, the greater range of detunings for which the BAT pulse remains efficient illustrates its potential utility for LMT interferometry.

In order to demonstrate the potential of the BAT pulse as an augmentation pulse for LMT, we compare the fraction of thermal atoms it transfers from state $|1\rangle$ to state $|2\rangle$ to the WALTZ pulse — the best composite Raman pulse previously employed in LMT interferometry [55] — and a rectangular $\pi$-pulse over a range of Raman detunings $\delta_L$.

In Figure 9.5(a) this comparison is shown for a $35$ µK sub-Doppler cloud where, nonetheless, the Doppler width of the velocity distribution is broader than the spectral width of a rectangular $\pi$-pulse.
so that it transfers just 75(3) % of the atoms. In contrast, the BAT and WALTZ pulses achieve 99.8(3) % and 96(2) % transfer respectively. The BAT pulse earns its moniker, however, demonstrating its broadband nature by maintaining > 90 % transfer over a $\pm 2\pi \times 380 \text{kHz}$ range compared to $\pm 2\pi \times 100 \text{kHz}$ for WALTZ.

This broad spectral profile is a signature of the large velocity acceptance required for LMT interferometry. For the $^{85}\text{Rb}$ atoms used here, each augmentation pulse would introduce $\sim 2\pi \times 60 \text{kHz}$ difference in the Raman resonance condition for each interferometer arm so it can be inferred that, starting on resonance, BAT pulses could sustain 90 % fidelity in a thermal cloud after $\sim 12$ applications as augmentation pulses compared to just $\sim 3$ WALTZ pulses.\(^3\)

In a $\sim 150 \mu\text{K}$ cloud — much closer to Doppler cooling limit — for which the peak transfer of a rectangular $\pi$-pulse is just 54(2) %, the broader spectral profiles of the BAT and WALTZ pulses translate to more efficient state transfer on resonance. This is shown in Figure 9.5(b), with the BAT pulse achieving 89(4) % transfer on resonance compared to the 81(4) % achieved by the WALTZ pulse.

### 9.3 Optimised atom interferometry pulse sequences

We now consider a basic $\pi/2$-$\pi$-$\pi/2$ Mach-Zehnder type interferometer in which inertial effects such as rotation or acceleration of the apparatus relative to the atoms imprint a relative phase $\Phi$ between the superposed atomic states. This phase is mapped onto the state probabilities by the final $\pi/2$-pulse, so that the probability of finding an atom in the excited state $\vert 2 \rangle$ at the interferometer output is

$$|c_2|^2 = \frac{1}{2} \left[ A - B \cos(\Phi + \Delta \phi) \right], \quad (9.5)$$

where $A$ and $B$ are the offset and contrast of the interferometer fringes respectively and

$$\Delta \phi = \text{Arg} \langle 2 \vert \hat{\Omega}_a \vert 1 \rangle - \text{Arg} \langle 1 \vert \hat{\Omega}_a \vert 1 \rangle - 2 \text{Arg} \langle 2 \vert \hat{\Omega}_b \vert 1 \rangle + \text{Arg} \langle 1 \vert \hat{\Omega}_c \vert 1 \rangle + \text{Arg} \langle 2 \vert \hat{\Omega}_c \vert 1 \rangle \quad (9.6)$$
9.3 Optimised atom interferometry pulse sequences

is a phase factor introduced to the output by the atom–light interactions themselves. This should be minimised, or at least fixed, over a range of Raman detunings $\delta_L$ and Rabi frequencies $\Omega_R$ so that the signal has the same phase for all atoms and the fringes are not washed out when averaged over a thermal ensemble as they are with some pulses [2, 172].

The $\hat{\Omega}_{a,b,c}$ of Equation (9.6) are propagators for the first, second and third pulses of the interferometer respectively that, with appropriate choices of fidelity functions, can be optimised to maximise the fringe contrast $\mathcal{B}$ and minimise variations in the fringe offset $\mathcal{A}$ and phase $\Delta\phi$ across an atomic ensemble.

### 9.3.1 Optimisation considerations

Maximising the contrast $\mathcal{B}$ automatically limits any variation in the offset $\mathcal{A}$, and this is achieved by ensuring the following conditions are met:

\[
\left|\langle 2 | \hat{\Omega}_{a,c} | 1 \rangle\right|^2 = \frac{1}{2}, \quad \text{and} \quad (9.7)
\]

\[
\left|\langle 2 | \hat{\Omega}_{b} | 1 \rangle\right|^2 = 1. \quad (9.8)
\]

This corresponds to the intuitive notion that our beamsplitter pulses $\hat{\Omega}_{a,c}$ should perform 90° rotations about an axis in the $x$–$y$ plane of the Bloch sphere and the mirror pulse $\hat{\Omega}_{b}$ should perform a robust 180° rotation of the quantum state. We thus design our pulses to meet these conditions and also fix the value of $\Delta\phi$ as defined in Equation (9.6).

At the start of the interferometer the atoms are prepared in the ground state $|1\rangle$, and we design the first pulse to transfer the atoms to a state $|\psi_T\rangle = \frac{1}{\sqrt{2}} (|1\rangle + |2\rangle)$ with well-defined phase on the equator of the Bloch sphere. This means maximising the fidelity

\[
\mathcal{F}_a = \left| \langle \psi_T | \hat{\Omega}_a | 1 \rangle \right|^2, \quad (9.9)
\]

yielding a PP 90° pulse that satisfies the condition $\left| \langle 2 | \hat{\Omega}_a | 1 \rangle \right|^2 = \frac{1}{2}$. Maximising this fidelity over the same range of detuning and Rabi frequency offsets as used for the BAT pulse in Section 9.2, with a pulse duration of slightly more than
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Figure 9.6: Optimisation results for, above, a beamsplitter pulse maximising $F_1$ and, below, an antisymmetric mirror pulse constructed following the procedure outlined by Luy et al. [173]. The pulse profiles are plotted against time as a fraction of the Rabi period $2\pi/\Omega_0$. Each optimisation was continued until fidelities greater than 0.99 were reached. Each pulse was optimised for an ensemble of atoms with a temperature of 120 µK and a range of coupling strengths of $\pm 10\% \Omega_0$.

2.5 Rabi periods, resulted in the phase profile shown in the upper panel of Figure 9.6.

The mirror pulse $\hat{\Omega}_b$ should swap the internal states and introduce no relative phase between them, satisfying the condition $|\langle 2 | \hat{\Omega}_b | 1 \rangle|^2 = 1$ and constraining the third term in Equation (9.6) $\text{Arg} \langle 2 | \hat{\Omega}_b | 1 \rangle = \text{constant}$. The PP optimisation employed for the BAT pulse is therefore insufficient, as this should enact a 180° rotation about a fixed axis in the $x$–$y$ plane. It is thus natural to maximise a UR fidelity function that quantifies the overlap of the pulse propagator to that of an ideal 180° rotation $\hat{\Omega}_\pi$,

$$F_b = \frac{1}{2} \text{Tr} \left( \hat{\Omega}_\pi^\dagger \hat{\Omega}_b \right). \quad (9.10)$$

However, rather than optimising this fidelity directly, we note that if the phase profile of the pulse is antisymmetric about the temporal midpoint then the axis of rotation will be fixed to the $x$–$z$ plane of the Bloch sphere for all $\delta_L$ and $\Omega_R$ by virtue of the pulse symmetry — a property known in the NMR literature [53, 174, 175] — automatically ensuring that any modification to the phase $\Delta\phi$ is constant for all resonance offsets.

UR 180° pulses with this symmetry can be constructed by first optimising a PP 90° pulse and then concatenating the phase profile with a time-reversed and phase-inverted version of itself, as
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Figure 9.7: Illustration, not to scale, of an optimised interferometer sequence. Three pulses, as depicted in Figure 9.3, are combined, with a time $\tau_{\text{dwell}}$ between the light of one pulse turning off and the subsequent pulse turning on. Fringes are measured by measuring the fraction of atoms in the excited state at the end of the sequence as a function of a phase offset $\phi_{\text{bs}}$ applied to the phase sequence for the final beamsplitter pulse.

detailed by Luy et al. [173]. We thus optimise a UR mirror pulse in this fashion, resulting in the antisymmetric phase profile shown in the bottom panel of Figure 9.6.$^4$

The third pulse $\hat{\Omega}_c$ should accurately map the inertial phase $\Phi$ imprinted on the superposition phase over the duration of the interferometer onto the probability of finding an atom in the excited state $|2\rangle$. We choose to construct it by taking the phase profile of the first pulse $\phi_a(t)$, reversing it in time and inverting the phase profile to obtain $\phi_c(t) = -\phi_a(\tau_a - t)$ where $\tau_a$ is the duration of the first pulse.

This ‘flip-reverse’ operation results in a pulse that satisfies $|\langle 2 | \hat{\Omega}_c | 1 \rangle|^2 = \frac{1}{2}$ and also gives the entire interferometer a temporal antisymmetry. Due to the symmetry properties of spin-$1/2$ propagators [176, 177], this fixes $\text{Arg} \langle 2 | \hat{\Omega}_c | 1 \rangle + \text{Arg} \langle 1 | \hat{\Omega}_c | 1 \rangle = - \text{Arg} \langle 2 | \hat{\Omega}_a | 1 \rangle + \text{Arg} \langle 1 | \hat{\Omega}_c | 1 \rangle + \pi$ and thus ensures a constant $\Delta \phi$.

9.3.2 Preliminary experimental results

An optimal Mach-Zehnder sequence comprised of pulses combined as outlined in the previous section is capable of maintaining high contrast despite significant variations in detuning and Rabi frequency in the atomic cloud. We have started to test these three-pulse interferometer sequences experimentally by performing multiple pulses sequentially, separated by periods of free evolution

$^4$Maximising $\mathcal{F}_b$ with a phase profile constructed from antisymmetric basis functions would result in a pulse with the same properties.
Chapter 9 Optimised Raman pulses for atom interferometry

Figure 9.8: Ratio of contrasts obtained by fitting sinusoidal functions to fringes obtained from optimised ‘flip-reversed’ GRAPE and rectangular interferometer sequences for a range of cloud temperatures. GRAPE consistently improves the interferometer contrast with a significant 2.8(6) times improvement at the highest cloud temperature of 94(4) µK where temperature and not laser phase noise is the dominant source of contrast loss.

Figure 9.9: Interferometer fringes obtained at 94(4) µK for rectangular pulses (empty circles) and the optimised GRAPE sequence (filled circles). The GRAPE sequence improved the contrast of the fringes by a factor of 2.8(6). The average or, ‘effective’ Rabi frequency was approximately 420 kHz, and was determined empirically from the optimal duration of a rectangular π-pulse. We attribute the slight deviation of the fringes from a sinusoidal form to a small non-linearity in the response of the I&Q modulator.
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$\tau_{dwell}$, as illustrated in Figure 9.7. We measure the interferometer contrast by varying a phase offset $\phi_{bs}$ applied to the phase sequence of the final beamsplitter pulse between 0 to $4\pi$ and fitting a sinusoidal function to the resulting fringes in $|c_2|^2$.

While the dwell time between pulses is limited, at present, to $\tau_{dwell} \lesssim 100\,\mu$s by decoherence that we attribute to transverse motion of the atoms across the irregular wavefronts of the square, top-hat beams manifesting as phase noise of the optical beatnote that differs from atom to atom and hence also limits the overall contrast.$^5$ Initial results are promising. The relative improvement in contrast provided by an optimised sequence as the cloud temperature is varied is shown in Figure 9.8. GRAPE improved the contrast of the fringes at all temperatures investigated and, in a hot 94(4)$\,\mu$K sample where the contrast loss is dominated by atomic temperature and not the laser phase noise, nearly a threefold enhancement is observed, the fringes for which are shown in Figure 9.9.

Some experimental evidence suggests that flip-reversed optimised sequences are less susceptible to drifts in offset and phase of the interferometer fringes. The variation of the fringe offset and phase from their respective means for a range of temperatures for GRAPE and rectangular interferometers are shown in Figures 9.10(b) and 9.10(c), and we hope to explore this aspect more systematically in future work.

In particular, there appears to be a systematic shift in the interferometer phase as the temperature is increased that we do not fully understand, but which could possibly be caused by an offset of the laser detuning from the centre of the atomic momentum distribution [146]. It is notable that the GRAPE interferometer appears less susceptible to this shift.

Another route of inquiry will be to explain why the contrast increase is quite so significant only when employing a fully optimised pulse sequence. While the mirror pulse, with its increased Doppler sensitivity, should be the dominant source of contrast loss in a Mach-Zehnder interferometer [2], only a slight enhancement was observed when just this pulse was replaced. To see significant improvement from a fully optimised sequence, maintaining the overall anti-symmetry in a flip-reversed configuration proved necessary. This is expected but, when this constraint was met, the contrast improvement far exceeded that of replacing just the mirror, or indeed the beamsplitters, in isolation.

$^5$At these timescales the cloud will have fallen $\sim 1/4$ of a wavelength under gravity so the phase noise is likely dominated by the initial thermal motion of the atoms, complicated by the spatial extent of the cloud meaning that atoms with the same initial velocity in different parts of the cloud will likely experience different phase variations.
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Figure 9.10: Variation in fitting parameters for sinusoidal functions fitted to fringes obtained from GRAPE optimised (filled circles) and rectangular (empty circles) interferometer sequences at a range of cloud temperatures. (a) shows the fringe contrast $B$, while (b) and (c) show the shifts in the fringe offset $2A$ and phase from their respective mean values. The GRAPE interferometer has consistently higher contrast than the rectangular counterpart, and exhibits less variation in both fringe offset and phase. Temperature error bars are omitted for clarity, but are the same as in Figure 9.8.

9.4 Conclusion

In this chapter we have used optimal control to design Raman pulses that achieve robust population inversion in the presence of variations in the atom–laser coupling strength and detuning, designed to improve the contrast of LMT interferometers. We have also outlined and demonstrated a design for an optimal pulse sequence that improves the contrast of the three-pulse Mach-Zehnder interferometer.

We expect such optimal pulse sequences to have applications
in improving the sensitivity and robustness of atom interferometric sensors, especially when operating in non-ideal environments, relaxing the requirement for low atomic temperatures and potentially reducing their susceptibility to drifts in the signal phase and offset.

Specifically, we have presented a point-to-point inversion pulse that achieves 99.8(3)% transfer between hyperfine ground states in a thermal cloud of $^{85}$Rb atoms. Our BAT pulse has a broad spectral profile making it a good candidate for an augmentation pulse in LMT interferometry where a large velocity acceptance is required. The best results of Raman LMT interferometers to date have been achieved with adiabatic augmentation pulses [67, 85], but optimal control pulses such as this have the potential to realise similarly robust transfer with order of magnitude reductions in pulse duration [61].

Furthermore, our strategy for optimising three-pulse Mach-Zehnder type interferometer sequences, in which optimised beamsplitter and mirror pulses are combined in a ‘flip-reversed’ configuration to maximise the contrast of interferometer fringes where the phase of atomic superpositions is important, has shown up to a threefold contrast improvement in a proof-of-principle interferometer with hot 94(4) μK atoms, although our current investigations have been limited by experimental phase noise.

It should be noted that there are many open questions. For instance, it is interesting that the BAT pulse in Figure 9.2 has a symmetric form, despite no symmetry being enforced; how and why this symmetry emerges is being investigated, and systematic studies of how the phase profiles arrived at by GRAPE vary with respect to optimisation parameters such as pulse duration, assumed cloud temperature, smoothing penalties etc. will be included in the thesis of Jack Saywell and will hopefully offer insight into the function of different stages within a pulse and how best to utilise the algorithm.

We are also exploring alternative fidelity measures and ways to optimise all pulses concurrently within interferometer sequences, along with considering — both computationally and analytically — how to use the framework of optimal control to engineer robustness to other factors such as laser phase noise in atom interferometers.
Future experimental work will focus on apparatus upgrades that will allow us to extend our study of optimised three-pulse interferometer sequences to test their efficacy and robustness when experimental noise is no longer such a limiting constraint. With extended coherence times, we will also be in a position to experimentally demonstrate LMT interferometry with GRAPE pulses.
Part III

An Englishman in Bordeaux
Experimental setup

The third year of my PhD was spent working on the BIARO experiment at the Institut d’Optique in Bordeaux, with BIARO standing for condensation de Bose-Einstein et interférométrie atomique dans un résonateur optique de grande finesse. The experiment itself is excellently described and characterised in other theses that have come out of the group [178–180], and the modifications made during my time there will be thoroughly detailed in the PhD thesis of Hodei Eneriz in due course. I will give just a brief precis of the apparatus here; enough to lend context to the results acquired during my time on the experiment that are presented in the following chapter.

Briefly, the experiment consists of a ‘bow-tie’ optical cavity in the main ultra-high vacuum (UHV) science chamber, comprising four identical mirrors arranged in a 63.6 mm square in the horizontal plane so that the beam crosses itself at the waist formed in the centre, as shown in Figure 10.1. Overlapping this waist, a 3-D MOT of $^{87}$Rb atoms is loaded from a 2-D MOT that is separated from the main chamber by a narrow conductance channel, enabling a $\sim 10^3 \times$ differential vacuum between the chambers.

In a configuration akin to that described in Section 3.5, a ‘push’ beam is aligned along the conductance channel in order to increase the atomic flux during loading. A high-resolution absorption imaging system — in which the atoms cast a ‘shadow’ in a low-intensity, resonant probe beam — is set up on the axis orthogonal to the plane of the cavity and the mirrors of the cavity itself have a dual coating so that, in principle, it can support both 1560 nm and 780 nm light.

The 1560 nm light can be used to create a far off-resonant optical dipole trap (FORT) potential for the $^{87}$Rb atoms — operating on the principles established in Section 3.3.1 — with the theoretical finesse of $\mathcal{F}_{1560} \approx 4000$ allowing for high intra-cavity powers, and hence trap depths, to be reached for relatively modest input.
powers. As the cavity light intersects itself at the $\sim 100 \mu m$ waist, the trap is twice as deep here as anywhere else resulting in a ‘dimple’ at the centre in which atoms collect and are trapped along all directions. In practice $\sim 200$ W of intra-cavity power can be obtained with the current experimental setup, resulting in a trap depth of $\sim 1$ mK in the central dimple.

The cavity is designed to have a much higher theoretical finesse of $\mathcal{F}_{780} \approx 10^5$ for 780 nm light, originally intended for quantum nondemolition measurement-induced spin squeezing experiments [181–183], and making it suited to cavity QED experiments with strong light–atom interactions. This requires active stabilisation of the cavity length to be resonant with — or precisely detuned from — an atomic transition, and one of the mirrors is mounted on a piezoelectric stack for this purpose.

One key feature of the experiment is that, as the FORT laser operates at half the frequency of the rubidium $D_2$ line, it can be frequency doubled and stabilised to a rubidium reference. Stabilising the length to the 1560 nm light, the cavity resonance at 780 nm can then be maintained at a known detuning from a $D_2$ line transition without needing to continuously inject (near-)resonant light. A 780 nm probe beam can then be turned on and off in the cavity only when desired, or else the atoms can be driven with interaction lasers orthogonal to the plane of the cavity with the only 780 nm photons to enter the cavity being those that the atoms scatter into it.

The long lifetime of these photons in the cavity, combined with high atomic densities at the crossing region, result in a high likelihood of these photons interacting with the atoms again, mediating long-range interactions. Furthermore, the running wave nature of the bow-tie cavity then offers intriguing prospects for studying phenomena such as self-organisation, with the spontaneous emergence of an optical lattice in the cavity to which the atoms arrange themselves to be in-phase with [184–191].

For the bulk of my time on the experiment, however, the cavity was free-running and the injected light followed it, as described below.
10.1 Injection and locking of FORT light

The cavity is injected with 1560 nm light from a narrow linewidth (~ 5 kHz) \textit{RIO Planex™} laser diode amplified to 5 W with an erbium-doped fibre amplifier (EDFA). The 1560 nm light is mode matched to the fundamental cavity mode, first with a $4 \times$ telescope that enlarges the beam and then with a cylindrical telescope that further expands it in the horizontal axis to account for the astigmatism described in Figure 10.1. The lengths of the telescopes are adjusted in order to produce a beam that converges at the cavity waist. The laser is then Pound-Drever-Hall (PDH) locked to the cavity, feeding back to the current and temperature of the laser diode. The power of the injected light is controlled by a fibre AOM at the output of the amplifier.

As the power of the FORT light needs to be modulated throughout a typical experimental sequence, and shut off entirely in order to image the atoms in time of flight (TOF) measurements, this locking scheme is more complicated than this makes it sound. A schematic diagram of the injection stage, including the control electronics, is shown in Figure 10.2.

\textbf{Figure 10.2:} Schematic diagram of cavity injection setup, including control loops. Symbols correspond to those defined in Figure 6.3 except where labelled otherwise. The cavity is injected along one diagonal axis, and a power-stabilised fraction of the reflected light is aligned onto a photodiode in order to PDH lock the laser frequency to the cavity resonance. Control loop (a) stabilises and allows variation of the overall power, (b) stabilises the laser frequency and (c) stabilises the power incident on the PDH photodiode to ensure the frequency lock remains stable as the total optical power is varied.
Note that the running-wave cavity geometry means that the reflected light does not overlap the injected light.

Prior to introducing the comparator and NAND gate, tens of experimental cycles could be conducted before the system would unlock. Subsequently this was increased to hundreds.

In practice, the relocking described here is the result of months of work and a large amount of the time spent in Bordeaux. The cavity has a mechanical resonance at ~90 Hz, and is mechanically coupled to the MOT coils within the UHV chamber. When the coil current is quenched, the cavity oscillates dramatically, with the resonant frequency swinging over almost a GHz range. Getting the PDH lock to follow these oscillations and then unlock and relock during them was “non-trivial”; a full account of these technical challenges will form a sizeable portion of the PhD thesis of Hodei Eneriz, and here we will focus just on the results.

Digital control signals are used to turn off the output of the PDH PIDs when the light in the cavity needs to be completely extinguished. The feedback loop needs to operate in a high gain mode in order to maintain a tight lock of the laser frequency to the cavity and so — to avoid immediate saturation when unlocking and relocking — separate controls are used to reduce or raise the gain and to turn the feedback on or off entirely. The staggering of these controls needs to be finely tuned so that the system is stable enough that it will mostly relock upon reengaging the PID circuits. This was later reinforced, however, by using the signal from a photodiode monitoring the cavity transmission in a comparator circuit, the output of which was combined with the digital control signal modulating the gain via a NAND gate in order to ensure that the tight lock was only reengaged when light emerged from the cavity.

As the optical power can be varied by up to two orders of magnitude during each experimental cycle, a further control loop is required in order to ensure the stability of the PDH lock. This takes the dc signal from the PDH photodiode and stabilises its level to a control voltage by feeding back to a free-space AOM immediately before the photodiode, ensuring that the gain of the PDH feedback remains constant even as the total optical power is varied. This third loop is represented in Figure 10.2(c). Much trial and error was required in order to tune these control loops so that they acted cooperatively and did not interfere with each other.

The power of the light emerging from the fibre is monitored by sampling a small fraction onto a photodiode with a PBSC. As shown in Figure 10.2(a), the signal from this photodiode is summed with a control voltage to provide an error signal that is used in a proportional-integral-differential (PID) loop controlling the RF power delivered to the AOM immediately following the EDFA. This both stabilises the optical power and allows it to be varied via the control voltage.

The laser is phase modulated at ~25 MHz by an EOM prior to amplification in order to produce the sidebands for the PDH lock. In Figure 10.2(b) the 25 MHz signal is mixed with the RF output of a photodiode that monitors a small fraction of the reflected light after the rest is dumped. The mixed signal is fed through low-frequency and high-frequency PID circuits that modulate the temperature and current of the laser diode respectively.
10.2 Cooling and imaging light

A 780 nm New Focus external-cavity diode laser (ECDL) is locked to the $|5S_{1/2}, F = 1\rangle \rightarrow |5P_{3/2}, F' = 2\rangle$ transition of $^{87}$Rb via FM saturated absorption spectroscopy and serves as the ‘repump’ light for the MOT. A second Sacher DFB laser is frequency locked to the repump laser by stabilising the beatnote between them, registered on a fast photodiode, to $\sim 6.6$ GHz. The error signal for the frequency lock has a linear slope over a $\sim 500$ MHz range,$^6$ centred so that the span encompasses both the $|5S_{1/2}, F = 2\rangle \rightarrow |5P_{3/2}, F' = 2\rangle$ and $|5S_{1/2}, F = 2\rangle \rightarrow |5P_{3/2}, F' = 3\rangle$ transitions, and this is summed with a control voltage before feedback to the laser current controller so as to provide flexible control of the frequency. This laser provides both the cooling light for the MOT and the probe for the absorption imaging. The frequency of this laser can be controllably shifted across the $\sim 500$ MHz range in $< 1$ ms, which is particularly useful for realising the grey molasses scheme described in the following chapter.

The cooling and repump light are combined into a single PM fibre for delivery to the 3-D MOT, where their amplitudes are individually controllable via AOMs with an additional mechanical shutter in place to ensure that the MOT light can be completely extinguished when necessary.

They are also combined into a tapered amplifier (TA) for further amplification prior to coupling into another PM fibre for delivery to the 2-D MOT where they are separated to form both the MOT and push beams. The 2-D MOT light shares common AOMs with the 3-D MOT light prior to the TA, with an additional mechanical shutter after the TA and before it is fibre coupled. In practice this means that the 2-D MOT can be extinguished quickly in conjunction with the 3-D MOT, or else slowly in isolation.

Additionally, the cooling laser is separately coupled into a ‘probe’ fibre after passing through an AOM and mechanical shutter for precise amplitude and frequency control. This light is used for absorption imaging and could also provide a transverse pump for future experiments.

The delivery of the light to the experiment itself is illustrated in Figure 10.3, where a horizontal cross-section of the vacuum chamber is shown. The coils and light for the 2-D MOT are omitted from the diagram, but the cooling and repump light is

---

$^6$The beatnote is mixed with a stable oscillator at a similar frequency in order to translate it to a lower frequency that is further reduced by a factor of $2^6$ by a frequency divider. This signal is then fed through an Analog Devices AD650 frequency to voltage converter in order to generate this error signal.
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Figure 10.3: Vacuum chamber schematic, with symbols defined as per Figure 6.3 unless otherwise labelled. A 2-D MOT, optics not shown, loads a 3-D MOT in the main science chamber at the centre of the in-vacuum cavity. Additional 3-D MOT beams, along with in-vacuum coils, are aligned along the axis going into the page and are not shown. The remaining MOT beams are aligned in a hybrid retroreflected setup, illustrated here and described in the main text. A high-resolution imaging system images the atoms onto an EMCCD camera above the chamber in either fluorescence or absorption modes. For the latter case, a resonant probe beam is aligned along the vertical axis.

delivered vertically and into the page in a retroreflected configuration. The push beam is aligned to aid atomic flux along the conductance channel to the main science chamber as shown.

The 3-D MOT coils are also not shown, but are inside the vacuum chamber and have their axis aligned into the page. Helmholtz coils along all three axes, external to the chamber, allow fine positioning of the point of zero magnetic field so that the MOT can be positioned at the waist of the in-vacuum cavity.

Two fibres deliver counter-propagating MOT beams into and out of the page, and these are not retroreflected. The remaining four, off-axis, beams are shown, and these have a rather unique arrangement. While they are delivered from 4 separate fibres, they are all aligned slightly off-axis with mirrors to retroreflect each beam. This creates two pairs of nearly-collinear retroreflected setups that cross each other at the location of the MOT. This recycling of the light increases the optical intensity available for cooling, while the
near symmetry of the setup means that the force exerted on the atoms due to the ‘shadow’ effect — where the retroreflected light is weaker due to absorption by the atom cloud — is effectively cancelled. In practice a small but noticeable force is still present in the leftward direction in the figure, while the optical lattices created by the retroreflections somewhat complicate the theoretical analysis of grey molasses cooling in such a setup.

The high-resolution imaging system is shown above the chamber. This features interchangeable 5× or 20× microscope objectives and forms an image of the atoms on an electron-multiplying charge-coupled device (EMCCD) camera. This image can be taken in fluorescence mode, by strobing the MOT beams during the exposure, or else in absorption mode by strobing the probe beam aligned along the imaging axis. This probe is resonant to the cooling transition and so only images atoms in the upper hyperfine manifold. A bright image of all of the atoms can be attained by illuminating with the repump light from the 3-D MOT while the probe is active to continuously repopulate the upper manifold.

Alternatively, a spatially resolved measurement of the fraction of atoms in the upper manifold can be made by imaging once with just the probe beam to get an image of the atoms in the upper manifold, then activating the repump beam for long enough to repump all of the atoms into the upper manifold, before finally taking a second ‘normalisation’ image with just the probe beam that will now resolve all of the atoms with the same brightness. The ratio of the first to the second image can then be used to determine how the population of the state manifolds varies spatially.
“You’re really not going to like it,” observed Deep Thought.
“Tell us!”
“Alright,” said Deep Thought. “The Answer to the Great Question...”
“Yes...!”
“Of Life, the Universe and Everything...” said Deep Thought.
“Yes...!”
“Is...” said Deep Thought, and paused.
“Yes...!”
“Is...”
“Yes...!!...?”
“Forty-two,” said Deep Thought, with infinite majesty and calm.

The focus of this work is to efficiently load the far off-resonant optical dipole trap (FORT) potential formed by the 1560 nm light in the bow-tie cavity with $^{87}\text{Rb}$ atoms from the MOT. While it is attractive to use 1560 nm light for the FORT for the reasons outlined in the previous chapter, along with the readily available telecom lasers around this wavelength, loading such a trap with rubidium atoms poses a significant challenge.

The 1560 nm FORT light results in a light shift of both the $5S_{1/2}$ states and the $5P_{3/2}$ states that form the $D_2$ line. The $5S_{1/2}$ states receive a negative shift that is desirable for trapping and easy to understand: the FORT light is very far to the red of the 780 nm resonance. However, the $5P_{3/2}$ states also receive a negative shift, as they are coupled to higher-lying states via a 1529 nm transition [192]. The FORT light is much closer to this resonance, and so these excited states actually receive a light shift greater than that of the ground state by a factor of 42.6 [69, 193].

This differential shift means that MOT and optical molasses light that is red detuned from the $|5S_{1/2}, F = 2\rangle \rightarrow |5P_{3/2}, F' = 3\rangle$ transition in free space will quickly become resonant or blue shifted within a deep FORT and cause heating. This can be seen in Figure
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11.1, where the spatial dependence of the $D_2$ line resonances across the Gaussian profile of the FORT beam are shown. Furthermore, we see that the shift also has an $m_F$ dependence, breaking the degeneracy of the excited state Zeeman sublevels.

Using a red detuned optical molasses to achieve a high atomic density from which to load, and then transferring those atoms into the conservative potential formed by such a FORT, is therefore not an inherently efficient process. Common solutions to this problem include slowly increasing the red detuning of an optical molasses while increasing the FORT power, or else employing additional beams to compensate the light shift [194] or an intermediate trap [195, 196].

Here it is demonstrated that, surprisingly, particularly effective loading can be achieved when MOT atoms are further cooled in an optical molasses that is blue detuned from the $|5S_{1/2}, F = 2\rangle \rightarrow |5P_{3/2}, F' = 2\rangle$ transition. This cooling mechanism makes use of dark states in a manner similar to that described

Figure 11.1: Illustration, not to scale, of the $m_F$ dependent light shifts induced by the FORT light on the relevant levels of the $^{87}\text{Rb} D_2$ line.
in Section 3.6.2, and is shown to be effective even in the presence of a deep FORT, negating the need for an adiabatic ramp between the cooling and trapping phases of the experiment.

### 11.1 Dark states on the F=2 \( \rightarrow \) F\(^{'}\)=2 transition

So-called Zeeman dark states (ZDSs) exist on the \( |5S_{1/2}, F = 2 \rangle \rightarrow |5P_{3/2}, F^{'} = 2 \rangle \) transition that are dark to the cooling light over short timescales. However, these states are of the form \[ |ZDS \rangle = \frac{1}{\sqrt{3}} \left( (-2, p - \hbar k) - |0, p \rangle + |2, p + \hbar k \rangle \right), \tag{11.1} \]

where \( |m_F, P \rangle \) represent Zeeman sublevels \( m_F \) of the \( |5S_{1/2}, F = 2 \rangle \) state and the second index \( P \) denotes the associated momentum, with \( p \) being the average atomic momentum and \( k \) being the effective wavevector formed by two counter-propagating cooling beams. Such a state is shown in Figure 11.2, where the contributing dipole matrix elements are also illustrated. It is clear that these states are not eigenstates of momentum and thus, even for \( p = 0 \), they exhibit kinetic energy dephasing on timescales on the order of \( \frac{2m}{\hbar k^2} \), associated with the two-photon recoil momentum. They do not, then, remain dark indefinitely, and are more accurately described as grey states. Polarisation gradient cooling mechanisms that involve such states are thus referred to as grey molasses [110].

Furthermore, this is an open transition, with dipole coupling from the \( |5P_{3/2}, F^{'} = 2 \rangle \) state to \( |5S_{1/2}, F = 1 \rangle \). For polarisation gradient cooling mediated by such states to occur, then, a repump beam is required to return atoms to the \( |5S_{1/2}, F = 2 \rangle \rightarrow |5P_{3/2}, F^{'} = 2 \rangle \) cooling transition. The MOT repumper can serve this purpose, but the presence of this additional light should then be incorporated into the model and the ‘darkness’ of the ZDSs becomes less apparent, possibly to the detriment of the cooling [197].

An efficient grey molasses can still be realised, however, if a repump beam is introduced in a Raman condition with the cooling beam in what has been termed a Λ-enhanced configuration [198]. In such cases, a rich set of hyperfine dark states (HDSs) can exist.
that are comprised of a mix of Zeeman sublevels from both the $|5S_{1/2}, F = 1\rangle$ and $|5S_{1/2}, F = 2\rangle$ states.

Well studied in the contexts of coherent population trapping and electromagnetically induced transparency [201, 202], the set of potential HDSs becomes particularly rich when the Raman repumper has a fixed phase relationship with the cooling beam, allowing dark states to form in which the dipole transition elements form closed contour loops in which the phases sum to an integer multiple of $2\pi$ [199, 200]. An example of such a state, again with the contributing dipole matrix elements highlighted, is shown in Figure 11.3.

Other such HDSs — without such stringent requirements on the relative laser phases — are reviewed and categorised in [109], but a description of the precise states produced in our system is beyond the scope of this chapter. It suffices to say that we realise the Raman repumper by employing an EOM to put 6.834 GHz sidebands on the frequency-tunable DFB laser, making it phase-coherent and maximising the available HDSs. The output of the frequency synthesiser driving this EOM is controlled by an RF switch to allow fast switching of the sidebands on and off, so that we can switch between the MOT repumper — locked to the $|5S_{1/2}, F = 2\rangle \rightarrow |5P_{3/2}, F' = 3\rangle$ MOT cooling transition, where $\Gamma = 6.066$ MHz is the natural linewidth of the $D_2$ line. This allows for some sub-Doppler Sisyphus cooling to occur while the magnetic quadrupole field for the MOT remains on. The quadrupole field is then turned off within 3 ms, during which the MOT repumper is turned off, the cooling laser is further detuned $\Delta \approx 42\Gamma$ — or $\sim 3\Gamma$ to the blue of the $|5S_{1/2}, F = 2\rangle \rightarrow |5P_{3/2}, F' = 2\rangle$ transition — and the coherent repumper is turned on with the RF switch driving the EOM.

### 11.2 HDS molasses optimisation

To realise and see evidence of an HDS molasses, first a small number of atoms are loaded into the 3-D MOT — in $\sim 100$ ms — so as not to saturate the absorption imaging. A short $\sim 10$ ms ‘compressed MOT’ phase, common to all our experiments, then occurs in which the 2-D MOT light and push beam are extinguished, and the cooling beam is detuned $\sim 6\Gamma$ to the red of the $|5S_{1/2}, F = 2\rangle \rightarrow |5P_{3/2}, F' = 3\rangle$ MOT cooling transition, where $\Gamma = 6.066$ MHz is the natural linewidth of the $D_2$ line. This allows for some sub-Doppler Sisyphus cooling to occur while the magnetic quadrupole field for the MOT remains on. The quadrupole field is then turned off within 3 ms, during which the MOT repumper is turned off, the cooling laser is further detuned $\Delta \approx 42\Gamma$ — or $\sim 3\Gamma$ to the blue of the $|5S_{1/2}, F = 2\rangle \rightarrow |5P_{3/2}, F' = 2\rangle$ transition — and the coherent repumper is turned on with the RF switch driving the EOM.
At this point, the atoms should be cooled in the HDS molasses, where they remain for between 5 and 60 ms. In order to see the effect of this molasses, the cooling light is extinguished and the cloud is imaged in absorption after 10 ms time of flight (TOF). The cooling laser is repurposed for the imaging so, during the TOF, the EOM is turned off and the frequency is shifted to be resonant with the cooling transition. The MOT repumper is illuminated 500 µs prior to imaging and remains so while the imaging probe beam is on to ensure the atoms are pumped into the $|5S_{1/2}, F = 2\rangle$ state and absorb the probe light.

We look for evidence of the Raman resonance by scanning the EOM frequency and looking for an effect in these images. The effect is most striking when plotting the resonant optical density (OD) after 10 ms as a function of $\delta$, the detuning of the EOM frequency from the $^{87}\text{Rb}$ ground state hyperfine splitting of 6.83468 GHz, as shown in Figure 11.4. A clear peak, indicating the coldest sample, is evident about $\delta = 0$. For $\delta > 0$ a heating effect is observed, characteristic of Λ-enhanced grey molasses [198].

Upon finding the Raman peak, the grey molasses proves an excellent magnetometer with which to zero the magnetic field across the atomic sample. The currents through bias coils along all three Cartesian axes are optimised to achieve the highest optical density. Once all three sets of coils are optimised, atoms can remain within the molasses beams for over 2 s after the magnetic trapping potential has been turned off.

\textsuperscript{1}The DFB laser was a recent addition to the experiment, replacing a laser whose frequency could not be moved across the required range in less than 20 ms, setting a lower limit on the molasses time that was overly high. The vast majority of the data presented here were collected with the DFB laser, with molasses times < 10 ms.
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11.3 Optimal FORT loading

The optimisation in Section 11.2 was performed without injecting 1560 nm light into the cavity. In practice, to produce the FORT potential, a small amount of 1560 nm light must always be injected in order to keep it locked to the cavity. It is reasonable to expect the differential light shift induced by this light to affect the efficacy of the HDS molasses, even at low power. It is not immediately obvious what the optimum FORT power for loading should be.

Here we seek the optimum loading configuration with a small amount of FORT light, of power \( P_{low} \), maintained in the cavity throughout the loading sequence. When the molasses light is extinguished, the cavity light is increased to a higher power \( P_{high} \), controlled by adjusting the RF power to the AOM at the output of the EDFA, in order to raise the trapping potential for greater confinement.

The procedure for loading the FORT starts in the manner described in Section 11.2, except that the MOT is loaded for 10 s in order to load from a large sample. Upon extinguishing the cooling light, the trapping light is raised from \( P_{low} \) to \( P_{high} \) in a sigmoid curve, reaching \( P_{high} \) after 2 ms. In these experiments, the atoms are then held in the FORT for 0.5 s before the light is extinguished, by briefly turning off the PDH feedback and the AOM, and they are imaged after 2 ms TOF. The relative number of atoms loaded is then calculated by doing a Gaussian fit to a narrow strip of the absorption image across the centre of the cloud.

The values of different experimental parameters were varied in order to maximise the number of atoms measured in the trap after this period. These include the detuning \( \Delta \) of the cooling light, measured from the \( \left| 5S_{1/2}, F = 2 \right\rangle \rightarrow \left| 5P_{3/2}, F' = 3 \right\rangle \) MOT cooling transition, and that of the EOM frequency \( \delta \), measured from the hyperfine splitting \( \omega_{hf} = 2\pi \times 6.83468 \text{ GHz} \). Interestingly, whereas the peak optical density in the absence of the FORT light was found to occur at \( \delta = 0 \), a small but resolvable \( \sim 10 \text{ kHz} \) shift was found to maximise the number of atoms loaded into the trap, as shown in Figure 11.5. The precise magnitude of this shift exhibited a dependence on the trap depth \( P_{low} \) during the loading phase, despite the fact that the associated light shift should not alter the hyperfine splitting. An explanation of this is offered in Section 11.4.
11.3 Optimal FORT loading

The powers $P_{\text{low}}$ and $P_{\text{high}}$ determining the FORT depth during the loading and confinement phases, and that of the RF driving the EOM to generate the Raman repumper, were also optimised. A surprisingly high value of $P_{\text{low}}$, corresponding to a trap depth $\sim 200 \mu$K, was found to optimise the loading. Indeed, while ramping the power up to a $P_{\text{high}}$ value corresponding to a trap depth $\sim 1 \text{mK}$ after the cooling light is extinguished results in a greater lifetime of atoms in the trap, it is not crucial to the actual loading.

In contrast to other loading schemes, in which the conservative potential is raised adiabatically in order to properly phase match the loading between the cooling and trapping phases of the experiment, we observe optimal loading with a deep FORT present throughout the cooling process. Atoms lose kinetic energy by scattering photons, enabling them to collect in the conservative potential; this conserves atom number, and constitutes a significant advantage over loading schemes that rely on three-body collisions to dissipate energy.

It is conventional to load an optical dipole trap directly from Sisyphus cooled atoms, with a cooling beam red detuned from the $|5S_{1/2}, F = 2\rangle \rightarrow |5P_{3/2}, F' = 3\rangle$ transition. For large red detuning $\Delta$, however, it is more accurate to describe the laser as blue detuned from the $|5S_{1/2}, F = 2\rangle \rightarrow |5P_{3/2}, F' = 2\rangle$ transition and we would expect grey molasses cooling processes to
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Figure 11.5: Relative number of atoms loaded into the FORT as a function of the Raman detuning $\delta$. The form of the optical density measurements in the absence of the FORT light is shown as a light dotted line for reference. Peak loading appears to occur at a Raman detuning that is shifted from the hyperfine splitting on the order of $\sim 10 \text{kHz}$, and we verified that this shift exhibits a dependence on the FORT power $P_{\text{low}}$. 
dominate. Having identified the optimal loading conditions for the HDS molasses, we thus measure the number of confined atoms over a large range of $\Delta$ that encompasses both of these regimes. We perform these measurements using first the MOT repumper — locked on resonance to the $|S_{1/2}, F = 1\rangle \rightarrow |P_{3/2}, F' = 2\rangle$ transition — with which ZDS cooling can occur, and then with the Raman repumper that enables the formation of HDSs.

Data for these measurements are shown in Figure 11.6, with blue (open) circles corresponding to the Raman repumper and orange (filled) circles corresponding to the MOT repumper. In both cases a broad peak in loading is observed around $\Delta \approx 14\Gamma$; the atoms are being Sisyphus cooled on the cycling transition, the conventional condition in which one would choose to load a dipole trap. For both repumpers, a reduction in loading is observed for $\Delta > 18\Gamma$, with no loading observed with the MOT repumper for $\Delta > 22\Gamma$.

However, as the detuning approaches the $|S_{1/2}, F = 2\rangle \rightarrow |P_{3/2}, F' = 2\rangle$ resonance — equivalent to $\Delta \approx 44.5\Gamma$ — from the blue side, a revival in loading is observed with both repumpers. Both are the result of grey molasses cooling: for the MOT repumper, cooling in a ZDS molasses results in a broad loading peak around $\Delta \approx 42\Gamma$ that diminishes as the detuning is increased to the red of the $|S_{1/2}, F = 2\rangle \rightarrow |P_{3/2}, F' = 2\rangle$ resonance and results in heating; for the Raman repumper, a much more intense loading peak is observed at $\Delta \approx 43\Gamma$, associated with much more efficient cooling mediated by truly dark HDSs.

---

3 This revival was observed with the MOT repumper in the early days of the BIARO experiment and is where atoms were historically loaded from, but it was never fully explained.

4 There is an intrinsic uncertainty in absolute values of $\Delta$ as the repump laser, the frequency reference for the adjustable laser, drifts slightly from day to day on the order of $0.5\Gamma$. 
The difference in detuning between the ZDS and HDS loading peaks is in agreement with previous work, conducted by the authors of [198], in which peaks were observed in the central atomic density of a similarly cooled sample of $^{87}\text{Rb}$ atoms in the absence of any additional trapping potential. The truly dark HDSs, centred about $p = 0$, allow atoms to accumulate in low kinetic energy states while tuning much closer to the $|5S_{1/2}, F = 2\rangle \rightarrow |5P_{3/2}, F' = 2\rangle$ transition, resulting in higher atomic densities and much more efficient loading. The HDS loading peak corresponds to a factor of 7 increase in the number of confined atoms when compared to loading from a Sisyphus molasses. What is initially surprising is that this peak sits atop a broader background feature that does not immediately diminish for detunings $\Delta > 44.5\Gamma$ to the red of the $|5S_{1/2}, F = 2\rangle \rightarrow |5P_{3/2}, F' = 2\rangle$ transition where we would expect heating to occur.

11.4 Effect of FORT-induced light shifts on the formation of HDSs

We would expect the differential shift to the $|5P_{3/2}, F' = 2\rangle$ state $m_F$ levels induced by the FORT light, illustrated in Figure 11.1, to cause dark states to rapidly dephase within the FORT beam. However, at least some of the HDSs appear resilient to these differential shifts, and we can attribute the broader feature in Figure 11.6 to atoms being loaded from HDS-mediated cooling occurring within the trap volume. While for $\Delta > 44.5\Gamma$ atoms outside of the trapping region are heated, atoms subject to the differential light shifts within the trapping beam are still cooled.

To demonstrate this explicitly, we retake the HDS loading data about the peak at $\Delta \approx 43\Gamma$ for a range of trap depths $P_{\text{low}}$. These data are plotted in Figure 11.7(a), where we observe a shift and a broadening of the background feature with increasing power of the FORT light, while the position of the sharp peak at $\Delta \approx 43\Gamma$ remains constant. Our attribution of the broader peak to atoms being loaded from within the trapping volume of the FORT appears confirmed; increasing the FORT depth increases the range of optimal detunings $\Delta_{\text{opt}}$ for cooling/loading atoms across the spatial profile of the trapping beam.

We conclude that, by changing the detuning, we can load atoms from different parts of the spatial atomic distribution overlapping...
with the FORT. The shape of the broader loading curve is a convolution of the atomic density distribution and the spatial profile of the FORT: the deeper the FORT, the broader the loading curve. The sharpness of the peak at $\Delta \approx 43\Gamma$ occurs due to a competition between the enhanced atomic densities outside the FORT and the effect of these light shifts on atoms approaching the FORT frontier. Its position does not change with the FORT power as it ultimately arises from a volumetric effect associated with the peak in atomic density.

That HDS-mediated cooling can occur while subject to a breaking of the $m_F$ degeneracy of the excited state can be explained by the types of HDSs that can form [109, 199]. Some form that only rely on dipole matrix elements to symmetric pairs of excited Zeeman sublevels $m_{F'} = \pm 1$ and $m_{F'} = \pm 2$ that experience the same light shift and so do not dephase; the closed loop dark state illustrated in Figure 11.3 is just one example of these. Those formed from other combinations will experience differential shifts, introducing extra phase factors in the Rabi frequencies of the contributing transitions so that they no longer cancel. This effect will be more severe the deeper an atom is in the trap, but can be partially counteracted by varying the Raman detuning $\delta$. This explains why, when optimising the HDS molasses loading, the optimum Raman detuning appeared to depend on the FORT depth.

This rather speculative explanation is backed up by further data, soon to be published [203]. Evidence of the types of HDSs that are formed at different trap depths is presented in the form of data for the fraction of atoms measured in the $|5S_{1/2}, F = 1\rangle$ state after the cooling. In addition, loading was performed from a HDS molasses blue detuned from the $|5S_{1/2}, F = 2\rangle \rightarrow |5P_{3/2}, F' = 1\rangle$ transition, and the dependence of the optimum Raman detuning on trap depth was shown to vanish.

This latter point could be an initial indication that the HDSs that prove resilient to the FORT-induced light shifts are of the close contour loop nature: when just the $|5P_{3/2}, F' = 1\rangle$ excited level is considered, only one such dark state can occur and it involves a symmetric pair of excited Zeeman levels $m_{F'} = \pm 1$. As a counterpoint to this, however, it should be noted that the likelihood of the phase matching condition for such a loop being realised in our experiment by chance is relatively low and, in reality, considering dark states to involve only one excited level in isolation is a questionable assumption, even near resonance. In practice the neighbouring excited levels will always have a role to play [204].
11.5 Velocity-tuned HDS cooling

The ability to selectively cool atoms at different locations within the trap corresponds to an ability to address different momentum classes once atoms are loaded. In a conservative trap, the average displacement of an atom depends on its momentum, with higher momentum states spending more time near the edges — where the light shifts are small — and lower momentum states accumulating near the centre — where the light shifts are large. As illustrated in Figure 11.7(b), the optimum detuning $\Delta_{\text{opt}}$ for HDS-mediated cooling will depend upon the atomic momentum; the deeper the trap, the greater the selectivity.

This suggests the possibility of cooling atoms once they have been loaded into the trap: the detuning of the cooling light can be
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Figure 11.8: Expansion of atoms released from FORT over 10 ms TOF with and without a cooling sweep, represented by blue (filled) and orange (empty) data points respectively. The cooling sweep results in a factor of 4 reduction in the sample temperature, from 198 µK to 48 µK, as inferred from best fit theory curves (solid lines). The inset images show absorption images of the corresponding samples after 700 µs TOF; the central crossing region of both images contains $\sim 6 \times 10^6$ atoms yet, after cooling, the atoms are more tightly confined to the centre of the trap, both in the crossing region and in the wings.

ramped from a detuning that is optimal for atoms near the edges to a detuning that cools atoms at the centre of the trap. If this ramp is much slower than the photon scattering rate then — at each point of the ramp — all of the atoms being addressed will be cooled and fall deeper into the trap; atoms, then, will accumulate in momentum states below the level determined by the laser detuning. There is an analogy to be made here with the RF knife method employed in magnetic traps [70, 71] except that, while such a ‘knife’ eliminates atoms above a certain momentum from the trap and then allows the sample to rethermalise, our detuning ramp pushes atoms deeper into the trap and conserves atom number.

A preliminary demonstration of this in-trap cooling is presented in Figure 11.8. After the initial loading phase, the power of the FORT beam is adiabatically increased to $P_{\text{high}}$ corresponding to a trap depth $\sim 1$ mK. This increases the momentum selectivity of the HDS-mediated cooling and results in an effective temperature of 198 µK for the trapped atoms, as inferred from the TOF data represented in Figure 11.8 by orange (empty) circles. Turning on the Raman cooling beams once the trap is raised, and sweeping their frequency from $\Delta = 55\Gamma$ to $\Delta = 68\Gamma$ in 6 ms, we observe the TOF data represented by blue (filled) circles that demonstrate
a cooling of the trapped sample to 48 µK. The atom number is conserved, with \(6 \times 10^6\) atoms remaining in the central crossing region of the trap until the laser is detuned beyond \(\Delta = 68\Gamma\); this takes the laser across the \(|5S_{1/2}, F = 2\rangle \rightarrow |5P_{3/2}, F' = 2\rangle\) resonance at the centre of the trap and the atoms are all quickly lost due to the associated heating.

This initial demonstration shows a fourfold reduction in temperature of the trapped atoms. Ideally, the trap would be deepened in order to increase the momentum selectivity further, but here we are limited by the nature of the \(D_2\) line currently used for the cooling. As shown in Figure 11.1, when the Raman lasers are tuned just to the blue of the \(|5S_{1/2}, F = 2\rangle \rightarrow |5P_{3/2}, F' = 2\rangle\) transition in order to optimally cool atoms at the edge of the trap then — in a deep trap — the spatially dependent light shift means that low momentum atoms near the centre are close to resonance with the \(|5S_{1/2}, F = 2\rangle \rightarrow |5P_{3/2}, F' = 3\rangle\) transition. If the trap is shallow enough then they will remain on the red side of this transition and, while the light shift may impede the formation of dark states [106], it is not overly problematic; however, if the trap is deep enough that the light shift results in the central atoms crossing to the blue of the \(|5S_{1/2}, F = 2\rangle \rightarrow |5P_{3/2}, F' = 3\rangle\) resonance then they will be heated while the atoms nearer the edges are cooled.

This competition between cooling and heating mechanisms fundamentally limits the effectiveness of the cooling in our current experiment, but could be overcome by switching to the \(D_1\) line and performing HDS-mediated cooling on the \(|5S_{1/2}, F = 2\rangle \rightarrow |5P_{1/2}, F' = 2\rangle\) transition. In this case the heating associated with higher energy excited states is no longer a factor and it should be possible to cool to much lower temperatures in millisecond timescales without losing atoms.

### 11.6 Conclusions

This work demonstrates a new type of all-optical cooling within a conservative optical trap, making use of hyperfine dark states present in a Raman configuration [109, 198]. The method is not reliant on closed, cycling transitions, but rather a diffusion in momentum space that drives atoms towards dark states that exhibit minimal excitation and scattering.

This elimination of the excited state, in conjunction with the fast rate of the cooling and conservation of atom number, could open
new avenues in the production of ultracold atomic and molecular gases; as the cooling and loading occur simultaneously, the issue of mode matching a cold sample to the conservative potential is bypassed with no lengths intermediate steps required. The technique is thus particularly suited to the rapid production of ultracold, trapped, samples in unusual geometries [205] and environments [30, 116].
To bring this work to a close, we here reflect on the results of this and the previous Parts in the context of other work and consider their potential impact.

### 12.1 Velocity-sensitive atom interferometers

The Ramsey-type atom interferometers discussed in Chapter 7 are often overlooked, or else combined into more complex interferometry sequences, due to their ‘unclosed’ nature. However — just as applications have been found for unclosed optical interferometers in, for example, shear plate in interferometry \[206\] — with these velocimetry results we have demonstrated one application of the velocity-dependent phase inherent to the paths not closing.

The decay of coherence with increasing wavepacket separation at the output of a matter-wave interferometer is well understood \[122, 207\]; measuring it is a good way to quantify the coherence length of the atomic wavepacket and thus derive an effective ensemble temperature \[147–149\]. We are the first to to make a full measurement of the atomic velocity distribution by varying the wavepacket separation and employing Fourier transform spectroscopy techniques \[142, 143\].

This decoherence arises from the dephasing of velocity-dependent fringes in the time domain. The corollary of these fringes is a set of time-dependent fringes in velocity space, related by a Fourier transform and on which our velocimetry technique ultimately relies. Weitz and Hänsch identified that the pulse sequence of a Ramsey interferometer can be tuned to vary the periodicity and phase of these fringes, that ultimately map onto the probability of finding an atom with a particular velocity in the excited state at the output of the interferometer \[43\]. As this excitation
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has an associated change in atomic momentum, the interferometer thus effects a tunable and velocity-dependent impulse.

Weitz and Hänsch stressed the applicability of this impulse to the cooling of atoms and molecules, but this was only recently verified experimentally by Dunning et al. [44]. Dunning’s results and the velocimetry of Chapter 7 can be considered as two sides of the same coin, as explored in a poster presented at ICOLS 2019, Queenstown, and reproduced in Figure C.2. These closely related works both represent promising and under explored applications of velocity-sensitive matter-wave interferometers.

An interesting recent study by Kritsotakis et al. suggests that a velocity-sensitive interferometer may, in fact, constitute the optimal way to perform an atom interferometric gravimetry measurement [45]. Quantum Fisher information is maximised by inferring the gravitational acceleration from a momentum resolving measurement at the output of a Ramsey interferometer, rather an electronic state or position resolving measurement at the output of a Mach-Zehnder interferometer. Experimentally, the challenge then becomes how to best perform this momentum measurement in order to take advantage of this benefit.1

Velocity-sensitive interferometers have already formed the basis of another new gravimetry method. Published even more recently by D’Amico et al. [46] — subsequent to the publication of our velocimetry technique — two Ramsey interferometers are used to measure and compare the velocities of atom clouds travelling in opposite directions in order to determine their acceleration due to gravity. The difference in free-fall time is large with respect to the actual interrogation time of each interferometer, allowing a sensitive measurement that is resilient to seismic vibration of the optics.

When it is studied, then, the velocity-sensitive interferometer has a tendency to yield new applications — or else new insights and approaches to old problems — and the work in this thesis is just one of several recent demonstrations of this [45, 46].

12.2 Optimal control in atom interferometry

The work in Chapter 9 is an initial foray into the realm of what can be achieved by applying optimal control to atom interferometry.
In the immediate future we are looking to experimentally demonstrate a LMT interferometer with GRAPE optimised Raman augmentation pulses.

Such an interferometer warrants comparison to interferometers that already employ Bragg diffraction \([25, 65, 170]\) and Bloch oscillations \([169]\) to achieve large wavepacket separation. Broadband optimised Raman pulses place much less stringent requirements on the initial momentum distribution of the atomic sample for a potential signal enhancement. One application that is of particular interest is their potential to enhance the sensitivity of point source interferometers such as the one described in \([41, 208]\).

A similar interferometer is currently being constructed in Southampton, and the concept relies on performing interferometry with relatively hot atoms that expand over a large area in the transverse plane of the interferometry beams in order to spatially resolve fringes across a ballistically expanding MOT cloud. The periodicity of these fringes scales with the rotation rate of the apparatus, and such an interferometer lends itself ideally to optimised Raman pulses, enabling point source LMT interferometry that could potentially realise a rotation sensitivity that is of interest for inertial navigation.

We have many ideas about how to extend our use of optimal control in atom interferometry and get a better understanding of the power of the algorithms. A potential control parameter that we have not yet experimented with varying is the pulse amplitude. It is well known, and can be shown by Fourier analysis, that pulses with smoothly varying amplitude profiles are more robust to high-frequency phase noise of the interferometry beams \([172, 209]\) and can be used to realise sharper resonances \([210]\). As we are able to smoothly vary the pulse amplitude in our experiment, it is a logical step to include this as a control parameter in the GRAPE algorithm.

It is also worth noting that — rather than dividing each pulse into time slices and treating the phase and amplitude of each slice as control parameters — pulses could be constructed from a basis of sine and cosine functions and the control parameters could be the relative amplitudes of the various frequency components. It would be interesting to see what insight can be gleaned from studying how the frequency response of optimal pulses varies as this basis set is restricted. A similar analysis could be performed in the time
domain, studying how the frequency response varies as the temporal pulse profiles are truncated. These are the type of questions that will be studied in the thesis of Jack Saywell.

There are a few aspects of atom interferometry experiments that differentiate them from other coherent control experiments to which optimal control techniques have previously been applied. It makes sense to tailor how we employ the algorithms in order to take these aspects into effect. For instance, in a LMT interferometer the resonance condition for each ‘arm’ changes after each augmentation pulse, as they receive Doppler shifts in opposite directions. The augmentation pulses then need to be resonant with two distinct peaks in frequency space and could be optimised to account for this.

In addition, many atom interferometers employ retroreflected beams so that, in total, four frequency components are present during each pulse. In such interferometers the cloud is usually free falling along the beam axis, and the associated Doppler shift can be employed to ensure that only one pair of frequency components is resonant. There is, however, always a small probability of double diffraction, and this probability is increased when employing broadband pulses. Employing optimal control in such interferometers, the fidelity measure should therefore be chosen so as to suppress these unwanted resonances or — perhaps more interestingly — make use of them [66].

This represents just a flavour of the problems in atom interferometry that optimal control could ultimately be applied to. In the long term, one could envisage an atom interferometric sensor that is free from such notions as beamsplitter and mirror pulses; an optimal control algorithm could be given control of the phase and amplitude of the laser beam throughout the interferometer sequence in order to maximise the variation of some measurable atomic property with respect to some quantity that one wishes to determine.

Even the interferometer duration could be flexible, and the optimisation need not be static. Active feedback could be implemented, such that the laser interactions are tailored to respond to changes in, for example, the motion of a vehicle in the case of an inertial sensor. Such a sensor could be multiplexed, with several atom clouds being juggled at any one time, and the optimal manner in which to address these clouds could be algorithmically determined.
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Such a device is clearly a long way from being realised, but is a motivating vision towards which — in beginning to understand the application of optimal control to atom interferometry — we are taking an important first step.

12.3 Grey molasses loading and cooling of a far off-resonant optical dipole trap

The work in Chapter 11 demonstrates how grey molasses formed with hyperfine dark states (HDSs) can be used to efficiently load a far off-resonant optical dipole trap (FORT), even in the presence of large and uncompensated light shifts. The adaptations required to existing experiments that presently load a FORT from Sisyphus-cooled atoms are modest and, as both the cooling and loading happen simultaneously, may in fact simplify loading schemes that depend upon an intermediate — often magnetic — trap to overcome difficulties in mode-matching the cooling and loading phases. Indeed, the scheme has already proved pivotal in the recent all-optical production of BECs in microgravity [212].

Furthermore, the fourfold reduction in temperature while maintaining atom number demonstrates the potential for velocity-selective cooling of atoms within the trap volume. This could be significantly improved upon by switching to a grey molasses scheme on the $^{87}$Rb $D_1$ line, avoiding the heating caused by unwanted resonances with the higher-lying excited states of the $D_2$ line. Such a solution should permit trapped atoms to be cooled to recoil-limited temperatures in millisecond timescales without loss of atoms. Work is ongoing to demonstrate this experimentally, and the technique could prove an effective complement to existing techniques for all-optical production of degenerate quantum gases [213, 214] that is particularly suited to rapid production in unusual geometries [205] and environments [116, 196].
Part IV

Appendices
“Cheshire-Puss,” began Alice, rather timidly, “would you please tell me which way I ought to go from here?”

“In that direction,” the Cat said, waving the right paw ’round, “lives a Hatter; and in that direction,” waving the other paw, “lives a March Hare. Visit either you like; they’re both mad.”

“But I don’t want to go among mad people,” Alice remarked.

“Oh, you can’t help that,” said the Cat; “we’re all mad here...”

— Lewis Carroll, Alice in Wonderland

The form of the OBEs presented in Chapter 3, with damping terms included to account for the spontaneous emission associated with an excited state decay rate of $\gamma = 1/\tau$, are not entirely intuitive. In this appendix we offer a form of justification.

It should be said that this is a somewhat non-standard derivation, and more rigorous arguments can be found in [81, 215], for example, or in many graduate courses such as [216]. The standard treatment employs the density matrix formalism, a reformulation of quantum mechanics that naturally lends itself to the treatment of open quantum systems and statistical mixtures. We will not formally introduce the density matrix here, but rather think of the state vector $\tilde{\Psi} = (\tilde{u}, \tilde{v}, \tilde{w})$ as an ensemble average, thus relaxing the constraint that it must be of unit length. This is largely what the density matrix accomplishes, and it will be sufficient to describe all of the physics in the thesis.

### A.1 Spontaneous emission: a naïve treatment

On timescales much shorter than $\tau$, the probability of any spontaneous emission occurring is negligible and the dynamics of a two-level atom interacting with near-resonant light are well described by the form of the OBEs in Equations (2.34). The Rabi oscillations in Figure 2.3 then provide an accurate representation of how the probability $|c_2|^2$ of finding a single atom in the excited state evolves with time when the Rabi frequency $\Omega_R \gg \gamma$. 
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Figure A.1: Possible single-atom Rabi oscillations with $\Omega_R = \gamma$ and $\delta = 0$, assuming that the atom evolves unitarily but undergoes probabilistic decay to the ground state with probability $P_1 = \gamma |c_2|^2 \delta t$ for a time interval $\delta t$.

If $\Omega_R$ is on the order of $\gamma$ then, driven on resonance, one might expect the excited state probability for a single atom to evolve something like the curves in Figure A.1. Here the OBEs in Equations (2.34) are numerically integrated in small timesteps of fixed duration $\delta t$, but after each step we consider the possibility that the the atom could decay to the ground state with probability $P_1 = \gamma |c_2|^2 \delta t$ given by the known decay rate of the excited state. This results in stochastic, discontinuous, ‘jumps’ in the state evolution as the atom is reset to the ground state by a spontaneous emission event. Logically, the higher the excited state probability $|c_2|^2$, the more likely it is that such a jump will occur.

A typical experiment to observe Rabi oscillations might involve preparing an ensemble of atoms in the ground state and inferring the evolution of the excited state probability by measuring the fraction of atoms $N_2/(N_2 + N_1)$ in the excited state after they have interacted with the laser for a series of times $t$.

We can make an educated guess as to what these data would look like as $t$ is increased. At the start of the data set, where $t < \tau$, the probability that any of the atoms will spontaneously emit while the laser is on is small and so our measurement of the fraction of atoms in the excited state should closely follow the Rabi oscillations that we would expect for a single atom. For $\Omega_R \gg \gamma$ we would observe many oscillations, much like those shown in Figure 2.3. However, as $t$ approaches $\tau$, we reach the point where it is is likely that quantum jumps will have occurred for a significant fraction of the atoms. While the atoms all started in phase, each quantum jump
Figure A.2: Sum of 1000 stochastic trajectories such as those shown in Figure A.1 for δ = 0 and (a) Ω_R = 4γ (b) Ω_R = 2γ (c) Ω_R = γ (d) Ω_R = γ/2. Again, unitary evolution as per Equations (2.34) is assumed between the stochastic jumps.

randomises the phase of the Rabi oscillations for the atom that jumped relative to all of the others.

For $t \gg \tau$, then, we would expect there to be no coherent phase relationship between the oscillations and so, in a large enough sample of atoms, when we measure the number in the excited state then we would just observe a steady value, plus or minus a few atoms here or there from $1/\sqrt{N}$ fluctuations. The magnitude of this steady value should depend on the ratio of Ω_R to γ. If Ω_R ≫ γ then a single atom will undergo many oscillations before jumping and so the average excited state probability $\langle |c_2|^2 \rangle = 0.5$ is just the cycle average and we would expect to find half of the atoms in the excited state. If Ω_R < γ then it is likely that a single atom will not complete a full cycle before experiencing a jump, and so the jumps have the effect of ‘clamping’ $\langle |c_2|^2 \rangle$ closer to zero and we might expect to find most of the atoms in the ground state.

In brief, for large Ω_R we would expect to see many coherent oscillations of the fraction of atoms $N_2/(N_1 + N_2)$ in the excited state, but they would eventually decay to a steady value of 0.5. As Ω_R decreases we would expect to see fewer oscillations before the ensemble settles to a steady state with $N_2/(N_1 + N_2) < 0.5$. This is illustrated in Figure A.2, where resonant stochastic Rabi oscillations such as those in Figure A.1 are summed over $N = 1000$ atoms for a range of Rabi frequencies between Ω_R = 4γ and Ω_R = γ/2.
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These curves agree qualitatively with experiments, but show quantitative discrepancies that are most apparent at low Rabi frequencies or when introducing a detuning. This is demonstrated in Figure A.3, where Monte Carlo results incorporating our assumptions thus far (solid lines) are compared to a physically accurate theory (dashed lines) presented in many texts. Good agreement is observed on resonance with a sufficiently high Rabi frequency, but relaxing either of these conditions results in considerable differences emerging. We shall reexamine our assumptions in the next section to account for these discrepancies, and derive the physically accurate result in a manner that, while less rigorous than many treatments, hopefully offers deeper physical insight. This one example has a lot to tell us about the nature of quantum mechanics.

A.2 Spontaneous emission: what’s really going on?

To square spontaneous emission with the unitary evolution of a quantum state dictated by the Schrödinger equation we must expand our basis to consider the surrounding environment. Then, rather than considering energy as being lost from the system upon spontaneous emission, we instead account for it by the appearance of a photon in a vacuum mode.\(^1\) In this basis, we might write an arbitrary state of a two level atom as

\[^1\text{Due warning: we are about to expose a flagrant disregard for mathematical rigour that can only be partly excused by my being an ‘experimentalist’.}\]
where we employ our now familiar trick of entering a frame rotating at the transition frequency $\omega_0$ and employing the associated state amplitudes $\tilde{c}_{g,e} = e^{\mp \omega_0 t/2}c_{g,e}$ to eliminate their time-dependence. The right-hand ket represents 0 photons in the surrounding vacuum; more accurately, we could sum (or integrate) over all possible wavevectors and polarisations [97], but we shall keep things simple. We know empirically that, in a small time interval $\delta t \ll \tau$, the probability of the atom spontaneously decaying and thus emitting a photon into the vacuum is $P_1 = |\tilde{c}_2|^2\gamma\delta t$. Thus it seems sensible to conclude that, at a time $t + \delta t$, the state of the system will have evolved into

$$|\Psi(t + \delta t)\rangle = \tilde{c}_1 |1\rangle \otimes |n = 0\rangle + \tilde{c}_2 \left( \sqrt{\gamma\delta t} |1\rangle \otimes |n = 1\rangle \right)$$

$$= \left( \tilde{c}_1 |1\rangle + \tilde{c}_2 \sqrt{1 - \gamma\delta t} |2\rangle \otimes |n = 0\rangle \right)$$

$$+ \left( \tilde{c}_2 \sqrt{\gamma\delta t} |1\rangle \right) \otimes |n = 1\rangle .$$

Note that this encapsulates the physics of the probabilistic decay that we just described, while preserving the norm of the wavefunction $\langle \Psi(t + \delta t)|\Psi(t + \delta t)\rangle = 1$.

Now, let us model the environment as a unit quantum efficiency photon detector around the atom, encompassing a 4$\pi$ solid angle so that all photons emitted are detected, but without any which-way information so that our notation of either no vacuum photon $|n = 0\rangle$ or one vacuum photon $|n = 1\rangle$ is somewhat justified. How far away from the atom is this gedanken detector? Well in a sense it is defined by how far a photon travels in our time interval $\delta t$. It should be close enough so that the time it takes for the emitted photon to reach it is much smaller than $\tau$ and there is no chance of multiple spontaneous emission events taking place in our time interval, but it should be far enough away that the photon has ‘separated’ from the atom before the detection, which can then be taken to be instantaneous and independent of anything that happened during the previous time interval in what is referred to as the Markov approximation, more formally defined in [81].
In this picture, we think of the environment as making repeated projective measurements on the system, namely measuring whether or not a photon has been emitted into the vacuum. Employing the projection operator $\hat{M}_1 = I \otimes |n = 1\rangle \langle n = 1|$, the probability of detecting a vacuum photon is

$$P_1 = \langle \Psi(t + \delta t) | \hat{M}_1^\dagger \hat{M}_1 | \Psi(t + \delta t) \rangle = |\tilde{c}_2|^2 \gamma \delta t,$$

(A.3)

corresponding to the probability of spontaneous emission and, as further justification for our argument, the measurement projects the system into the state

$$\frac{1}{\sqrt{P_1}} \hat{M}_1 | \Psi(t + \delta t) \rangle = \frac{1}{\sqrt{P_1}} \left( \tilde{c}_2 \sqrt{\gamma \delta t} | 1 \rangle \otimes | n = 1 \rangle \right),$$

(A.4)

corresponding to the atom resetting to the ground state as anticipated. For the next time interval, we can set the number of vacuum photons back to zero again and proceed iteratively.

So far so good, but what is most interesting — and what we omitted in the previous section — is what happens when the detector does not click. This, again, corresponds to a projective measurement; this time of no vacuum photons, and represented by the projection operator $\hat{M}_0 = I \otimes |n = 0\rangle \langle n = 0|$. The probability of this outcome is

$$P_0 = \langle \Psi(t + \delta t) | \hat{M}_0^\dagger \hat{M}_0 | \Psi(t + \delta t) \rangle = |\tilde{c}_1|^2 + |\tilde{c}_2|^2 (1 - \gamma \delta t),$$

(A.5)
satisfying $P_1 + P_0 = 1$. This collapses the system into the state

$$\frac{1}{\sqrt{P_0}} \hat{M}_0 | \Psi(t + \delta t) \rangle = \frac{1}{\sqrt{P_0}} \left( \tilde{c}_1 | 1 \rangle + \tilde{c}_2 \sqrt{1 - \gamma \delta t} | 2 \rangle \right) \otimes | n = 0 \rangle.$$

(A.6)

It appears that the atomic part of the state has changed by virtue of the fact that no photon was detected. This may seem counterintuitive, but a few things are obvious from inspection that help clarify the issue. Firstly, if the atom started in the ground state then observing no photon has no effect. We have $P_0 = |\tilde{c}_1|^2 = 1$.
and so $|\Psi_{\text{atom}}(t+\delta t)\rangle = |\Psi_{\text{atom}}(t)\rangle = \tilde{c}_1 |1\rangle$. As we would expect, the atom remains in the ground state indefinitely.

Similarly, if the atom starts out in the excited state with $\tilde{c}_2 = 1$ and $\tilde{c}_1 = 0$ then measuring no photon leaves the state unaltered. The atom will remain in the excited state until, with probability $P_1$, spontaneous emission occurs, a photon is detected and it is projected into the ground state.

However, if the atom is in a superposition then a null measurement alters the excited state amplitude $\tilde{c}_2$ relative to $\tilde{c}_1$. A Taylor expansion of $\sqrt{1 - \gamma \delta t}$ shows that, for suitably small $\delta t$, the collapse induced by the measurement is equivalent to reducing $\tilde{c}_2 \rightarrow \tilde{c}_2 - \frac{\tilde{c}_2^2}{2} \gamma \delta t$ and renormalising. This looks like the excited state amplitude decays exponentially

$$\frac{\partial \tilde{c}_2}{\partial t} = -\left(\frac{\gamma}{2}\right) \tilde{c}_2,$$

(A.7)

but the renormalisation step — encompassed in the projective measurement — is important. Note that the decay does not occur if $\tilde{c}_2 = 1$.

### A.2.1 Philosophically, what’s really going on?

Nonetheless, in coupling the atom to our hypothetical detector we have provided a route for an atomic superposition to return to the ground state without the emission of a photon [215]. If we sit and monitor our detector for a long time then we may see a photon emitted from the atom or we may not. Either way, if we look at the atom at $t = \infty$ then we will find it in the ground state.

This may seem strange, but is it more strange than expecting the atom to remain in a superposition state for a duration that is thousands of times greater than its intrinsic lifetime? Quantum mechanics is fundamentally a way of quantifying ignorance, and observing no photon emitted from the atom tells us something about its state. The longer we don’t observe a photon for, the more likely it is that the atom is in the ground state. If we sit and watch the box containing Schrödinger’s cat for days and don’t hear it meowing in distress or clawing at the walls then we can be pretty certain that the poor thing is dead, regardless of whether it died by poisoning or from natural causes.
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Here we assume no laser interactions, $\Omega_R = \delta = 0$, and just focus on the dynamics driven by the detection, or not, of spontaneously emitted photons.

Now, our hypothetical detector is not a necessary ingredient in this decay. It serves as a nice way to simplify the mathematics and keep track of the information leaving the system, but if we took it away then the spontaneously emitted photons would not remain ‘unmeasured’ for long. They would still interact with, and play a role in, the surrounding environment. Whether or not some experimentalist contrives that environment so that they hear a click when the photon is emitted — and then choose to call that a measurement — is of no consequence. Coupling to a macroscopic universe is enough; atomic physics experiments are conducted in UHV chambers located in dark laboratories for a reason.

A.2.2 Geometrically, what’s really going on?

As is so often the case, the Bloch sphere offers some rich geometric insights into how these decays, with and without the emission of a photon, affect the state of a single atom and of an ensemble.

Let us start with the decay in the absence of emitting a photon. We can use Equation (A.6) to determine how the Bloch vector coordinates $\tilde{u} = \tilde{c}_1^* \tilde{c}_2 + \tilde{c}_1 \tilde{c}_2^*$, $v = i (\tilde{c}_1 \tilde{c}_2^* - \tilde{c}_1^* \tilde{c}_2)$, and $w = \tilde{c}_1^* \tilde{c}_1 - \tilde{c}_2^* \tilde{c}_2$ evolve in the small time interval $\delta t$ by identifying

$$\tilde{c}_1 (t + \delta t) = \frac{1}{\sqrt{P_0}} \tilde{c}_1(t), \text{ and}$$

$$\tilde{c}_2 (t + \delta t) = \frac{\sqrt{1 - \gamma \delta t}}{\sqrt{P_0}} \tilde{c}_2(t)$$

Let $\tilde{u}$, $\tilde{v}$, and $\tilde{w}$ evolve in the small time interval $\delta t$ by identifying

$$\tilde{u} (t + \delta t) = \frac{\sqrt{1 - \gamma \delta t}}{P_0} \tilde{u}(t),$$

$$\tilde{v} (t + \delta t) = \frac{\sqrt{1 - \gamma \delta t}}{P_0} \tilde{v}(t), \text{ and}$$

$$\tilde{w} (t + \delta t) = 1 + \frac{\tilde{w}(t) - (1 - \tilde{w}(t)) (1 - \gamma \delta t)}{2P_0}.$$

Taking Taylor expansions to first order about $\gamma \delta t = 0$ we obtain

\[\text{Equation (A.9)}\]
\[ \Psi |1\rangle, e_z |2\rangle, e_x e_y (a) \]

**Pure measurement decay.**

\[ \Psi |1\rangle, e_z |2\rangle, e_x e_y \]

**Pure stochastic decay.**

\[ \Psi |1\rangle, e_z |2\rangle, e_x e_y \]

**Combined decay.**

**Figure A.4:** Different decay processes of an atomic superposition to the ground state depicted on the Bloch sphere. (a) A single atom decaying without emitting a photon via a measurement-induced ‘pull’ of the state vector along the surface of the Bloch sphere towards the ground state. This pull is strongest at the equator and vanishes at the poles. (b) The average of many atoms undergoing immediate, stochastic jumps to the ground state with probability \( P_0 = |c_2|^2 \gamma \delta t \). (c) A combination of the two processes that corresponds to what is observed in a physical ensemble. Each dot corresponds to a \( \tau/5 \) timestep.

\[ \tilde{u}(t + \delta t) - \tilde{u}(t) \approx -\frac{\gamma}{2} \tilde{w}(t) \tilde{u}(t) \delta t, \]

\[ \tilde{v}(t + \delta t) - \tilde{v}(t) \approx -\frac{\gamma}{2} \tilde{w}(t) \tilde{v}(t) \delta t, \]

\[ \tilde{w}(t + \delta t) - \tilde{w}(t) \approx \frac{\gamma}{2} \left( 1 - \tilde{w}(t)^2 \right) \delta t, \]

inferring that, for as long as the atom does not spontaneously emit,

\[ \frac{\partial \tilde{u}}{\partial t} = -\frac{\gamma}{2} \tilde{w} \tilde{u} \] \hspace{1cm} (A.11a)

\[ \frac{\partial \tilde{v}}{\partial t} = -\frac{\gamma}{2} \tilde{w} \tilde{v} \] \hspace{1cm} (A.11b)

\[ \frac{\partial \tilde{w}}{\partial t} = \frac{\gamma}{2} \left( 1 - \tilde{w}^2 \right). \] \hspace{1cm} (A.11c)

Making use of \( \tilde{u}^2 + \tilde{v}^2 + \tilde{w}^2 = 1 \), it is pleasing to verify that this is equivalent to a rotation \( \frac{\partial \Psi}{\partial t} = R \times \Psi \), where

\[ R \equiv \frac{\gamma}{2} \begin{pmatrix} \tilde{v} \\ -\tilde{u} \\ 0 \end{pmatrix}. \] \hspace{1cm} (A.12)

The state vector rotates at a rate \( R = |R| = \gamma/2 \sqrt{\tilde{u}^2 + \tilde{v}^2} \) about an axis in the equatorial plane that is orthogonal to it. It is always pulled along the surface of the Bloch sphere to the north pole, corresponding to the ground state, and the pull is greatest at the
This line passes through the inside of the Bloch sphere and is not restricted to the surface. This is a feature, not a bug: by relaxing the constraint that a state vector should have unit length we can use the Bloch sphere to represent statistical mixtures such as the one we are describing. We shall explore this in more detail shortly.

It is this rotation that we omitted from our naïve treatment in the previous section, and we can now see why that treatment was in quantitative agreement for the resonant case with large $\Omega_R$. On resonance $R$ is aligned with the field vector $\tilde{\Omega}$ that drives the Rabi oscillations. Therefore, when the field vector is driving the state vector towards the ground state then the measurement-induced rotation will slightly increase the rotation rate, and when the field vector is driving the state vector towards the excited state then $R$ will act to oppose it. Over a single Rabi cycle the net effect will be zero and will not be observed. We would only expect to see an effect either off resonance, where $R$ is no longer parallel to $\tilde{\Omega}$, or else for small Rabi frequencies $\Omega_R < \gamma$ where the state vector rarely completes a full cycle before a spontaneous decay and therefore the change to the rotation rate does not completely cancel. This is exactly the explanation for the discrepancies observed in Figure A.3.

The effect that we did include in Section A.1, namely the stochastic and instantaneous jumps to the ground state corresponding to the spontaneous emission of a photon, is represented for the same state on the Bloch sphere in Figure A.4(b). Clearly this is not a trajectory for a single atom, which will either have jumped or not jumped. Rather, each time step is the normalised average of the state vectors for many atoms, each decaying at random times but with equal instantaneous probability. At any point in time, every atom is either in the initial state or the ground state so that the average of all of the state vectors will always lie somewhere on the line between the two. The longer we wait, the more atoms will have jumped and the average tends towards the ground state.

It remains to combine both of these effects into a complete physical description. We can start by amending our Monte Carlo simulation, and this has been done to produce Figure A.5, in which the fraction of $N = 1000$ in the excited state is shown as a function of time, first for an ensemble of atoms starting in an equal superposition of the ground and excited states and then for an ensemble of atoms starting in the excited state. Obviously at $t = 0$ the curves
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Figure A.5: Monte Carlo simulations of the fraction of N=1000 atoms in the excited state (solid lines) as a function of time, incorporating the decay mechanisms introduced in this section, (a) starting from an equal superposition state and (b) starting from the excited state. A sample of single-atom trajectories are shown as dashed lines for each case.

start at \( N_2/(N_1 + N_2) = 1/2 \) and 1 respectively, but they both decay to zero at the same rate.

However, a sample of single-atom trajectories are represented by dashed lines demonstrating that, as we have shown, the ensemble behaves very differently in each case. When the atoms all start in a superposition then they begin a smooth, measurement-induced decay to the ground state, but some also spontaneously emit and jump straight to their destination, expediting the decay of the ensemble as a whole. Conversely, when the atoms start in the excited state then the only way they can decay is via emission of a photon, and so the individual trajectories are step functions. However, by virtue of the fact that they are in the excited state, these jumps are much more likely to occur. The result is a decay of the ensemble at the same rate.

We can incorporate an analytical expression for the decay effect that the stochastic jumps have on the ensemble averaged state vector into differential Equations (A.11). The rate at which the jumps occur is \( \Gamma = \gamma |\tilde{c}_2|^2 = \gamma(1 - \tilde{w})/2 \). Each jump returns \( \tilde{u} \) and \( \tilde{v} \) to the origin and so, averaged over an ensemble, the rates of change of these components acquire \(-\Gamma \tilde{u}\) and \(-\Gamma \tilde{v}\) terms respectively. The \( \tilde{w} \) component however, is reset to \( \tilde{w} = 1 \) and so the associated rate of change is \( \Gamma(1 - \tilde{w}) \). Including these terms, Equations (A.11) become
These equations are used to show the total decay of a superposition on the Bloch sphere in Figure A.4(c). Note that again the state vector passes through the interior of the sphere, and contributions from the individual decay methods shown alongside it are evident. From geometric considerations we would expect the decay to be dominated by spontaneous emission in the southern hemisphere, with the measurement-induced decay dominating when the state vector is near the north pole, and this is indeed evident.

Tacking these decay terms onto the coherent OBEs from Equations (2.34), we arrive at them in their complete form

\[
\begin{align*}
\frac{d\tilde{u}}{dt} &= -\delta \tilde{v} + \Omega_R \sin(\phi) \tilde{w} - \frac{\gamma}{2} \tilde{u} \\
\frac{d\tilde{v}}{dt} &= \delta \tilde{u} - \Omega_R \cos(\phi) \tilde{w} - \frac{\gamma}{2} \tilde{v} \\
\frac{d\tilde{w}}{dt} &= -\Omega_R \sin(\phi) \tilde{u} + \Omega_R \cos(\phi) \tilde{v} + \gamma(1 - \tilde{w}).
\end{align*}
\]
These are the equations used to generate the theory curves in Figure A.3 and variations of them are found in most quantum optics texts. Having incorporated the measurement-induced decay into our Monte Carlo simulation, it is now in quantitative agreement with them, as shown in Figure A.6. Monte Carlo methods have been applied to this particular problem before, and mathematically our simulation is now equivalent to those described by [217] in which the differential equations for the complex state amplitudes, rather than the Bloch vector components, are integrated directly.
The boat zipped and skipped across the sea, the sea that lay between the main islands of the only archipelago of any useful size on the whole planet. Zaphod Beeblebrox was on his way from the tiny spaceport on Easter Island (the name was an entirely meaningless coincidence — in Galacticspeke, easter means small flat and light brown) to the Heart of Gold island, which by another meaningless coincidence was called France.


I want to cross the English channel by boat in the shortest time possible. What course should I steer?

Let’s simplify the problem. I suppose that the maximum speed I can make through the water is the same in all directions and that I will always travel at full speed. Furthermore we’ll assume that the channel is infinitely long in the east-west $x$ direction and does not change width in the north-south $y$ direction, justifying a tidal model that assumes the tide only flows along the $x$ axis with a strength $c(y,t)$ that depends only on the time of day and my $y$ coordinate.

We will employ the model

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{tide_model.png}
\caption{Simplified tidal model described by Equation (B.1).}
\end{figure}
\[ c(y, t) = c_0 \left( \left( \frac{y}{30} \right)^2 - 1 - \frac{2}{5} \left( \frac{y}{30} \right)^8 \right) \sin \left( 2\pi \frac{t}{12} + \phi \right), \]  

(B.1)

with distance measured in nautical miles (NM) and time measured in hours, assuming the channel to be 60 NM wide with the English coast at \( y = 30 \) NM and the French coast at \( y = -30 \) NM. The tide oscillates over a 12 hr period and, for convenience, we include a parameter \( \phi \) to specify the phase of the tide at the start of the voyage at \( t = 0 \) although in practice this is just equivalent to selecting a different start time.

This function is graphically portrayed in Figure B.1 and corresponds to the tide flowing most strongly in the deepest waters at the centre of the channel with some revival of flow inshore because I am used to sailing in the stretch of water where the Cherbourg peninsula, Portland and the Isle of Wight create a pinch point where such things can happen. So, you see, I model edge effects in a system that I just said was infinite because it’s my system and I can do what I like.

My boat’s position \((x, y)\) is thus governed by the equations of motion

\[
\begin{align*}
\frac{\partial x}{\partial t} &= v \sin(\theta(t)) + c(y, t), \\
\frac{\partial y}{\partial t} &= v \cos(\theta(t)),
\end{align*}
\]

(B.2)

where \( v \) is my boatspeed through the water and \( \theta(t) \) is my course to steer (CtS), the instantaneous direction in which I point the bow of my boat that is not, in general, equal to my actual course over ground (COG) due to the additional tidal vector.

Suppose that, at its strongest, the tide flows at \( c_0 = 6 \) kt and my modest vessel can make \( v = 8 \) kt through the water. I want to go to Alderney, just a touch west of due south. Knowing how quickly I am likely to get there then, by looking at tidal predictions, I can quite trivially estimate how far the tide is likely to push me east or west when integrated over the voyage and pick a constant CtS in order to compensate for it and arrive safely at my destination.

Mathematically I calculate a CtS for which \( \frac{d\theta}{dt} = 0 \) and that gets me to where I want to go. The Royal Yachting Association (RYA) offers good guidance on how to approximate such a solution with
A good sailor will of course build leeway into their passage plan to account for possible delays, and will be continually revising their plan en route. They will also consider the wind forecasts, as this will affect their potential boatspeed that will, in general, be a function of their steering angle and the local wind speed and direction. We will neglect all of these complications.

Note that, while this is a necessary condition for a path to be optimal, it does not strictly guarantee that it will be. Proving that a derived path is truly optimal would technically require more effort.

But this is a problem that is crying out to be treated by employing optimal control techniques; I seek an optimal CtS that minimises the total time required to travel from an initial location \((x_i, y_i)\) to a final destination \((x_f, y_f)\).

Reading [218, §2.7], I discover that Pontryagin’s minimum principle says that there will exist an adjoint system \((\lambda_x, \lambda_y)\) that obeys the equations of motion

\[
\begin{align*}
\frac{\partial \lambda_x}{\partial t} &= 0, \\
\frac{\partial \lambda_y}{\partial t} &= \frac{\partial c}{\partial y} \lambda_x(t), \\
\end{align*}
\]  

such that the optimal CtS \(\bar{\theta}(t)\) maximises the effective Hamiltonian

\[
H = \lambda_x(t) \left[ v \sin (\theta(t)) + c(y, t) \right] + \lambda_y(t) \left[ v \cos (\theta(t)) \right] + 1,  
\]  

for all times \(0 < t < t_f\), where \(t_f\) is a free parameter — corresponding to the time of arrival at the target destination — that I seek to minimise [158].

Hence

\[
\frac{\partial H}{\partial \theta} = \lambda_x v \cos (\theta) - \lambda_y v \sin (\theta) = 0, \Rightarrow \tan(\theta) = \frac{\lambda_x}{\lambda_y}, 
\]

omitting the dependence on \(t\) for brevity.

Equations (B.2), (B.3) and (B.5), in conjunction with the boundary conditions \(x(0) = x_i, y(0) = y_i, x(t_f) = x_f, y(t_f) = y_f\), and the transversality condition (again detailed in [218])

\[
\lambda_x(t_f) \left[ v \sin (\theta(t_f)) + c(y_f, t_f) \right] + \lambda_y(t_f) \left[ v \cos (\theta(t_f)) \right] = -1, 
\]  

constitute a boundary-value problem that can be solved numerically. So I do so, employing a simple shooting method, hoping to find an optimal CtS that significantly outperforms the simple method prescribed by the RYA... and it turns out that I can’t.
Figure B.2: Total passage time in hours and amount of time saved, in minutes, when steering an optimal course as opposed to a constant one as a function of the tidal phase upon leaving port to a destination just west of due south.

Figure B.2 shows the total passage time and the fractional improvement that an optimised CtS can yield compared to a constant course, as a function of the phase of the tide when I depart. The best improvement I could possibly hope to see is just under 0.3 %, with a saving of 58 s over around 8 hours and 5 minutes when $\phi = 0.55\pi$. A comparison of the trajectory for this CtS and an equivalent constant course are shown in Figure B.4.

So, annoyed that I’ve gone to all this effort for nothing, I start scouting out alternative destinations that will require me to put in
considerable miles towards or against the direction of tidal flow, figuring that this will be where my newfound mastery of optimal control will really come into its own. I choose to head directly south-east, perhaps to Dieppe. Sure enough, about a 1–2% improvement can be made for certain departure times, as shown in Figure B.3.

Looking more closely at the departure time $\phi = 1.2\pi$ where the most improvement is made, 13 minutes and 18 seconds over about 11 hours, we see that it corresponds to the tide flowing towards my destination when I depart. The computer then arrives at the course, shown in Figure B.5, that I might well have sailed instinctively: getting out into the fast flowing tide quickly while it can still carry me east towards my destination and thus doing less work to fight it once it turns. In the case where the most benefit from the tide is felt in the middle of the passage (Figure B.6) such a strategy is no longer favourable and the optimal CtS is again only marginally faster than a constant one.

So the take-home message would appear to be that the course that a sailor will be taught to steer is very close to optimal. In retrospect, this should not come as much of a surprise. As discussed in Section 8.3.2, the nautical community has effectively acted as a global feedback loop, approaching an optimal solution. It operates at a much lower frequency than anything I might be used to in the lab, but then it has had hundreds of years to operate, culminating in the current RYA guidelines.

As technology evolves, of course, the optimal approach might change. The rise of hydrofoils, for instance, represents a paradigm shift in how we think about our sport. The advantage of an active feedback loop is that it surely will not be long before the guidelines are updated to reflect the new status quo.
Appendix B Optimal channel crossing in a time-varying tide

Figure B.4: Trajectories for an optimal course, with arrows representing the course to steer and tidal vectors along it, compared to a constant course for the best case improvement on a passage to “Alderney”.

- boatspeed: 8.0 kt
- max. tidal flow: 6.0 kt
- target: 12.00 NM west
- tidal phase at start of passage: $0.55\pi$

- optimal CtS (08:05:09)
- const. CtS (08:06:07)
- optimal CtS
- tidal flow
**Figure B.5**: Trajectories for an optimal course, with arrows representing the course to steer and tidal vectors along it, compared to a constant course for the best case improvement on a passage to “Dieppe”.

- boatspeed: 8.0 kt
- max. tidal flow: 6.0 kt
- target: 60.00 NM east
- tidal phase at start of passage: $1.20\pi$
Figure B.6: Trajectories for an optimal course, with arrows representing the course to steer and tidal vectors along it, compared to a constant course on another passage to “Dieppe”, this time leaving at a phase of the tide when not much can be done to improve on a constant course.
Did I ever tell you the story of how they arranged the names on the poster for ‘The Towering Inferno’ to give Steve McQueen and Paul Newman equal billing...

— Mark Kermode, repeatedly.

A number of posters, presented at academic conferences during the course of writing this thesis, will assault your retinas on the following pages.
Measurement of ultracold atom velocity distributions by matterwave interferometry

M Carey, J Saywell, D Elcock, M Belal & T Freegarde
School of Physics & Astronomy, University of Southampton, 80/7 1R3, UK

We present a method for the velocimetry of cold atoms by matterwave interferometry, which we have used to measure the velocity distributions within freely-expanding clouds of $^{85}$Rb atoms at temperatures of 17 and 33 μK. Quadrature measurement using an asymmetric three-pulse technique allows determination of the full analytic interferometer signal which yields the 1-D velocity distribution with excellent fidelity. The technique is particularly suited to ultracold samples, and avoids some of the artefacts of conventional Doppler and time-of-flight methods.

**Concept**

The Fourier transform of data acquired by scanning the pulse separation of a Ramsey interferometer is the velocity distribution of the atomic sample. Interferometry is performed by pulsed interactions between two-level atoms and an external control field. An initial pulse prepares the atom into an equal superposition of two states. The effect of subsequent pulses depends upon the phases accrued between the atoms and the control field during periods of free evolution.

When the control field is applied, with the same temporal spacing, with an optical transition, we can determine the relative phases between atoms and between different atoms. When we are measuring the velocity distribution of an atomic sample, we use this approach to measure the relative phases between atoms in an atomic sample.

This phase accrues on the interferometric path, including the atom's travel along its axis.

The two pulses change the effective phase of the control field, allowing us to measure a quantity that is reconstructed by taking the quadrature measurement allowing us to make a measurement of the spatial distribution of the atomic sample.

**Implementation**

In a three-pulse interferometer, the phase acquired by each pulse is proportional to the atom's velocity.

With perfect, instantaneous, interactions (Fig. 1) that preserve phase, a 3-pulse interferometer with the same phase, this broadening can be demonstrated.

For practical pulses, there is also a relative phase shift between the pulses (Fig. 2). The atoms travel along the interferometer path, with an additional phase shift due to the path length.

An elegant solution is to employ a Mach-Zehnder sequence, with a secondary, additional two-photon transition (Fig. 3). In a time-asymmetric, Ramsey-like sequence, the output interferometric data are corrected to compensate for Doppler sensitive interferometer pulses.

**Experimental setup**

Our interferometry uses Ramsey imaging from a magneto-optical trap.

A "in-line" sequence of two counter-propagating laser beams, obtained from the 7 ns pulses (b), focused in a confocal configuration in the spatial overlap region.

Two beams drive a photon Raman transition between the two ground states, (Fig. 4).

These beams drive a photon Raman transition between the two ground states, (Fig. 4).

A frequency difference for two beams increases the sensitivity for the velocity measurements.

The interferometric data exhibit a sensitivity of the optical wavelength.

**Benefits**

Our method allows extremely slow atomic velocities! (Fig. 5) at the far-off-resonance limit. Without measuring with atoms in a narrow spread of velocities (Fig. 6) our effect is limited by the interferometer duration.

Fig. 7 demonstrates an interferometric measurement for the atomic velocity measurement.

Interferometric data with systematic errors (due to temperature of $^{85}$Rb, 780 nm Raman wavelength) can be corrected in the interferometric measurement.

The advantages of the three-pulse sequence are the simplicity and the benefit due to off-resonance excitation (Fig. 7).

Our measurements have ruled out phenomena (Fig. 8) in the velocity distribution of expanded atomic cloud extended as far as 10$^{-12}$ m.

**Results**

We take the Fourier transform of the interferometric data obtained from Fig. 4 to obtain the velocity distribution of the atomic sample (Fig. 5).

The resolution is limited by the interferometric measurement.

The resolution is limited by the interferometric measurement.
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**Figure C.1:** 50th Annual Meeting of the APS Division of Atomic, Molecular and Optical Physics (DAMOP), Milwaukee, 27–31 May 2019.
The Ramey interferometer [1] is the heart of atom interferometric inertial measurement, when used in a back-to-back pair in accelerometers, gravimeters and gyroscopes. We show here that its inherent velocity-dependent phase allows atomic velocity distributions to be measured without the shortcomings of established techniques [2-3], and that the accompanying velocity-dependent impulse allows a tunable cooling mechanism that permits sub-Doppler temperatures when Sisyphus cooling is not possible [4-5].

We have measured radial atomic velocity distributions in the 10-100 μK temperature range using a new atom interferometric technique, analogous to Raman transitions spectroscopy [6], in which the velocity distribution is sent to the Raman transitions of the sodium hyperfine transition, spaced on the order of a few μK. While this cold atom velocity method is Doppler sensitive [6], it also offers improved interaction width in a common array of vessels for cold atoms, and when used at room temperature, it offers an improvement of 2-3 orders of magnitude in the temperature sensitivity [7].

In practice, radial Doppler sensitivity with the 10 μK pumice (ideally 0), meaning an atomic velocity measurement can be differentiated from atomic temperature measurement. The selection of a Doppler sensitive vessel reduces the temperature sensitivity of the measurement. We alone the vascular wall, the wall is important because it is a source of roughness and does not allow for velocity measurement. The selection of a Doppler sensitive vessel reduces the temperature sensitivity of the measurement.

In practice, radial Doppler sensitivity with the 10 μK pumice (ideally 0), meaning an atomic velocity measurement can be differentiated from atomic temperature measurement. The selection of a Doppler sensitive vessel reduces the temperature sensitivity of the measurement. We alone the vascular wall, the wall is important because it is a source of roughness and does not allow for velocity measurement. The selection of a Doppler sensitive vessel reduces the temperature sensitivity of the measurement.

To mitigate these issues, we have used a Doppler insensitive vessel that has been shown to be insensitive to velocity measurement. We alone the vascular wall, the wall is important because it is a source of roughness and does not allow for velocity measurement. The selection of a Doppler sensitive vessel reduces the temperature sensitivity of the measurement.

Figure C.2: International Conference of Laser Spectroscopy (ICOLS) 2019, Queenstown, 8–12 July 2019.
- The contrast and sensitivity of atom interferometers are limited by the fidelity of the atom-light interactions comprising the beamsplitter and mirror operations.
- We have used optimal control theory to design broadband Raman pulses that achieve 99.9(2)% state transfer in a 35 µK ensemble of 87Rb, and, with a 100 µK sample, realize a threshold improvement in fringe visibility.
- We have also designed augmentation pulses that track the velocities of the two arms of a large momentum transfer interferometer and promise significant improvements over previous pulses including adiabatic rapid passage.
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