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Changes in the arrangement of atoms in matter, known as structural phase transitions or phase 

changes, offer a remarkable range of opportunities in photonics. They are exploited in optical data 

storage laser-based manufacturing, and have been explored as underpinning mechanisms for 

controlling laser dynamics, optical and plasmonic modulation, and low-energy switching in single 

nanoparticle devices and metamaterials. Comprehensive modelling of phase change processes in 

photonics is however extremely challenging as it involves a number of entangled processes including 

atomic/molecular structural change, domain and crystallization dynamics, change of optical 

properties in inhomogeneous composite media, and the transport and dissipation of heat and light, 

which happen on time and length scales spanning several orders of magnitude. Here, for the first time, 

we show that the description of such complex nonlinear optical processes in phase change materials 

can be reduced to a cellular automata model. Using the important example of a polymorphic gallium 

film, we show that a cellular model based upon only a few independent and physically-interpretable 

parameters can reproduce the experimentally measured behaviors of gallium all-optical switches over 

a wide range of optical excitation regimes. In an era of otherwise largely opaque computational 

modelling techniques, the cellular automata methodology has considerable heuristic value for the 

study of complex nonlinear optical processes without the need to understand details of atomic 

dynamics, band structure and energy conservation at the nanoscale. 
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Sixty years on from the invention of the laser, light-induced structural phase transitions continue to 

fascinate the research community: Their study provides insight to the fundamental physics of material 

properties, transition mechanisms and dynamics, and they have had a transformational impact on 

society, for example in the guise of optical data storage technologies1, 2 (CDs and DVDs) and laser-

based manufacturing processes, from cutting and welding metals, dielectrics and semiconductors at 

macroscopic scales, to the growing range of laser-based additive and direct-write 

micro/nanofabrication techniques3-8. In photonics, materials undergoing phase transitions, in 

particular between states with markedly different optical properties, provide a rich variety of 

functionalities and emerging opportunities for the exploration, manipulation and technological 

exploitation of light-matter interactions9-11:  

- Chalcogenide semiconductor ‘glasses’  undergoing optically-induced, non-volatile 

amorphous-crystalline state transitions have long been the foundation of rewritable data 

storage,; Lately, among numerous emerging applications of chalcogenides in photonics12-14, 

as optically-addressed phase-change media they have facilitated the realization of optically 

switchable plasmonic metamaterials and nano-antennas, waveguide modulators, and all-

dielectric metasurfaces providing high-contrast free-space and guided-wave signal 

modulation relevant to a variety of communications, imaging and sensing applications, 

rewritable and active flat  optical elements that can dramatically reduce the size and weight of 

optical systems, and are one of the key material platforms in the burgeoning fields of optical 

RAM (random access memory) and photonic neuromorphic computing15, 16: 

Gholipour, et al. presented the first metamaterial all-optic switch with functionality 

underpinned by chalcogenide phase change - a planar plasmonic metasurface hybridized with 

a thin film of germanium antimony telluride (Ge2Sb2Te5 or GST-225)17, in which reversible, 

non-volatile amorphous-crystalline transitions provides near- and mid-IR transmission and 

reflection modulation contrast ratios of 4:1 in devices of substantially sub-wavelength 

thickness (down to 1/27 of the operating wavelength), with active domains as large as 2000 

μm2 switched by single nanosecond laser pulses.  Karvounis, et al. subsequently demonstrated 

a nanostructured all-chalcogenide (GST-225) dielectric metasurface in which spectral shifting 

of resonances brought about through laser-induced crystallization delivers reflectivity and 

transmission switching contrast ratios of up to 5:1 at visible/near-infrared wavelengths 

selected by design18. 

Rudé, et al. have utilized GST-225 to control the propagation of near-infrared surface 

plasmon-polaritons (SPPs) on a Au/SiO2 interface19 and of light in silicon photonic 

waveguides20 – in both cases, crystallization of a thin amorphous GST cladding layer induced 

by sub-microsecond laser pulses increases the GST refractive index and absorption coefficient, 

thereby inhibiting plasmonic/photonic signal propagation in the waveguides. 

Michel, et al. have demonstrated reversible, non-volatile switching of infrared plasmonic 

(aluminum) antenna array resonances via femtosecond pulse laser-induced switching of a 50 

nm GST-326 coating21, and ‘programmable’ phase switching of the coating around individual 

metamolecules within an array of nanorod resonators using single sub-microsecond laser 

pulses22.  

Femtosecond pulses have also been employed by Wang, et al. for ‘greyscale’ phase switching 

of GST-225: tailored trains of fs pulses are used to achieve discrete reproducible levels of 

partial crystallization in diffraction-limited domains of a thin GST film, enabling Gbit/in2 

(non-binary) optical data storage23 and the realization of laser-rewritable flat lenses and 

holographic optical elements24. Active flat optical components have also been realized, for 

example Ruiz de Galarreta, et al. have demonstrated a beam steering device with no moving 
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parts based upon a phase-gradient metasurface hybridized with a thin film of GST, switched 

by near-UV/VIS (405 nm) laser irradiation25. 

The incremental greyscale ‘accumulation’ property of chalcogenide phase-change media is 

essential to their application in photonic neuromorphic (brain-inspired) computing paradigm, 

wherein, as phase-change cells patterned onto photonic (e.g. silicon nitride) waveguides, they 

can provide optical neuron and synapse functionalities26. 

- Similarly, the volatile semiconductor-metal transition in vanadium dioxide, VO2 (occurring 

at ~68°C), has and continues to be investigated for a wide variety of optically-addressed active 

plasmonic and photonic  applications at visible, IR, THz and microwave frequencies27.  

The ultrafast dynamics of VO2’s solid-solid phase transition were first interrogated optically 

by Becker et al.28 and later by Cavalleri, et al. using a fs optical pump / x-ray probe technique29, 

with results suggesting that in this regime the transition is initiated non-thermally. More recent 

works have suggested that the ultrafast transition in VO2 involves a transient excited electronic 

(metallic) state retaining the monoclinic (ground-state) structure30-34. Rini, et al. subsequently 

studied the ultrafast optical response of VO2 nanoparticles35, observing a large, light-induced 

ultrafast enhancement of optical absorption in the near-infrared spectral range. Optical-pump, 

THz-probe techniques have followed36, 37. Muskens, et al. have also recently reported on 

antenna- (localized surface plasmon resonance-)assisted picosecond control of nanoscale 

phase transitions in VO2, with switching energies 20 times lower and recovery times 5 times 

faster than in bare VO2 films38.  

Many of the architectures developed for VO2-plasmonic hybrid and all-VO2 

metamaterials/surfaces with switchable resonant reflection/transmission characteristics, and 

guided-wave switching devices, mirror those of their chalcogenide-based counterparts (above) 
39-43. However, in consequence of the volatile nature of the metal-semiconductor transition in 

VO2, these almost invariably rely upon ambient temperature change rather than optical 

excitation to induce transitions. Recent exceptions to this rule include, for example: the 

demonstration by Lei, et al., of a nanoscale memory effect in a gold nanodisk arrays on VO2 

excited by ultraviolet optical pulses, wherein plasmon resonance modulation depends strongly 

on the initial state44; and the demonstration of a limiting ‘optical diode’ based upon the 

asymmetrically nonlinear transmission characteristic of a nanoscale gold/VO2 bilayer45. 

- Elemental gallium (Ga) subject to nanoscale, optically-driven ‘surface melting’ in proximity 

to the near-ambient bulk melting point (29.8C) or solid-solid transitions among crystalline 

forms in confined (e.g. nanoparticle) geometries at cryogenic temperatures is the medium for 

which the terms “phase-change nonlinearity” and “active plasmonic” were coined: 

Its ability to provide a gigantic, broadband optical nonlinearity via light-induced structural 

change (between solid and liquid states with markedly different optical properties, as opposed 

to the conventional purely electronic mechanism of nonlinear optical response) was first 

reported by Bennet, et al.: a Ga mirror formed at the tip of a single-mode optical fiber being 

shown to provide for cross-wavelength light-by-light modulation in the telecommunications 

C-band at milliwatt power levels46. Petropoulos, et al. subsequently harnessed this 

nonlinearity for passive Q-switching of erbium and ytterbium fiber lasers47, achieving a level 

of performance (a self-starting regime generating ~50 ns pulses with peak powers up to 100 

W) equivalent to that of state-of-the-art, narrowband semiconductor saturable absorbers. 

Recently, Waters, et al. have shown that gallium’s phase-change nonlinearity can be 

resonantly enhanced by an order of magnitude in a photonic metamaterial architecture48, to 

offer high contrast all-optical switching near-IR switching at μW/μm2, excitation intensities. 

Gallium’s phase-change nonlinearity was the basis of the original ‘active plasmonics’ 

concept49, whereby propagation of SPPs on a metal/dielectric waveguide interface can be 
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modulated with high contrast via induced changes in the optical properties of one of the two 

materials, occurring only within a few nanometers of the surface. Krasavin, et al. 

demonstrated optical modulation of SPP coupling at a Ga/dielectric interface using few-ns 

near-IR pulses to drive transient nanoscale melting of the metal50; Vivekchand, et al. 

demonstrated thermally-tuned control of SPP coupling using a Ga grating51. 

In Ga nanoparticles, Soares, et al. showed that phase-change nonlinearity could facilitate 

single-particle optical gating and memory functionalities among several different structural 

forms at few-pJ optical pulse switching energies52, 53, and this polymorphism is drawing 

renewed attention in the context of UV plasmonics54, 55.  

Depending upon incident fluence and photon energy, target size/shape/structure, and ambient 

conditions, optically-induced transitions in any material may proceed through a combination of 

thermal and/or non-thermal mechanisms on electronic/atomic to macroscopic length scales at femto- 

to millisecond timescales. Optical measurements, which are based predominantly on interactions 

between photons and valence or delocalized electrons, cannot directly resolve atomic-scale 

mechanisms of structural transition. Ab initio computational methods, like density functional theory, 

molecular dynamics, kinetic equations, or combinations thereof can provide insight to behaviors and 

mechanisms at the atomic level56, 57 but are computationally demanding and typically cannot span the 

full range of length and/or timescales involved. Similar constraints apply to numerical, finite element 

and finite difference time domain, multiphysics simulations. Alternative approaches to describing 

phase transition processes, capable of encompassing disparate length/timescales are offered by rate 

equations58, 59, phase field methods60, 61, Monte Carlo models62 and, as considered here, cellular 

automata (CA)63-68. Indeed, CA have been applied to modelling dynamics in a remarkably diversity 

of complex systems, from laser emission to the growth of snowflakes and from ionic diffusion in 

concrete to pattern recognition in networks69-72, as well as the melting and solidification (crystal 

nucleation/growth/dissociation) of materials63-68.  However, when considering nominally laser-driven 

structural transitions, these models tend simply to assume the existence of a heat source, i.e. disregard 

non-thermal excitation and feedback between the induced change in material properties and the rate 

of energy deposition. CA models are rarely encountered in the field of optics and photonics because 

the propagation of light and many of its interactions with matter are very well described either 

analytically or, for example in complex nanostructured media, via finite element and finite different 

time domain ‘Maxwell solver’ numerical simulation techniques. Some exceptions to this rule are 

found in the domain of quantum/optical computing (esp. quantum dot cellular automata73-78), 

occasionally in the study of photonic dynamics (e.g. laser level populations69, frequency comb 

spectral perturbations79, collective behaviors in VCSEL arrays80), and in adaptation of the classic 

‘Game of Life’ evolutionary CA model to account for the retrieval of energy from an environment 

filled by an electromagnetic field81 (leading to behaviors such as light-induced self-structuring and 

genetic selection). While the numerical methods mentioned above can encompass ‘multiphysics’ (e.g. 

light-induced heating) they rapidly become opaque in their complexity and computationally 

prohibitive where disparate length and time scales are involved and where dynamic structural changes 

have a strong and nonlinear effect on optical properties. Here we apply a CA methodology for the 

first time to photo-induced structural transitions in and the associated instantaneous nonlinear optical 

response of a metal, specifically gallium as a medium in which a strong non-thermal component of 

response is known to manifest under certain regimes of excitation. The approach offers high heuristic 

value in its simplicity – the model being defined by a small set of material parameters and others 

relatable to experimental observables, and practicality in being adaptable to a wide variety of material 

systems and nano- to macroscopic geometries. 

Gallium is an unusually polymorphic element, with several structural phases that have properties 

ranging from those of the liquid, which is a highly reflective, near-ideal free-electron metal at optical 

frequencies82, 83, to those of the stable bulk crystalline form – known as α-gallium, which is 
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considerably less “metallic” in character (less reflective, more absorbing)84, 85. α-gallium has a 

structure in which molecular and metallic properties coexist: some inter-atomic bonds are covalent, 

forming Ga2 dimers and giving rise to a broad optical absorption band extending from 310 to 1820 

nm, while the rest are metallic84, 86. It also manifests “surface melting”87, whereby a thin (~few nm) 

layer of metallic gallium is formed between the solid α-phase and a dielectric even at temperatures 

several degrees below Tm. The thickness of this interfacial layer, and thereby the reflectivity of the 

interface, can be controlled in a continuously tunable fashion by low-intensity laser illumination. 

These characteristics together make gallium a uniquely intriguing and richly functional photonic 

material but also one in which it is difficult to interpret or disentangle underlying response 

mechanisms. The dynamics of light-induced reflectivity changes at gallium/dielectric interfaces, and 

their dependence upon intensity or fluence and the temperature of the bulk metal, have been studied 

under various regimes of pulsed optical excitation88-90: At the shortest (fs to ps) timescales, non-

equilibrium electronic excitation dominates the reflective response; at longer timescales, thermal 

effects (i.e. laser-induced heating) alone are insufficient to account for observed dependences of 

induced reflectivity change on temperature and a substantive non-thermal contribution to interfacial 

metallization (based upon the direct optical excitation of the dimer covalent bonds in α-gallium) is 

inferred. We find here that reflectivity dynamics at a gallium-dielectric interface are elegantly 

described for the full range of fs to µs pulse durations by a simple 3-level cellular automata model 

including a non-thermal excitation channel, operating under a minimal set of transition rules that are 

invariant with pulse duration.  

Cellular automata are fully discrete dynamic systems, wherein the state of each cell in a regular n-

dimensional lattice is chosen from a finite set of possible states and temporal evolution runs 

synchronously in all cells91, 92. Each cell evolves in each time step according to a set of transition 

rules dependent upon its initial state and the those of other cells within a defined (e.g. von Neumann, 

Moore) neighborhood. Here we have constructed a two-dimensional CA model of minimally 

sufficient complexity (see Methods) to describe the photo-induced metallization dynamics of Ga at a 

planar gallium-silica interface: Each gallium cell (Fig. 1a) can exist in one of three states (Fig. 1b) - 

a lowest-energy ‘ground’ state (Level 1), a higher-energy ‘metallic’ state (Level 2) and a highest-

energy, short-lived ‘optically excited’ state (Level 3). The ground state possesses optical properties 

identical to those of α-gallium85, while the optically excited state and metallic states possess the 

optical properties of liquid gallium82. Γ13 is the optical pumping rate driving excitation from the 

ground state (1) to the excited state (3) and depends upon the incident photon flux, i.e. incident light 

intensity, which in turn is a function of time t, i.e. pulse duration and profile. Γ12 is the rate of 

thermally-induced transition from the ground state (1) to the metallic state (2) and depends upon the 

proximity of local temperature to Tm. As such, it is a function of both ambient temperature (tending 

exponentially to one as T→Tm and to zero as [Tm – T] increases) and light-induced temperature change 

(i.e. pulse duration, profile and fluence). γ32 and γ21 are respectively the decay probabilities from the 

excited state (3) to metallic state (2) and from the metallic state (2) to the ground state (1) within a 

single time step δt (see Supplementary Fig. S1). 

The evolution of each cell in each time step is governed by a set of four rules: 

• Rule 1: Cell in the GROUND state become EXCITED if they absorb a photon (the probability 

of absorption being a function of the optical skin depth – see Supplementary Information).  

• Rule 2. Cells in the EXCITED state decay to the METALLIC state with a probability γ32, given 

by the lifetime of the excited state τ3: 𝛾32 = 1 − 𝑒−𝛿𝑡 𝜏3⁄ . 

• Rule 3. Cells in the GROUND state are converted to the METALLIC state  

o with a probability Γ12 when the number of neighboring cells (among the eight surrounding, 

i.e. nearest and next-nearest) already in the METALLIC or EXCITED state is greater than 

1 and less than or equal to a threshold N12; 
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o with certainty (probability = 1) when the number of METALLIC or EXCITED neighbors 

is >N12. 

• Rule 4. Cells in the METALLIC state decay to the GROUND state with a probability 𝛾21 =

1 − 𝑒−𝛿𝑡 𝜏2⁄ , where τ2 is the lifetime of the metallic state, when the number of METALLIC or 

EXCITED neighbors is less than or equal to a threshold N21. 

Rules 1 and 2 describe the non-thermal photo-induced metallization process, whereby the absorption 

of a photon leads to the breaking of a Ga-Ga dimer bond and the structural reconfiguration of the 

associated unit cell in the atomic lattice. Rules 3 and 4 describe the balance between metallization 

(c.f. melting) and recrystallization of cells based effectively upon the transfer of absorbed energy 

from electrons to the lattice and from cell-to-cell through the lattice; and/or upon changes in the 

energetically-preferred configuration of ground state cells surrounded by numerous metallic cells and 

vice-versa. (Schematic dependences of transition probabilities on neighborhood are shown in 

Supplementary Fig. S2.) 

The lifetimes of the excited and metallic states are set respectively at τ3 = 1 ps and τ2 = 1 ns. Exact 

values for gallium are not known so these are representative, order-of-magnitude values93 sufficient 

to the present purpose of a self-consistent comparison among metallization dynamics across a range 

of pulsed optical excitation regimes. Indeed, we specifically do not aspire to quantitatively replicate 

any particular set of prior experimental data, and as results will illustrate (below) it is relative rather 

Fig. 1. Cellular automata model of a gallium/silica interface. (a) Schematic of the 2D cellular array and the 
adjacent semi-infinite silica and solid gallium volumes assumed to be present in the evaluation of interface 
reflectivity. Each Ga cell can exist in one of three states as shown in panel (b): a lowest-energy ‘ground’ 
state a higher-energy metallic state; and a highest energy, short-lived ‘optically excited’ state. (b) Three-
level system of gallium cell states and associated transitions, annotated with transition probabilities [Γ, γ] 
and accompanying CA transition rule numbers [circled]. 
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than absolute values of lifetimes and pulse duration that determine behaviors within the CA model. 

A third time constant of importance is the ‘thermalization time’ τt, over which heat is dissipated from 

the region in which it is generated through photon absorption. This nonlinear heat flow (dependent 

upon both spatial and temporal pulse profile, sample structure and ambient temperature) can lead to 

complex reflectivity relaxation dynamics88, 89. For the CA model we assume representative, suitably 

physical, order-of-magnitude value τt = 1 μs. 

 

Results and discussion 

We first consider the short pulse excitation regime, with a CA model time step δt of 1 fs and (pump) 

pulse duration τp of 100 steps, i.e. 100 fs, centered at time step 150. Figure 2a shows the dynamics of 

interface reflectivity at the λ = 775 nm pump wavelength (c.f. frequency degenerate pump-probe 

measurements) for a range of excitation fluences, with neighbor threshold values N21, N12=5 and a 

transition probability Γ12 = 8×10-5 (see Supplementary Information). In general, Γ12 is a function of 

incident fluence (and therefore time during a Gaussian excitation pulse) and temperature but in the 

femtosecond regime it can be taken as constant during and considerably beyond the pulse duration 

because δt, τp << τ2, τt. Reflectivity dynamics are correspondingly dominated by the photo-excitation 

channel. For the same reason, the values of N12 and N21 are found to be of negligible consequence to 

response dynamics within the first several ps during and after a fs pulse (see Supplementary Fig. S4), 

which is to say that on such timescales the state of each cell evolves independently, without influence 

from its neighbors.  

Reflectivity dynamics are characterized, as in corresponding experimental studies89, 90, by a sharp 

increase in reflectivity during the excitation pulse, to a level that increases with fluence, followed by 

a much longer and shallower rise over picosecond timescales after the pulse as shown in Fig.2(b). 

Snapshots of phase state distribution at representative time intervals are presented in Figs. 3(a)-(h) [a 

full video file of phase state evolution with single time-step resolution is available online] show that  

Fig. 2. Reflectivity dynamics in the short pulse excitation regime. (a) CA modelled Ga-silica interface 
reflectivity at 775 nm as a function of time [time step δt = 1 fs] during and immediately after 100 fs pump 
pulses of varying fluence [as labelled; N12, N21 = 5; Γ12 = 8×10-5]. The dashed grey line shows the Gaussian 
temporal profile of the excitation pulse [normalized amplitude – vertical axis scale does not apply]. (b) From 
Ref. 89, experimentally measured Ga-silica interface reflectivity at 800 nm as a function of time around 150 
fs pump pulses of varying fluence [as labelled]. Note that the full 1.2 ps span of panel (a) corresponds to a 
small fraction of the axial range in (b).   
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Fig. 3. Temporal evolution of phase-state distribution among cells in the short pulse excitation regime. 
Representative maps of cellular phase state (ground, optically excited or metallic) at intervals of between 
50 and 4000 time steps [as labelled, step δt = 1 fs] around a 100 fs pump Gaussian pulse of fluence Fin = 5 
mJ/cm2. [N12, N21 = 5; Γ12 = 8×10-5. The silica interface is at the left-hand side of each panel and light is 
incident from that direction. [Multimedia view] 
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this is a consequence of a rapid (non-thermal) increase in the population of cells in the EXCITED 

state during the pulse. These are randomly distributed with a number density that decreases 

exponentially, as one would expect, with distance from the gallium/glass interface. These transition 

to the METALLIC state and thermal (neighbor interaction) mechanisms then dominate on picosecond 

timescales and beyond, sustaining an upward trend in reflectivity (based on Rule 3) for some time 

after the pulse. Note here that at all points in the gallium bulk (beyond the persistent surface-melt 

layer at the glass interface), melting is ‘incomplete’ even at long time intervals after the excitation 

pulse – there is no continuously molten layer of defined fluence-, temperature- and time-dependent 

depth. The structure of METALLIC inclusions in a GROUND state matrix (or vice-versa close to the 

interface) seen in the CA model is consistent with prior analytical inference of fractional light-induced 

melting from reflectivity measurements in the fs-pulsed excitation regime90. 

We now consider the very substantial effect of pulse duration on metallization dynamics. In the CA 

model this is achieved by maintaining a fixed pulse duration τp of 100 time steps (centered at step 

150) while changing the step size δt, in the present case from 1 fs to 10 ns in seven order-of-magnitude 

increments. We maintain near-neighbor threshold values N12, N21 = 5 and assume a fixed fluence of 

Fin = 5 mJ/cm2 across all pulse durations. 

Figures 4(a-h) show snapshot phase state distributions at the 150th time step, i.e. at the peak of the 

pulse when photon flux is at maximum, for pulse durations ranging from 100 fs to 1 μs (A 

corresponding set of snapshots for the 250th time step, in the tail of the pulse, are shown in Fig. S5). 

For short pulse durations ≤1 ns (Fig. 4a-e), i.e. shorter than the metallic state lifetime τ2, there is a 

diffuse population of cells in the optically excited and/or metallic state. This extends, with decaying 

number density, over several skin depths into the gallium bulk with almost no change in the thickness 

of the persistent surface-melt layer at the glass interface. There is a significant proportion of excited-

state cells only for pulse durations ≤10 ps (Fig. 4a-c), i.e. while the time step δt remains shorter than 

the excited state lifetime τ3 (for durations >10 ps but ≤1 ns, cells excited in a given time step will 

transition to the metallic state with near-certainty in the next). 

This diffuse, non-equilibrium (non-thermal) distribution of excited/metallic cells is responsible for 

the two-stage, fast and then much slower, interface reflectivity dynamic that is characteristic of short-

pulse excitation regimes (as illustrated in Supplementary Fig. S6a-e). It is entirely absent for pulse 

durations ≥100 ns (Fig. 4g-h) because any isolated metallic cells revert to the ground state with near 

certainty (γ21→1) in every time step. Cells can only be sustained in the metallic state for more than 

one time step by the neighbor rules, which is to say thermally. This leads to contiguous ‘growth’ of 

the surface-melt layer into the gallium bulk and a proportionate, steady increase in interface 

reflectivity over the duration of the pulse (Fig. S6g-h).    

Figure 4(f), for a pulse duration of 10 ns, shows characteristics of both the short- and longer-pulse 

regimes: i.e. both a not-insignificant population of individual/clustered metallic-state cells within the 

ground-state bulk and a clear change in the thickness of the interfacial surface-melt layer. Reflectivity 

dynamics (Fig. S6f) are correspondingly mixed, showing elements of both a fast initial increase and 

a slower, steady change over the pulse duration. This intermediate case illustrates how the boundary 

between thermal and non-thermal melting regimes is predominantly a function of metallic state 

lifetime τ2 (assuming that τ3 will always be <<τ2). 

In the long pulse (≥100 ns) regime, once state lifetimes (τ2, τ3) and neighbor thresholds (N12, N21) are 

set, reflectivity dynamics for a given fluence become a function solely of Γ12, the local-temperature-

dependent probability of transition from the ground to the metallic state. For square optical pulses 

shorter than the thermalization time (τp < τt) incident on a sample at a fixed ambient (bulk gallium) 

temperature, Γ12 can be taken as constant over the pulse with a value effectively proportional to the 

magnitude of light-induced temperature change. In this way – by varying Γ12, with a fixed time step 

δt of 1 ns, near-neighbor thresholds N12, N21 again equal to 5, the CA model is able (Fig. 5) to  
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Fig. 4. Phase-state distribution as a function of pulse duration. Representative maps of cellular phase state 
at the peak of Gaussian excitation pulses with durations τp ranging from 100 fs to 1 μs [as labelled] in order-
of-magnitude increments. [Fin = 5 mJ/cm2; N12, N21 = 5; Γ12 = 8×10-5, 1.2×10-4, 1.5×10-4, 5.2×10-4, 5.25×10-3, 
5.65×10-2, 0.465 and 0.9 respectively.] 
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qualitatively reproduce the experimental results of Ref. 88. In experiment, the local temperature is a 

function of incident fluence but in the CA model the two are decoupled: photon flux alone - the value 

of Fin - does not affect the effective temperature, which is encapsulated in Γ12. Thus, for the purposes 

of this analysis we maintain a fixed value of Fin and only change Γ12. Reflectivity (c.f. metallized 

layer thickness) increases monotonously with time over the pulse duration at a rate that increases with 

the value of Γ12, i.e. with induced local temperature change (in experiment, with peak incident power); 

The dependence of reflectivity on time is (near-)linear at lower values of Γ12 but saturates at higher 

values as the metallized layer thickness tends towards the optical skin depth. (The latter behavior is 

not seen in the experimental case simply for lack of laser power.) 

In contrast to the fs-pulse regime, where they are of negligible consequence, the neighbor thresholds 

do influence reflectivity dynamics in the long-pulse thermal regime (as shown in Supplementary Fig. 

S7) – the effect of changing N12 is minor but the value of N21 has a more significant impact. These 

thresholds are effectively a coarse surrogate for ambient temperature, with lower values 

corresponding to bulk Ga temperatures closer to Tm, whereby a given fluence can induces a larger 

change in reflectivity. 

When optical excitation is withdrawn, metallic state cells relax to the α-Ga ground state (i.e. 

recrystallize) and interface reflectivity correspondingly recovers to its pre-excitation level. This 

process is governed by the complex, nonlinear dynamics of heat flow and in practice will be a function 

of pulse duration and spatial and temporal intensity profile, sample structure and the proximity of 

ambient (silica and Ga bulk) temperature to Tm. For the purposes of the CA model, characteristic 

experimentally observed reflectivity relaxation behaviors can be qualitatively reproduced (Fig. 5b) 

by simply stepping down the value of Γ12 at the end of an excitation pulse. Recall here that this 

transition rate is essentially a function of local temperature: As such, lower post-excitation values Γ12’ 

can be taken denote lower ambient temperatures (i.e. higher values of Tm - T). Under the course 

approximation of a step-function in Γ12
(’) and with the same value of transition probability applying 

to all cells in the array, the CA model does not replicate the exponential form of the decay curves 

seen in experiment (Fig. 5c). However, it nonetheless sufficient to illustrating that for a given set of 

excitation conditions, lower ambient temperatures promote faster recrystallization and reflectivity 

relaxation.  

 

Summary 

In summary, we show here that a cellular automata (CA) model – a three-level system governed by 

only four transition rules and a sparse set of independent material and process parameters – can 

phenomenologically describe the complex, non-stationary, spatially inhomogeneous dynamics and 

resulting nonlinear optical properties of a medium undergoing a light-induced structural phase 

transition.  

We consider the case of solid gallium near to its bulk melting transition, as a non-trivial system (in 

which optical excitation may include a strong non-thermal component and surfaces are subject to 

nanoscale ‘pre-melting’) of relevance to a variety of photonic (all-optical and ‘active plasmonic’) 

switching applications. Non-equilibrium behaviors in systems close to a transition point cannot be 

described analytically and they present considerable challenges in computational (e.g. multiphysics 

finite element) simulation, particularly in regard to the combination of macro- and nanoscopic length 

scales. In this context it is remarkable that a CA model (which notably does not include local or 

ambient temperature as an independently defined parameter) is able to reproduce light-induced 

transition and relaxation dynamics over seven orders of excitation pulse duration magnitude (from 

femto- to microsecond) and provide insight to the microscopic mechanisms of transition without 

recourse to deep understanding or analytical description of atomic dynamics, band structure, 

electromagnetics, thermodynamics or nanoscale energy conservation. It emerges clearly from the CA  
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Fig. 5. Reflectivity dynamics in the long pulse excitation regime. (a) CA modelled Ga-silica interface 
reflectivity at 775 nm as a function of time [time step δt = 1 ns] during 100 ns pump pulses, Γ12 increase 
from 0.45 to 0.8. [Fin = 5 mJ/cm2; N12, N21 = 5]. (b) Interface reflectivity as a function of time after a 100 ns 
pump pulse [Γ12 = 0.6; N12, N21 = 5] for a selection of post-excitation transition probabilities Γ12’ [as labelled]. 
The dashed black line shows the square temporal profile of the excitation pulse [normalized amplitude – 
vertical axis scale does not apply]. (c) After Ref. 88, experimentally measured Ga-silica interface reflectivity 
at 1550 nm as a function of time during and after excitation with 100 ns 1536 nm pump pulses of varying 
peak power [as labeled] at a fixed ambient temperature of 24°C (Tm-T ~5°C). The inset shows dynamics near 
the rising edge of the pump pulse on an expanded time scale. 
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model that transition and reflectivity dynamics in the Ga system are controlled predominantly by the 

relative values of optically-excited and metallic state lifetimes. These determine whether thermal or 

non-thermal mechanisms dominate and thereby whether the metallization of a-Ga is diffuse (in the 

short, fs-ps pulse regime) or proceeds through the motion of a defined solid-liquid melt front (longer 

pulses). Particularly interestingly, the CA model also shows that neighborhood is essentially 

irrelevant in the short pulse excitation regime: at fs timescales there is no coupling between Ga 

(crystalline) cells and each cell responds independently to the flux of incident photons.  

We believe that the cellular automata approach may be applied heuristically to a variety phase-change, 

nonlinear optical and active (nano)photonic systems – for example, the three-level model developed 

here for Ga may be adapted to VO2, where ultrafast transitions also appear to involve a transient 

electronically excited state30-34. In reducing complex systems to a minimally sufficient set of rules 

and parameters, CA models may not produce the most accurate quantitative fit to experiment, but 

their value lies in the provision of simple insight to system dynamics and the relative importance of 

physical parameters, which can inform the design of further experiments and more refined models. A 

two-dimensional cellular array is sufficient here to modelling the optical properties of an effectively 

infinite planar metal-dielectric interface illumined by a plane wave (i.e. as a generic approximation 

to the experimental realities of Refs. 88, 89). At the expense of the periodic boundary condition 

employed in the direction parallel to the interface, the model could readily accommodate 

inhomogeneous incident beam intensity profiles. Extension to three spatial dimensions would provide 

for consideration of more complex geometries and finer control of neighbor interaction rules and 

thresholds (i.e. with 26 surrounding cells in a simple 3D cubic neighborhood as compared to 8 in the 

2D square case). 

 

Methods 

Cellular geometry. Our CA model employs a two-dimensional square array of cells with a lattice 

constant Lc = 0.55 nm (of order the α-gallium crystalline unit cell size94). The model domain has a 

depth, in the direction of incident light propagation, of 200 cells (approximately 3 times the optical 

skin depth of α-gallium at the assumed near-infrared illumination wavelength) and a width, parallel 

to the gallium-silica interface, of again 200 cells (>20 times the thermal diffusion length in liquid 

gallium over 1 ps; thermal diffusivity95 ≈0.2 cm2/s). The positional address of each cell is denoted by 

coordinates i (depth) and j (width).  

Incident photons. We assume incident monochromatic light pulses with either Gaussian or square 

temporal intensity profiles. In the former case this gives an absorbed intensity profile of the form 

𝐼 = 𝐼𝐿(1 − 𝑅)𝑒
−4 ln2(

𝑡

𝜏𝑝
−1.5)

2

    (1)   

where IL is the incident intensity, R is the reflectivity of the Ga/silica interface, and τp is the full-width 

half-maximum pulse duration. Fluence for a Gaussian pulse96 is given by 

𝐹𝑖𝑛 = 𝐼𝐿𝜏𝑝√
𝜋

4 ln2
    (2)   

 and thereby the number of photons entering each CA row j in a given time step is  

𝑛0 =
1

ℎ𝜏𝑝𝑐
√
4 ln 2

𝜋
(1 − 𝑅)𝐹𝑖𝑛𝛿𝑡𝐿𝑐

2𝜆𝑒
−4 ln 2(

𝑡

𝜏𝑝
−1.5)

2

    (3)   

where h is the Planck constant and λ is the vacuum wavelength of incident light.  
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In the case of a square pulse, 𝐹𝑖𝑛 = 𝐼𝐿𝜏𝑝 and the number of photons per CA row per time step is 

constant during the pulse: 𝑛0 =
1

ℎ𝜏𝑝𝑐
(1 − 𝑅)𝐹𝑖𝑛𝛿𝑡𝐿𝑐

2𝜆. 

Under Rule 1, a cell in the ground state may absorb one photon with probability Ab = 0.03 (a value 

derived from skin depth – see Supplementary Information). A photon not absorbed in cell i passes, 

within the same time step, sequentially to cells i+1, i+2, etc. until it is absorbed. The probability that 

a photon will pass through all Ga cells without being absorbed is <0.0025. 

Interface reflectivity. Interface reflectivity R is evaluated in each time step using the transfer matrix 

method, treating the system as a stack of layers:  

- the incident medium is taken to be semi-infinite silica with a relative permittivity εsilica = 2.28 

(refractive index 1.51);  

- at the interface we assume an ever-present 4 cell (d0 = 2.2 nm) thick surface melt layer of 

gallium in the metallic state87;  

- the rest of the i = 5 - 200 cell thickness of gallium is divided into six layers – five 10-cell 

layers for pulse durations ≤107 fs or 4-cell layers for pulse durations >107 fs (for reasons made 

apparent in Fig. 4) followed by one 146 / 176 cell layer; 

- beyond i = 200 we assume a semi-infinite thickness of (ground state) α-gallium. 

Each CA gallium layer is assigned an effective permittivity calculated as a weighted mean of the α- 

and liquid gallium permittivities (εα and εliquid respectively) according to the numbers of cells 

correspondingly in the ground and excited or metallic states: 𝜀𝑒𝑓𝑓 = 𝑞𝜀𝛼 + (1 − 𝑞)𝜀𝑙𝑖𝑞𝑢𝑖𝑑, where q  

is the filling fraction of ground state cells. 

Neighborhood. We utilize a Moore neighborhood92, whereby the evolution of  each cell in each time 

step is influenced by the state of the eight surrounding (four nearest and four next-nearest) cells. The 

model domain is taken to be periodic (or wrapped) in the j direction such that all cells have a full 

complement of eight neighbors, i.e. rows (i, 1) and (i, 200) are adjacent to one another. 

The neighbor number thresholds N12 and N21, applied under Rules 3 and 4, must take values ≥5 

because lower values are unphysical: in the case of N12 they can lead to self-sustaining chains of cell 

conversion adjacent to the persistent surface-melt layer or indeed any column i of all metallic- or 

excited-state cells; In the case of N21, they would enable adjacent full columns of metallic-state cells 

to remain indefinitely in that state. 

 

Supplementary Material 

See supplementary material for: 

- The dependences of transition probabilities on CA model time step and neighborhood; 

- The calculation of photon absorption probability per cell; 

- Evaluation of the threshold value of Γ12; 

- The effect of neighbor threshold values N12, N21 on reflectivity dynamics (in short and long 

pulse regimes); 

- Representative maps of cellular phase state at the end (as opposed to peak in Fig 4) of 

excitation pulses of differing duration, and corresponding dependences of reflectivity on time. 
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Fig. S1. Dependences of transition probabilities γ32 [from optically excited to metallic state] and γ21 [from 

metallic to ground state] on CA model time step δt: 𝛾𝑚𝑛 = 1 − 𝑒−𝛿𝑡 𝜏𝑚⁄ , where τm is the lifetime of the upper 
state [τ3 = 1 ps; τ2 = 1 ns]. 
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Photon absorption probability per cell 

The familiar expression for the dependence of light intensity on propagation distance x within a 

continuous medium  

𝐼𝑥 = 𝐼0𝑒
−2𝑥 𝛿⁄  

where I0 is the incident intensity and δ is the optical skin depth, can be cast in a form for propagation 

through n identical, discrete but contiguous layers of material  

𝐼𝑛 = 𝐼0(1 − 𝐴𝑏)𝑛 

where Ab is the probability of a photon being absorbed in a single layer. 

From the equivalence of these expressions 

𝐴𝑏 = 1 − 𝑒−
2Δ𝑥

𝛿⁄  

where Δx is the thickness of each layer (in the propagation direction). 

In the present Ga CA model, cell size Δx = 0.55 nm and the skin depth (of the ground state α-phase 

at a wavelength of 755 nm) δ = 37 nm, giving an absorption probability per cell Ab = 0.03. 
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Fig. S2. Schematic dependences of transition probabilities for a given cell on its neighborhood – the phase 
state of the surrounding eight [nearest and next-nearest] cells. (a) Ground to excited state transitions via 
absorption of a photon leading to breaking of a Ga dimer bond. Probability is independent of neighboring 
cell state; value Γ13 is proportional to incident intensity, i.e. photon flux. (b) Excited to metallic state decay. 
Probability is independent of neighboring cell state; value γ32 is given by excited state lifetime τ3. (c) Thermally 
driven ground to metallic state excitation. Probability is dependent upon neighboring cell state; values Γ12 
and Γ12’ are functions of local temperature and apply respectively in the presence and absence of optical 
excitation. [Γ12’ must be less than γ21 for the avoidance of spontaneous metallization at T<Tm.] (d) Metallic to 
ground state decay. Probability is dependent upon neighboring cell state; value γ21 below the N21 blockade 
threshold is given by excited state lifetime τ2. 
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Threshold value of Γ12 

The probability Γ12 of thermally driven ground to metallic state excitation represents local 

temperature within gallium cells, i.e. ambient plus a contribution due to optically-induced heating. In 

experimental practice there is a threshold ambient temperature below which (a maximum value of 

Tm-T above which) a given excitation fluence will not induce an observable change in reflectivity. 

Correspondingly, in the CA model, for a given incident fluence Fin and set of neighbor thresholds N12, 

21 and state lifetimes τ2, 3, there is a threshold value of Γ12 below which no excitation-induced 

reflectivity change is seen. 

This threshold can be empirically evaluated using the CA model (Fig. S3) and, as one may expect, in 

the long-pulse regime dominated by thermally-driven transitions it is found to track the dependence 

of γ21 on decreasing time step δt or rather pulse duration τp (=100δt). The trend is then offset in the 

short pulse regime through a shoulder in the curve at τp ~ τ3. It is notable here that this shoulder occurs 

at a much shorter timescale than the observed transition between thermally- and non-thermally-

dominated reflectivity dynamics (at τp ~10 ns - see Figs. 4 and S6), and moreover that the threshold 

value of a parameter relating to transitions between states 1 (ground) and 2 (metallic) is apparently 

dependent on the lifetime of state 3 (optically excited). Both of these behaviors may be accounted for 

by a combination of the fact that while it can only be populated directly from the ground state (1), 

relaxation of the optically excited state (3) occurs via the metallic state (2), and that the metallic state 

(2) is populated from both the ground (1) and excited (3) states.  

 

Fig. S3. Empirically evaluated dependence of Γ12 threshold on pulse duration [Fin = 5 mJ/cm2; N12, N21 = 5]. 

 

  



5 

 

Fig. S4. Effect of neighbor threshold values N21 and N12 on reflectivity dynamics in the short pulse excitation 
regime [pulse duration τp = 100 fs; time step δt = 1 fs; Fin = 5 mJ/cm2; Γ12 = 8×10-5]. In (a) and (b) respectively 
N12 and N21 have fixed values of 5. [The black N12, N21 = 5 curves here correspond to the black 5 mJ/cm2 curve 
in Fig. 2a.] 
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Fig. S5. Representative maps of cellular phase state at the tail end [as compared to peak shown in Fig 4] of 
Gaussian excitation pulses with durations τp ranging from 100 fs to 1 μs [as labelled] in order-of-magnitude 
increments. Each frame is taken at an interval after the peak equal to τp - i.e. 100 fs after the peak of a 100 fs 
pulse, 1 ps after the peak of a 1 ps pulse, etc. [All model parameters as per Fig. 4].  
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Fig. S6. Reflectivity dynamics as a function of pulse duration. CA modelled Ga-silica interface reflectivity at 
775 nm as a function of time for Gaussian excitation pulses with durations τp ranging from 100 fs to 1 μs [as 
labelled] in order-of-magnitude increments. [Fin = 5 mJ/cm2; N12, N21 = 5; values of Γ12 are shown inset.] The 
dashed grey line shows the temporal profile of the excitation pulse [normalized amplitude – vertical axis scale 
does not apply]. Note that shorter relative temporal ranges are plotted in (f)-(h) where τp → τt and the 
assumption that Γ12 holds a constant value beyond the duration of the pulse is no longer valid. 
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Fig. S7. Effect of neighbor threshold values N21 and N12 on reflectivity dynamics in the long pulse excitation 
regime [pulse duration τp = 100 ns; time step δt = 1 ns; Γ12 = 0.8. In (a) and (b) respectively N12 and N21 have 
fixed values of 5. [The dashed blue N12, N21 = 5 curves here correspond to the dashed blue Γ12 = 0.8 curve in 
Fig. 5a.] 
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