Why Projects Fail

Why Projects Fail

Planning in the Dark: Why Major Engineering Projects Fail to Achieve Key Goals

Prof. Philip Lawrence 
Aerospace Research Centre

UWE Bristol

Tel. 44 1173443630

Fax. 44 117344 2734

Email philip.lawrence@uwe.ac.uk 

Prof. Jim Scanlan

Computational Engineering and Design Research Group

School of Engineering Sciences

University of Southampton

Tel: (office) 02380 592369

Fax: 02380 594813

Email j.p.scanlan@soton.ac.uk
Paper Submitted for Publication to the Journal of Technology Assessment and Strategic Management

Abstract

The arguments, analysis and observations in this paper are based on 10 years of research with partners in the European and US aerospace and defence industries. During this period the authors were part of a team of researchers at Bristol UWE, Southampton University and Rolls-Royce PLC, who were seeking to develop a new methodology and tool set for project management, particularly aimed at large aerospace projects.

The research was motivated by the seemingly ubiquitous reality of project failure, with large engineering projects apparently always late and over budget.  Here we focus on aerospace and defence, but the problems are generic across all branches of engineering. In our view aerospace and defence have more excuses than most, because not only are the projects huge, they are also globally distributed and highly complex.

As our work progressed a fundamental conundrum emerged. As we talked to project managers and assessed the teams that were undertaking the projects it became obvious that they were well educated, intelligent, highly motivated and very capable people. So why were so many projects going wrong? Soon we could see that projects were going wrong in all sectors and in many different countries. So obviously the problems were not to do with incompetence, as they clearly were so generic. Our ultimate finding has been that the very technology available for managing projects today is inadequate. As we argue below, modern, complex projects cannot be planned and executed using 50-year-old project management tools. 

The paper tells the story of what’s wrong with the current technology and how and why it needs to change. The authors are well aware that there are also cultural problems in project management, but in fact many of these derive from the use of inadequate tools.

Many of the insights and arguments developed here have come from discussions with personnel at BAE SYSTEMS, Boeing, Airbus and Rolls-Royce. However, all the cited factual material in this paper comes only from publicly, published sources. We wish to thank all our interviewees, who naturally requested that they remain anonymous.       

Why Large Engineering Projects Often Fail

The key to a successful project is in the planning. Creating a project plan is the first thing you should do when undertaking any kind of project, (Duncan Haughey, Project Smart)

A note on the Research

Since 1996 the authors of this paper have been working on a new methodology and tool set for project management aimed at the defence and aerospace industries. In the course of the theoretical work on this subject the researchers have given more than 50 presentations to industrial audiences from defence and aerospace prime companies, chiefly made up of project managers. At an early stage in this research it was decided that a series of interviews with senior engineers and project managers would enhance the authors’ understanding of the difficulties and challenges of today’s very large engineering projects. This understanding has been supplemented by the fact that both researchers work for UK and European prime companies as consultants. In other words they have hands on experience of some of the issues discussed below. If one wanted to name the methodology employed it could be called an ethno methodology of project management.

However, despite direct knowledge of some of the projects mentioned in this paper actual citations about the projects that were analysed have only been taken from existing public sources. This is because project performance can significantly affect individual careers and the financial performance of the companies involved. Accordingly, we felt it appropriate to allow our collaborators to remain anonymous.   

Introduction

In the last few years the international news media has run many stories highlighting major programme delays and failures in a number of engineering sectors, both in Europe and North America. This paper assesses the causes of project failure in the defence and aerospace industries, where some of the biggest and most complex projects are undertaken. It appears that when major aerospace and defence prime companies undertake large engineering projects the associated programmes invariably run over cost and over time. In the UK in 2002/2003 much of the focus was on BAE SYSTEMS, when its Astute submarine programme and NIMROD maritime air reconnaissance project both ran into serious difficulties. More recently Airbus’s troubled A380 programme has attracted much negative publicity for being both late and over budget.
 Over a four-year period A380’s woes may cost the parent company (EADS) around US$6bn. US projects like the Lockheed/Boeing F22 have also failed to deliver on-time, on-cost performance. In this case the aircraft is 10 years late and 123% over-budget.
 

It should be noted, of course, that these problems are not just typical of aerospace and defence. For example, UK government IT projects are notorious for being late and hugely over budget. Construction projects, like Wembley Stadium, are also often behind schedule and over cost. However, this paper focuses  particularly on aerospace and defence, as the authors have spent the last 10 years analysing defence and aerospace programmes and have developed a project management approach aimed specifically at large projects in these industries. However, many of the observations and arguments made below will apply generically to other sectors. 

Consequences of Failure

The negative publicity generated by programme failures is bad for the companies involved and also for the wider reputation of engineering. Severe failures usually push share values down and can even risk the viability of the company. Both BAE SYSTEMS and EADS (the Airbus parent) have had to write down large losses in recent years because of project failure.
 As well as increased production costs and lost sales these failures also incur penalties, when contracts are performance-related and fixed-cost, which is also highly damaging commercially. But there are many other consequences. Large engineering project failures waste public finances, they delay the provision of key services, such failures risk jobs and key capital investment and they may even cause bankruptcy and liquidations. The reputational issues may also affect graduate recruitment into these businesses, threatening the long-term viability of the sector. In short these failures are disastrous. The overall scale and effect of project failure is well expressed in an article in the Harvard Business Review:
Big projects fail at an astonishing rate. Whether major technology installations, postmerger integrations, or new growth strategies, these efforts consume tremendous resources over months or even years. Yet as study after study has shown, they frequently deliver disappointing returns—by some estimates, in fact, well over half the time. And the toll they take is not just financial. These failures demoralize employees who have labored diligently to complete their share of the work. One middle manager at a top pharmaceutical company told us, “I’ve been on dozens of task teams in my career, and I’ve never actually seen one that produced a result. 

The Causes of Failure

Why do so many large engineering programmes go wrong? The conventional explanation highlights issues of competence, management oversight, risk management and governance. As James Reason has shown in his work on safety management it is a natural human reaction to seek to blame someone when there is a major problem or failure in an organisation.
 Conventionally, the bigger the problem the greater the blunder some individual is deemed to have made. Current thinking in the project management community is highlighting governance issues and poor and inadequate risk management.
 Certainly our research has shown that there are failures of competence by programme managers and risk management varies in its sophistication and effectiveness. Failings typically involve the 8 factors listed below:

· Poor initial planning

· Lack of clear objectives and deliverables.

· Lack of understanding of dependencies

· Inadequate resource allocation

· Poor risk analysis

· Poor change management

· Lack of “buy-in” from stakeholders

· Poor understanding of priorities

These 8 “deadly sins” of project management  bedevil large engineering projects. Yet we believe they are not sui-generis. The authors of this paper contend that the underlying causes of project failure are deep seated, structural and endemic, leading to the particular weaknesses identified above. Through interviewing project managers across the defence and aerospace industry and also via direct involvement in projects as consultants, the authors have come to the view that programme failures are chiefly the result of technological factors, exacerbated by some cultural issues. The sheer scale of failure suggests that the problems are endemic. The vast majority of the individuals managing projects are well qualified, well trained and highly committed. Therefore the percentage of programme failures clearly suggests a cause outside the sphere of human competence. Something basic and fundamental is wrong. 

Outmoded Technology

This paper advances the proposition that the most significant weakness in large engineering projects today relates to the programme management and planning tools that are being deployed.  In essence the underlying methodology and philosophy of these tools has not changed a great deal in 50 years. Most of them, in fact, were developed by the US military in the 1950s, as part of a wider adoption of quantitative risk management techniques for defence procurement projects.
  According to Peter Morris, one of the UK’s leading experts, project management is, ‘a discipline that remains stuck in a 1960s time warp’.
 As we will demonstrate the evolving characteristics of current programmes have stretched the capabilities of current tools to breaking point. In our observations of the aerospace industry this became crystal clear when something major went wrong, as the crisis management that ensued invariably revealed very little detailed knowledge of the inner logic and structure of the project.  The key finding that we wish to advance here is that the projects have become opaque to those managing them. 

It would have been useful to the argument at this juncture to review a critical literature on the weaknesses of quantitative project management techniques. Yet, as the author of a recent RAND Corporation study discovered, no such critical literature exists.
 This is probably for two reasons. First, the interested parties in project management are highly fragmented, being split across a practitioner community and a variety of academic disciplines that publish in very disparate media. Secondly, the failures of projects are highly sensitive and often involve proprietary information, which the analyst cannot access. As a result we must confine ourselves here to some generic points and to observations derived form our own  participatory experience.  

A highly significant issue that we encountered in our research was that there was little consensus amongst practitioners about how best to manage large projects. In projects where quantitative risk analysis was undertaken there seemed to be a general acceptance of some form of the critical path method (CPM), but many of our interviewees were aware of the weaknesses of the deterministic and linear modelling of CPM.
 CPM tries to model the relationship between the linked tasks that determine the overall length of the project. But the network generated by CPM is not a realistic representation of task dependencies in large projects. When we asserted that modern engineering programmes have become too large and too complex for the current generation of project tools to adequately model we found few dissenters in our community of interviewees. Although, interestingly,  we did find a reluctance to embrace new techniques.  

Representation and complexity
We return to this theme many times, but the underlying problem of project management we have identified is an inability to accurately model the real tasks that comprise project work and the dependencies between them. Current generation project management tools cannot represent the new reality of large, complex and globally distributed projects. But in the design phase of projects the process of iteration has never been adequately captured by tools that plot a linear critical path along a line of dependencies.
 Information/action dependencies are very complex and characterised by a circular iterative process that gradually establishes better quality information, allowing the required design action to be completed. Planning how the design process will evolve is far from straightforward. 

To make matters even more difficult for project managers, the process of design iteration is becoming ever more complex. For example, large aircraft projects, such as the Boeing 787, now have up to 80% of key design and manufacturing work subcontracted out to strategic and risk-sharing partners distributed across the world.  Interactive web-based design tools like Dassault’s CATIA 5  (Computer-aided, Three-dimensional, Interactive Application) facilitate this kind of distributed working, but they also carry some major risks. Distributed, interactive design teams share access to a master digital mock-up (DMU) of the product they are developing. But if errors are entered into the digital model their effects can become distributed across the whole programme if they remain undetected. This vulnerability is particularly acute today as the fragmented way of working means that fewer engineers have an overall model of the whole project. 

In addition it appears that some CAD design tools may not be able to adequately represent the real world complexity of  aircraft design. Sometimes tools take a project forward in one direction, but backwards in another. On the BAE SYSTEMS’ NIMROD MR4 programme new design tools gave a good visualisation of the production challenges, but added to the complexity and the resources needed for engineering.
 But in addition, re-engineering the first generation civil jet Comet airframe, when each aircraft had subtle physical differences, was too great a challenge for the CAD tools, which require digital isomorphism with the product.   

Complexity adds to the management problem making the inner logic of projects opaque to the people running them. Our research showed that project complexity seems to have exceeded the capacity of project planning. What are clearly needed now are tools that can model the iterative design process and the dynamic complexities of programmes and cope with the more flexible management structures that characterise contemporary engineering. The planning model must correctly represent the complexity of the project. Representation of the work being undertaken is critical. Our observations lead us to believe that the graphical representation of work in current tools is highly questionable.    

Cultural Factors

In the 1980s a number of management science authors began to focus on the question of organisational culture. The performance of businesses was linked to concepts such as excellence and learning. 
 While there is no distinctive literature about culture and projects, project performance can certainly be seen to have links with aspects of organisational culture. 

The cultural factors unearthed in our research revealed a deep conservatism in the engineering community and some reluctance to embrace new methods. This especially compounds issues of interoperability, which has plagued the A380. As Charles Champion, former A380 boss admits, legacy issues work against the uptake of new tools, ‘Attempts to have common tools failed for various reasons. It's all about legacy: When you start to use a tool, changing tools is an enormous investment.’
 But in addition we found that organisations become used to their own tool sets and find it difficult to give up established practices and familiar software products. On large projects, like the Airbus A380, it is essential to have established a common and integrated tool set and also common methods and processes. Yet this did not happen. Problems with the wiring of the aircraft have at least partly resulted from German and French engineering team using different versions of the CATIA design tool.
 

Other problems relate to the wider culture of organisations and their approach to learning. But there is also a political dimension. The nature of business hierarchies and the flow of information up and down the hierarchy critically affect the performance of major projects. Desirable cultural features revolve around openness, honesty, knowledge sharing and trust. In certain organisational cultures, which Westrum has called pathological, it becomes impossible to convey bad news to superiors.
 

	Pathological

Culture
	Bureaucratic

Culture
	Generative

Culture

	Don’t want to know

Bad news.

Whistle-blowers are shot.

Responsibility shirked.

Failure is punished/hidden.

New ideas are discouraged.


	May not find out.

Messengers listened to if they arrive.

Responsibility is compartmentalised.

Failures lead to local repairs.

New ideas create problems.


	Actively seek information.

Messengers are trained and rewarded.

Responsibility is shared.

Failures lead to far reaching reforms.

New ideas are welcomed.




Figure 1 Types of Organisational Culture (Westrum, 1993)

Figure one highlights three organisational cultures with differing degrees of openness. The pathological culture has highly undesirable features regarding project performance.  Such organisations have an engrained blame culture which invites systematic dishonesty about problems in the workplace. Where there is a pronounced blame culture the key actors do everything possible to cover their tracks and hide the real causes of failure, thus adding to the problem of opacity.  

Large Engineering Projects (Aerospace)

Before we delve into the real detail of why projects go off course we should say a little about how major projects are organised. Taking aerospace as the example, the early stages of aircraft projects often involve an elongated period when different concepts of the air vehicle are evaluated, usually in partnership with potential customers. After the concept phase design teams move to detailed product definition aiming to freeze the design. Such activities are precursors to the company formally launching the project and offering the product to customers.
 After product definition detailed design of the aircraft systems, such as landing gear, fuselage, wings and  control systems, commences using CAD/CAM tools like CATIA 5. However, this process, which on large programmes can involve up to 5000 engineers, is now shared with suppliers and risk sharing partners across the globe. It is probably impossible to impose a completely common tool set on all these participants, but because of this interoperability is a major challenge. Intercultural and language issues also become more problematic, with basic matters like metric/imperial conversion of data having the potential to wreak havoc. It seems utterly incredible, but the failure of the NASA Mars Climate Orbiter project simply resulted from the failure of Lockheed Martin engineers to convert imperial pound/seconds navigation data into metric newtons. 

Following the design of the aircraft’s structure and systems the fabrication of components, systems and tooling begins, as well as systems’ production and  static and fatigue testing. At this phase in the project it is critical to be preparing the infrastructure  necessary for production. Configuration control bridges development and production by ensuring that it is exactly clear what will be produced and what is required for that  production. This may all seem very basic, yet in 1997 the US aircraft producer, Boeing, completely lost control of the aircraft configuration process. In a huge and costly production meltdown the 747 production line had to be shut down because of out of sequence assembly.
 But the real problem was that aircraft were being offered to customers that could not be built with the existing production capability. The product had become too complex with too many customisations. 
 

In the final stages of an aircraft development programme, following Flight Test and Certification, the aircraft goes to its airline customer at the conclusion of the project. 
. However, during the testing and certification process many thousands of modifications may be made to systems and component design. There will also be modifications requested by those assembling the early prototypes. This is one of the trickiest phases of an aircraft project, as a stream of modifications fed back into the design will critically affect configuration and requirements. Modifications also have knock on effects and require careful attention to traceability issues. Modifications required for the Airbus A380’s wiring appear to have far exceeded the project planners expectations and caused a major bottleneck in the run up to production.

Project Complexity

It is not our intention here to be overly critical of the aircraft industry, as the projects they undertake are hugely complex. In order to grasp the complexity of the kind of programme outlined above it is critical to realise that the teams involved in this process are spread around the globe. For example, on the Boeing 777, a somewhat smaller and simpler project than the A380, 238 design and build teams (DBTS) were located in over 6o different countries. 
 As a result these projects are battling issues of time zones, culture and language, as well as tool interoperability and inherent design complexity. With joint defence programmes like Eurofighter, the relevant governments frequently change their requirements, creating a nightmare for the developers. But the technology is also inherently complex with millions of components being integrated. On the A380 the notorious wiring issue relates to 530km of wire, with 100,000 separate strands and about 43,000 connectors. The design process is therefore massively complex ,as the illustration from another aerospace project below reveals.
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Figure 2 An Example of an Aerospace Project Network Containing Multiple Intersecting 

  Iterative Loops

In order to make projects of this complexity work effectively meticulous planning and work scheduling is necessary, as well as highly skilled estimates of the scale and challenges of the work itself. But as we shall see, this is precisely where projects break down.              

Why Projects Miss Key Targets

Project planning can be defined as: ‘The mapping of future events to time to describe how, when, by whom and what with a specific target, or set of targets, is to be achieved’.
 Such planning is critical to successful projects and requires much interdisciplinary and concurrent working. Co-operation across engineering teams and project managers is vital to the planning process. However, t
he authors’ observation of the aerospace industry revealed that there can be significant tensions and even cultural differences between senior engineers and project managers. In order for any large project to be successful serious and detailed resource planning is necessary, as well as analysis of dependencies and work schedules. Yet we interviewed many engineers who construe the planning exercise as a costly and burdensome overhead. Project mangers are oriented towards tight control and budgetary oversight of the project, while engineers just want to get on and do the engineering and tend to see resource constraints as the dire influence of corporate accounting. Thus getting the relevant individuals to co-operate effectively at the start of projects is not always easy.

Rather to our surprise, we also found that much of the initial planning stage on projects is often done as a paper and pencil exercise with paper post-it notes stuck on boards to denote initial guesses at work allocation, sequencing and timings. In our opinion the fact that this key activity is done in this manner says a good deal about how project managers rank the current tools that are available. In order to effectively and accurately plan the resourcing, work breakdown and scheduling of projects the lessons learned from precursor projects need to be adequately captured and diffused into the planning process for the new project. This requires an intense effort by the senior engineers with relevant project experience. But it also needs to be done in a team setting via a discursive process of discussion and evaluation. As we have already observed, in engineering projects the design process is iterative. Therefore a key question regarding resources is how many iterations a given design process will need. This is now a highly complex question, as in some areas of design knowledge based engineering (KBE) has massively accelerated the design process. KBE tools have design solutions and expert judgement embedded in their software and thus they obviate much engineering trial and error. But on an aircraft programme KBE is not available to designers across the board, meaning that the acceleration of the design process is uneven. 

The Way Forward: New Technology

Above we listed 8 factors that contribute to project failure. We will now show how a different approach to planning  can resolve some of these issues and improve project performance. To run projects efficiently it is necessary to put accurate values into the design iteration cycle and to understand dependencies. We contend that tools are required that can adequately model the full complexity of the iterative design cycle on large projects, as well as representing the work breakdown structure in a clear and user-friendly fashion. A joint project to find this kind of tool and an accompanying project methodology has been underway for some years at the Universities of Southampton and the West of England. 

As we have argued above the existing major project planning tools, such as critical path method (CPM) and programme evaluation review technique (PERT), use an underlying logic that was originally developed over 50 years ago. It is clear that large, complex projects exceed the capabilities of current project management tools and the representation on which they are based. There is a clear need for a new approach. Our research shows the need for a new kind of project planner with a sophisticated symbology for project representation and a methodology designed to address the causes of project failure.
The Need to Model Iterations

In most engineering projects iterative activities can be construed as a feedback “loop”. Within this loop interdependencies exist and there is no explicit order or sequence for the relevant activities. For this reason existing planning tools cannot permit such constructs and they are treated as errors in the network that need to be removed. This is highly problematic in engineering as improving project performance requires accurate sequencing of design dependencies.
 To show an example of the problem an extract from a complex network of information flows and dependencies for an aerospace project is given in figure 2 above. 

An illustration of a single activity loop is shown in figure 3 below. This shows that the key tasks in designing an aerospace product such as an aircraft wing have circular dependencies forming a loop. This apparent logical conundrum is solved by breaking the dependencies and getting one of the activities to define an initial estimated output. By iterating round the loop a number of times this initial estimate can be refined to an acceptable level of accuracy. 
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Figure 3
Basic Aircraft Wing Design Iteration

To model this using existing tools requires the planner to make a guess as to the number of iterations required for this loop. Assuming that, say, three iterations are judged to be necessary, then this would be have to be modelled explicitly in a non-cyclic dependency network as shown in figure 4.
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Figure 4
Iterations Modelled Using Existing Planning Tools

As can be clearly seen the non-cyclic dependencies for even a basic task look very complex. Therefore, the inability to model iterations correctly is not only inaccurate; it adds unnecessary levels of complexity into the plan. In order to conduct design activity in a more efficient manner a tool and planning process is required than can offer the following:

· It must not be reliant on the judgement of a project manager to determine how many iterations

are required within iterative loops; 

· It must give a very efficient and compact network representation;

· In order to connect with established practice it must offer compact Gantt chart representation,

which can show multiple iterations on the same activity line;

· The Planner must automatically work out how many iterations are required to best meet

 project objectives;.

· It must be able to cope with a complex network containing a large number of intersecting

 iterative loops typical of real project dependencies.

Improving the Planning Process

Our research in the aerospace and defence field has shown that managers often become reluctant to carry out detailed planning using existing planning tools because they often find it an   unrewarding and labour intensive activity. This is primarily because existing tools cannot adequately represent the detailed information flows and iterative dependencies that are typical of real projects. Resource requirement estimates are often seen as entirely notional, with the highly negative consequence that the estimating process is not taken seriously enough. On occasion such estimates are literally “plucked from thin air”. 

A considerable amount of the planning effort is wasted in translating the real complexities of the project workflow to a level of abstraction that existing planning tools can cope with. This subtle, but very important limitation, results in a plan, which cannot show the detail that most stakeholders need, expect and are familiar with. This leads to a downward spiral where stakeholders have difficulty accepting and committing to a plan, which they don’t recognise as representing the real project. One could describe this as a problem of ontology, as the plan is literally not an accurate model of reality. Inevitably timescales for deliverables are error prone, because the very tasks in the plan are not accurately described. This problem can be mitigated to some degree by what is known as ‘defensive scheduling’, where some “slack” is built into timescales. But in civil aerospace, where sales to customers have been premised on tight timescales, defensive scheduling is often not acceptable.        

In the scenario we are describing, as the project progresses stakeholders become increasingly unwilling to update the plan, because there is an irreconcilable divergence between the plan and reality. Planners quickly become frustrated because of the reluctance of the organisation to adhere to and update the original plan, which often gets abandoned. Therefore it is clear that projects must begin with a planning process that avoids this divergence, starting out with a plan that stakeholders throughout the organisation can identify with; there can be no missing detail and the inputs of all stakeholders must be represented

Realistic representation

The authors believe that effective planning tools should have no restriction on the complexity of dependency networks that can be generated. Trials of a prototype tool with the aerospace industry  have shown that this has a dramatic effect on the motivation amongst participants to capture and model the information dependencies within their domain.
 In our experience engineers and activity owners develop a sense of ownership through modelling the workflows in terms that they recognise and at a level of abstraction that is relevant to them. These stakeholders develop a deeper appreciation of the upstream and downstream information flows that concern them. Furthermore, because the initial planning model in our methodology, (the network), is not based on a calendar or timeline there is less defensive behaviour or concern over timescale commitments. This leads to an ethos and atmosphere, which is more likely to stimulate the sharing of project knowledge. In other words the correct kind of planning is beneficial to knowledge management. Although the Planner that was trialed by the authors encourages users to generate a very detailed network, the compact representation used results in a network that is not significantly bigger than that used by current planning tools. 

We recognise that the approach we are advocating will require a major effort at the front end of projects and a corresponding change in cultural attitudes. Discussions with project managers at a major UK engineering company suggested that this is where one of the greatest challenges lies. We were informed that our system was undoubtedly superior in technical terms, but that strong cultural resistance to the recommended way of working would be apparent. We find this response troubling. In her book on the NASA Challenger Disaster, Diane Vaughan explored how unsafe and deviant behaviour at NASA had become normalised. 
 Arguably, in some organisations, project failure has become accepted as a “normal” state of affairs.  UK government IT projects and certain types of defence procurement contracts appear to fall into this category.   

Re-use of Data and Knowledge Management

In terms of knowledge management and the “lessons learned” process we were surprised to find that  data inputted into existing tools used in large engineering projects is rarely re-used from project to project. This is because the project model produced by current tools is merely a manually interpreted time-line “drawing” based on the tacit judgement, intuition and the experience of the project managers using a “top-down” approach. On the other hand what is needed  is a bottom-up generation of the timescale representation (Gantt chart) using objective, repeatable logic. This greatly facilitates the re-use of network components, which capture fundamental project knowledge and business logic. These can be stored in libraries of standard networks for re-use either directly or as templates. If unrestricted levels of complexity can be handled by the planning tool the construction of dependency networks can be devolved widely within the organisation. The network no longer needs to be policed by a project manager to artificially interpret levels of abstraction and prune iterative loops.
Clear Objectives and Deliverables via Lean Thinking

Most existing project management tools allow users to adopt sloppy practices such as the direct entry of activity data into a Gantt chart using a “push” mentality. This leads to lack of clarity of objectives and understanding of dependencies. Our research shows that a Planner is needed that embraces the principles of “lean-thinking” by focussing on the project deliverables. Interestingly, the “pull” approach, where the final deliverable “pulls” the required actions from the project, has been the dominant philosophy in manufacturing for three decades or so. The methodology that underpins the Planner we have developed via our research brings this approach to project planning and management; it encourages the project manager/modeller to identify clear project deliverables and work backwards from these by showing the “information-pull” of the network. Project deliverables can then be  prominently highlighted and project metrics, used in optimising project performance, can be driven by these deliverables. 

Detailed Understanding of Dependencies

The lack of a clear understanding of project dependencies is a key cause of project failure in  complex, highly distributed engineering projects, where engineering judgement or intelligent guesswork is just not sufficient. Based on our observations of more than 10 major projects we contend that a Planner must be utilised, which encourages users to create a fully connected network. A diagnostic tool would assist by indicating, in real-time, unconnected areas of the network as it is being constructed. This should be further facilitated by a diversity of user-friendly navigation and layout tools that allow the network to be explored from any context or orientation. Activities should be classified using a number of hierarchical trees to represent, for example, work breakdown structures, resources, systems, phases or themes. With modern technology these can be viewed using sophisticated layout algorithms to ensure that a user can understand and navigate large, complex networks.

We have argued above that large projects are now problematic because they have become opaque to those managing them. In very large business organisations the problem is exacerbated because the operational logic of the firm itself may also be opaque, especially to recent recruits. We therefore advocate a planning process and tools that can capture and re-use knowledge of how specific organisations undertake projects. An effective planning tool should capture the dependency logic of the organisation and its projects. This represents the high value, reusable knowledge that is central to the methodology advocated here and good planning in general. With the full and accurate representation of the workflow and its dependency network the right tool can literally capture the “thinking-patterns” of the organisation in tackling a project.

Detailed Resource Allocation

Existing planning tools often underestimate resource requirements because;

· they cannot model iterations and feedback loops and therefore do not account for the necessary repetition of key activities

· they operate at a high level of abstraction which can miss important detail

These weaknesses are also amplified by the tendency, observed by cognitive psychologists, for humans to be overconfident in their judgements about their own capabilities, which has a pronounced, yet largely unresearched impact on projects. 
 With respect to this overconfidence phenomenon, in the projects we observed, defensive scheduling was often frowned upon and seen as somewhat defeatist. These human factors issues may never be fully overcome but to help to counter this a Planner is required that has a very sophisticated resource allocation model which automates resource deployment to meet project objectives. The Planner must operate at a fine level of resolution, giving users a realistic picture of the envisages tasks and therefore allowing a very detailed estimate of resources required.

Sophisticated Risk Analysis
There is no doubt that poor risk management is undermining many contemporary engineering projects. In aerospace projects many of the real risks seem to be adequately identified, but their severity is often underestimated. Again, there is an overconfidence over how easily the risk can be mitigated, particularly the time that will be needed to put the project back on track. But over and above this human factors issue,  the current tools do not help. It is both difficult and very labour intensive to undertake sensitivity analysis and risk analysis using existing planning tools. This is because existing tools do not have built-in statistical sampling or experimentation capabilities. Thus the planner is required to manually perform “what-if” investigations or use safety management techniques like failure mode and effects analysis (FMEA) that were actually developed to analyse components. The PERT (Project Evaluation and Review Technique) multi-time estimate method often used by existing tools is acknowledged to give optimistic estimates of project duration and uses statistical assumptions that are now widely discredited. In particular, using PERT as part of the critical path method has the decisive disadvantage that the timeline of tasks is given in a linear fashion thus masking the true nature of cyclical activities.
  

To overcome these problems the authors advocate a Planner employing a full Discrete-Event Simulation (DES) within its kernel, making it very easy to undertake systematic and statistically meaningful “what-if” analyses, which ensure that robust plans are generated. This approach allows managers  to see the impact of contingency plans and backup resources on project risk.

Accelerated  Change Management

Irrespective of the quality of planning undertaken it is almost inevitable that projects will deviate from the original plan due to a change in objectives or customer requirements. In both defence and aerospace this is a common problem as customers frequently change their requirements. On civil aircraft programmes launch customers have unprecedented power, as their order is vital to the whole credibility of the project. In reality it is very difficult to deny their request for requirements changes. But existing tools have great difficulty in reflecting these changes, particularly if the project manager has failed to capture the underlying dependency logic. Generating new Gantt charts and re-allocating responsibilities and resources are very time-consuming using conventional planning methods. But change can be easy to handle if the following features are available in the Planner.  

· The use of a fully connected dependency network allowing new or changed deliverables to be incorporated quickly and easily;

· A wide and distributed network permitting re-planning to be widely devolved to domain experts who are better able to analyse and plan the consequences of changes;

· A high degree of automation which requires no manual intervention in rescheduling/re-sequencing activities and allocation of resources;

· Cost implications of changes to project objectives/ requirements/ deliverables able to be calculated quickly and easily. These can be identified in an auditable manner to facilitate contractual re-negotiations with the customer to recover relevant costs.    

Strong “buy-in” From Stakeholders

Although web-based collaborative planning tools are starting to emerge none of them provide the planning freedom, flexibility and lack of restrictions required by modern, large and distributed projects.  The unrestricted dependency modelling that is now essential requires devolved planning. The Planner required today must hold the project model in an industry standard relational data-base, which can allow server-hosted deployment. The Planner must permit controlled multi-user access to the project model and resource data-structures. This is critical for communication and team building. Being able to involve a large critical mass of project stakeholders early in the planning cycle leads to greater project “buy-in”, ownership and clear communication. “Buy in” is vital as it spreads the sense of ownership and encourages participants to offer mutual support and problem solving. Communication cannot be overstressed, as one project manager confided to us in an interview, ‘projects never exhibit too much communication’.
 

Ranking Priorities

In order that project priorities are properly ranked the latest evolutionary optimisation techniques to automatically identify the best allocation of resources to meet project objectives is  required in the new generation of planning tools. In the system developed by the authors a Discrete-Event Simulation tool it is very easy to graphically demonstrate the logic behind the resource allocation recommended by the optimiser. Users need to be able to quickly and easily experiment with alternative resource models and evaluate the effect on project performance. The required Planner must be designed to be able to analyse very large networks in order for the problem of opacity to be overcome both in specific projects and across the organisation. Crucially this can allow multiple project analysis to be undertaken. Hence an organisation is able to objectively assess the best allocation of a common pool of resources across diverse, possibly unrelated programmes.

Conclusions

Modern project management techniques have their origins in the 1950s when the US military was seeking more scientific means of managing its giant Cold War procurement programmes. PERT, to take an example, was developed for the US Polaris missile programme, although its main influence was actually in public relations not project management.
 Techniques, such as PERT,  GANTT charts  and the Critical Path Method (CPM) went on to dominate project management for 50 years. 
 But time moves on, and modern, complex and globally distributed projects have outgrown the analytical and representational capabilities of these techniques. In the authors’ study of the aerospace and defence industry and through our interviews with project managers we discovered that the biggest impact of today’s inadequate tools is seen in the planning process.

Good planning means accurate scheduling and workload assessments, without these projects are dead in the water, unless of course lady luck lends a hand. There is, of course,  no doubt that cultural and behavioural factors are also highly relevant. However, the biggest cultural barrier we observed was a conservative reluctance to countenance managing projects in new ways. But other cultural and behavioural failings are actually related to the inadequate technology we observed. For example, poor representation of project tasks and the inability to offer widespread access to an updating facility decreases sense of ownership. Project opacity and the lack of a clear model of what the project is doing make it easier for individuals to avoid responsibility and blame others. An obsession with detail reflects forms of representation that are at the wrong level of resolution. Therefore tools and processes that make projects transparent and allow distributed, but easy access to project plans have clear cultural benefits.              

In this paper we have advocated the use of a new form of project Planner using the core technologies outlined above. More than ever some of the basic planning tasks and assessments need to be automated and made available in an easy to access and easy to edit format. In the last 50 years management has evolved in a myriad ways, but project management has been stuck in a time warp. Now is the time for our project management tools to match up to the complexity of 21st century projects.   

Bibliography

Cadalyst.com/manufacturing/article/articleDetail.jsp?id=390123

Chicago Tribune, (December 17, 2006)

Chicago Tribune, (December 17, 2006).

Common Causes of Project Failure; UK Office of Government Commerce (CP001 5/1); 2005.

D. Grover, ‘Graphical Project Planning Techniques: an Overview of Gantt, PERT and CPM’, (2002) @/www.egr.msu.edu/classes/ece480/goodman/ganttv1.pdf

D. White and J. Fortune,  ‘Current Practice in Project Management — an Empirical study’, International Journal of Project Management, Vol 20, No. 1 (January 2002, Pages 1-11).  
Diane Vaughan, The Challenger Launch Decision: Risky Technology, Culture, and Deviance at NASA. (University of Chicage Press, Chicago, 1996).

EU ESPRIT Renaissance Project @ //www.comp.lancs.ac.uk/projects/RenaissanceWeb/project/Documents/training/D335Prpl.ppt

Financial Times, (June 30 2006)

Firstdefence.org/typhoon.doc

J. Galway, ‘Quantitative Risk Analysis for Project Management’, (RAND Corporation, Santa Monica, 2004)

J.B. T.  Evans,  Bias in Human Reasoning Causes and Consequences, (Lawrence Erlbaum Associates, New Jersey, 1989)

James Reason, Managing the Risk of Organisational Accidents, (Ashgate, Aldershot, 1997).

Major Projects Association  http://www.majorprojects.org/pubdoc/739.pdf .

Nadim F. Matta and Ronald N. Ashkena, ‘Why Good Projects Fail Anyway’, Harvard Business Review On Line, (September 2003).
NASA, ‘Development Cycle Time for Civil Aircraft’, NASA Scientific and Technical Office, (2001).

P. Lawrence and D. Thornton, Deep Stall, (Ashgate, Aldershot, 2005, ch. 8).

Peter Morris, Management of Projects, (Thomas Telford, London, 1998)
Peter Morris, Rethinking Project Management, EPSRC Network 2004-2006 (UCL, 15 July 2004).   

R. Westrum, ‘Cultures with Requisite Imagination’ .in Wise,  J. Hopkins, D. and Stager, P. (eds).

Verification and Validation in Complex, Man – Machine Systems, (Springer, New York, 1993).
Sunday Business, (11 February, 2001, p. 23).

T. Peters and R. Waterman, In Search of Excellence: Lessons from America’s Best-Run Companies, (HarperCollins, New York, 1982)
T. Pinelli,. et. al, Knowledge Diffusion in the U.S. Aerospace Industry: the NASA/DoD Aerospace Knowledge Diffusion Project, (Ablex Publishing, 1997).

The Chaos Report; Standish Group (1994)@ //www.standishgroup.com/
.










� For an analysis of the woes of A380 see Chicago Tribune, (December 17, 2006)


� See, Firstdefence.org/typhoon.doc


� EADS’s market value fell by 26% after serious delays where announced on the A380 programme in the summer of 2006, Financial Times, (June 30 2006)


� Nadim F. Matta and Ronald N. Ashkena, ‘Why Good Projects Fail Anyway’, Harvard Business Review On Line, (September 2003).


� See James Reason, Managing the Risk of Organisational Accidents, (Ashgate, Aldershot, 1997).


� A recent conference of the Major Projects Association highlighted poor risk management as the culprit. See http://www.majorprojects.org/pubdoc/739.pdf .


� See, J. Galway, ‘Quantative Risk Analysis for Project Management’, (RAND Corporation, Santa Monica, 2004). 


� Peter Morris, ‘Rethinking Project Management’, EPSRC Network 2004-2006 (UCL, 15 July 2004).   


� J. Galway, ‘Quantative Risk Analysis for Project Management’, (RAND Corporation, Santa Monica, 2004). 


� This is discussed in Galway, ibid.


� D. White and J. Fortune,  ‘Current Practice in Project Management — an Empirical study’, � HYPERLINK "http://www.sciencedirect.com/science?_ob=PublicationURL&_cdi=5908&_pubType=J&_auth=y&_acct=C000050221&_version=1&_urlVersion=0&_userid=10&md5=8aa1c0d8f606178967d6a9f85d514e61" �International Journal of Project Management �, � HYPERLINK "http://www.sciencedirect.com/science?_ob=PublicationURL&_tockey=%23TOC%235908%232002%23999799998%23269566%23FLA%23&_cdi=5908&_pubType=J&view=c&_auth=y&_acct=C000050221&_version=1&_urlVersion=0&_userid=10&md5=e5101c69d3623223a35d7d0a6ce7b354" �Volume 20, Issue 1� , (January 2002, Pages 1-11).  


� BAE SYSTEMS Annual General Meeting, (May 2001).


� The classic text is T. Peters and R. Waterman, In Search of Excellence: Lessons from America’s Best-Run Companies, (HarperCollins, New York, 1982)


� See manufacturing.cadalyst.com/manufacturing/article/articleDetail.jsp?id=390123


� Chicago Tribune, (December 17, 2006).


� R. Westrum, ‘Cultures with Requisite Imagination’ .in Wise,  J. Hopkins, D. and Stager, P. (eds).


Verification and Validation in Complex, Man – Machine Sytems, (Springer, New York, 1993).


� NASA, ‘Devlopment Cycle Time for Civil Aircaft’, NASA Scientific and Technical Office, (2001).


� P. Lawrence and D. Thornton, Deep Stall, (Ashgate, Aldershot, 2005, ch. 8).


� Sunday Business, (11 February, 2001, p. 23).


� Aircraft also have to supported in-service for several decades after entry into service


� T. Pinelli,. et. al, Knowledge Diffusion in the U.S. Aerospace Industry: the NASA/DoD Aerospace Knowledge Diffusion Project, (Ablex Publishing, 1997).


� EU ESPRIT Renaissance Project @ //www.comp.lancs.ac.uk/projects/RenaissanceWeb/project/Documents/training/D335Prpl.ppt


�  J.U. Mahaswari and K Varghese ‘� HYPERLINK "http://www.iaarc.org/external/isarc2005-cd/www/pdf/78maheswari.pdf" �A Structured Approach to Form a Dependency Structure Matrix for Construction Projects’�  ISAAR, Ferrara, Italy, (September 2005).





� Ascian planner has been successfully trialed by Airbus and Rolls-Royce.  


�  Diane Vaughan, The Challenger Launch Decision: Risky Technology, Culture, and Deviance at NASA. (University of Chicage Press, Chicago, 1996).


� J.B. T.  Evans,  Bias in Human Reasoning Causes and Consequences, (Lawrence Erlbaum Associates,  New Jersey, 1989). 


� D. Grover, ‘Graphical Project Planninmg Techniques: an Overview of Gantt, PERT and CPM’, (2002)


@/www.egr.msu.edu/classes/ece480/goodman/ganttv1.pdf


� Interview at Airbus France, (Toulouse May 11 2001).


� J. Galway, ‘Quantative Risk Analysis for Project Management’, (RAND Corporation, Santa Monica, 2004).


� In fact Gantt charts were invented back in 1917 by Henry Gantt.





1
2

