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Infra-Red (IR) interferometry of local Active Galactic Nuclei (AGN) has revealed a warm (∼300K-400K) polar dust structure that cannot be trivially explained by the putative dust torus of the unified model. The polar dust led to the development of the disk+wind scenario which comprises of a hot (∼1000K) compact equatorial dust disk and a polar dust wind.

The goal of this work is to use IR interferometry to test if the polar dust wind is ubiquitous in AGN and how it is created. Ultimately, I will attempt to determine if the disk+wind model is a good description of AGN.

Here I present MIDI observations of ESO 323-G77, a Seyfert galaxy hosting a Type 1 AGN, and prove that it hosts a polar dust structure consistent with a dusty wind suggesting the wind is ubiquitous. I proceed to study ESO 323-G77 in the near-IR with GRAVITY and find structure on the scale of the hot dust disk from the disk+wind model. Further investigating the link between the MIDI observed structure and Eddington ratio reveals that the winds are likely to be driven by radiation pressure. Finally I analyse ALMA observations of NGC 3783, a well studied galaxy that hosts a Seyfert Type 1 AGN, and constrain a CO(3-2) molecular gas disk that agrees with the material reservoir disk of the disk+wind model.

The observations studied in this thesis preferentially support the radiation pressure driven polar wind and disk model over the classic dusty torus model. The confirmation of the new model sets the stage for future high resolution studies into AGN physics and AGN driven galactic feedback mechanisms.
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Chapter 1

Introduction

The first Active Galactic Nuclei (AGN) ever discovered was found by Fath (1909), they described an emission line galaxy that contained diffuse nuclear emission of narrow lines. The discovered galaxy was NGC 1068 which has since become an archetype for AGN. It was not long before more AGN were discovered, although they were not known to be related to each other until over 30 years later. Seyfert (1943) identified that the galaxies that hosted these AGN could be grouped into a single class of objects and as such they were named Seyfert Galaxies.

1.1 Seyfert Galaxies

Since their initial discovery, there have been a variety of different phenomenological features discovered that are present in some AGN and not others. AGN have been separated into several classes based on these features. The most populated classes of AGN are Seyfert galaxy nuclei and a class called quasars or QSOs (Quasi-Stellar Objects). Quasars got their name from the fact that they look like stars in the optical (Schmidt, 1969). What made quasars different to Seyfert AGN is that, at the time of discovery, they did not appear to have an associated host galaxy. Quasars have since been found to have host galaxies (Kristian, 1973); however, quasars are so bright that the host galaxy is dim by comparison. The class name still remains in use with the definition of a quasar changed to be based on its luminosity. Hickox and Alexander (2018) give the luminosity cutoff between Seyfert galaxy AGN and quasars as $10^{45}$ erg s$^{-1}$ or $\sim 3 \times 10^{11} L_\odot$. In this work, the AGN I will focus on are the ones hosted by Seyfert galaxies. Seyfert galaxies are typically normal, clearly visible, and usually spiral galaxies but their nuclear regions display abnormally high levels of emission by comparison. The emission from Seyfert galaxy nuclei rivals the output of the entire host galaxy ($\sim 10^{11} L_\odot$) from a much smaller region; this was the original morphological definition of these objects put forward by Seyfert (1943).

Instead of a morphological definition, Seyfert galaxies are now identified by their spectrum which contains highly ionised emission lines (Keel, 1983). In the optical wavelength range,
Seyfert AGN contain a mix of forbidden and permitted lines with a narrow equivalent width. The "narrow lines" imply a gas velocity of $\lesssim 1000\text{km}\text{s}^{-1}$ (Hickox and Alexander, 2018). An example of a spectrum containing narrow lines can be found in the bottom panel of Figure 1.1. With modern telescopes, the narrow line emission has been spatially resolved and appears to be in the form of two outflowing, oppositely orientated cones (e.g. Durré and Mould, 2018).

In the optical spectra of some Seyfert AGN there is a second set of broader permitted, but not forbidden, lines that overlap the narrow ones. An example of a spectrum containing narrow and broad lines can be found in the top panel of Figure 1.1. The "broad lines" have a width indicative of velocities $\gtrsim 1000\text{km}\text{s}^{-1}$ (Hickox and Alexander, 2018). The high velocities of the broad lines imply that they arise from a region that is hotter than the region the narrow lines originate from and this region is always unresolved to single dish imaging; although, it was spectro-astrometrically resolved by IR interferometry in a recent breakthrough (GRAVITY Collaboration et al., 2018b). The broad line emission region must also be denser than the narrow line emission region to explain the lack of forbidden lines, which are collisionally suppressed (Hickox and Alexander, 2018). Khachikian and Weedman (1974) used the presence of these broad, spatially unresolved lines to separate Seyferts into two categories. Type 1, where both narrow and broad lines are present, and Type 2, where only the narrow lines are present.

Intermediate type galaxies were first defined in Osterbrock (1981) by Dr. Donald E. Osterbrock. They range between 1 and 2 and are defined by the relative strength of the broad and narrow components of the H$\beta$ emission line. The scheme was later refined to a more rigid definition by Winkler (1992). The types were distinguished by the H$\beta$ to [O III] 500.7 nm ratio ($F(486.1)/F(500.7)$). They set hard limits for each type as follows:

**Type 1:** $F(486.1)/F(500.7)>5.0$

**Type 1.2:** $2.0<F(486.1)/F(500.7)<5.0$
**Type 1.5**: $0.333 < \frac{F(486.1)}{F(500.7)} < 2.0$

**Type 1.8**: $\frac{F(486.1)}{F(500.7)} < 0.333$ and broad component visible in $H\alpha$ and $H\beta$.

**Type 1.9**: Broad component visible in $H\alpha$ but not $H\beta$.

**Type 2.0**: No broad component visible.

Where $F(\lambda)$ is the flux of the emission line at that wavelength. Two additional classifications were added by Veron-Cetty and Veron (1998):

**Type 1h**: Broad hydrogen recombination lines ($H\alpha$, $H\beta$, etc) lines visible in polarised optical light but not in unpolarised.

**Type 1i**: Broad hydrogen recombination lines ($H\alpha$, $H\beta$, etc) lines visible in infrared light and not optical.

Another class of AGN are called narrow-line Type 1 (Osterbrock and Pogge, 1985). These are Type 1 AGN that exhibit evidence of a broad line region, however the emission lines are relatively narrow when compared to other Type 1 AGN. They are defined as:

**Type 1n**: $\text{FWHM}(H\beta) \leq 2000 \text{km s}^{-1}$ and $\frac{F(486.1)}{F(500.7)} < 3.0$

Finally, there are a low nuclear luminosity class of AGN called LINERs. LINER is an acronym for Low-Ionisation Nuclear Emission-line Region galaxies (Heckman, 1980). I denote a LINER using the definitions from Heckman (1980) and Véron-Cetty and Véron (2003) using the $\text{[O I]}$ 630 nm, $\text{[O II]}$ 372.7 nm, and $\text{[O III]}$ 500.7 nm lines:

**Type 3**: $\frac{F(372.7)}{F(500.7)} \geq 1.0$, $\frac{F(500.7)}{F(630)} \leq 3.0$, and no broad Balmer lines present.

**Type 3b**: $\frac{F(372.7)}{F(500.7)} \geq 1.0$, $\frac{F(500.7)}{F(630)} \leq 3.0$, and broad Balmer lines present.

**Type 3h**: $\frac{F(372.7)}{F(500.7)} \geq 1.0$, $\frac{F(500.7)}{F(630)} \leq 3.0$, and broad Balmer lines are present in polarised light but not in unpolarised.

### 1.2 The Central Engine

The presence of ionised emission lines presented one of the early clues as to the "fuel" of these Seyfert nuclei and AGN in general (Woltjer, 1959). At the time of discovery, the narrow line emission was spatially unresolved. With the resolution available, the emission must have been on scales of less than 100 pc. It was known that these lines have an order of magnitude velocity dispersion of $10^3 \text{ km s}^{-1}$.

Equating gravitational and centripetal force gives the mass required to keep material with velocity $v$ gravitationally bound at a radial distance $r$:
\[ M \approx \frac{v^2 r}{G} \]  
\hspace{2cm} (1.1)

Where \( M \) is the mass required and \( G \) is the gravitational constant. Therefore, solving Equation 1.1 for the mass required to keep the narrow line emitting material gravitationally bound, at the upper limit of the radial distance, gives an upper limit for the central mass of \( 10^{10} M_\odot \). Because the emission lines are characteristic of low density gas, the lower limit for the mass can be estimated. The density limit of the gas infers a minimum volume and, therefore, a minimum orbital radius leading to the lowest mass required to gravitationally bind the material. From Equation 6.15 of Peterson (1997), using their maximum electron density of \( 10^6 \text{ cm}^{-1} \), an \( \text{H}\beta \) line luminosity of \( 10^{41} \text{ erg/s} \), and a fill factor of 1 gives a radius of 0.19 pc. The minimum radius translates to a lower limit of \( \approx 10^7 M_\odot \). While a very crude argument made under the assumption that the emitting material is gravitationally bound, this suggests that either a significant amount of the mass of a Seyfert galaxy is contained in just the central 10’s of parsecs or the emission region must be very compact.

Another clue about the nature of the central engine comes from the AGN’s enormous energy output. There are few processes that could fit the entire emission of a galaxy containing billions of stars into a region comparable to the size of the Oort cloud. For a typical Seyfert nucleus luminosity of \( \approx 10^{11} L_\odot \), or \( \approx 10^{37} \text{ W} \), converting mass directly to energy would require \( 0.002\eta^{-1} M_\odot \text{ y}^{-1} \) where \( \eta \) is the mass conversion efficiency and \( 0 < \eta \leq 1 \). The accretion rate \( (\dot{m}) \) required to maintain a luminosity \( L \) is found using:

\[
E = \eta m c^2 \\
\text{or} \\
L = \eta \dot{m} c^2; 
\hspace{2cm} (1.2)
\]

where \( E \) is energy, \( m \) is mass, and \( c \) is the speed of light. For nuclear fusion, \( \eta \approx 10^{-3} \) which would give a mass requirement of \( 2M_\odot \text{ y}^{-1} \). Considering approximately 1 in 100 galaxies host an AGN and the universe is \( \approx 10^{10} \text{ y old} \), an argument can be made that the "on time" for an AGN is at least \( 10^8 \text{ y} \) (Woltjer, 1959). The on time argument is made under the assumption that all galaxies have AGN but they are off in some. If you assume that only some galaxies have AGN, inactive or otherwise, then the on time must be longer. A longer on time means that each AGN would require more mass, from either the host or itself, than is available so the AGN cannot be powered by fusion. Furthermore, the efficiency of nuclear fusion would not allow the liberation of enough energy from the small inferred volume. The issues are only exacerbated when considering that there are AGN, like quasars, that typically have 100 times higher luminosity. Only accretion onto a compact object can provide the efficiency required (Salpeter, 1964). The compact object is generally accepted to be a supermassive black hole. Krolik (1999) give the efficiency of accretion onto a black hole from \( \eta = 0.06 \) up to \( \eta = 0.42 \) if
the black hole is spinning rapidly, however, $\eta = 0.1$ is generally considered a good estimate (e.g. Frank et al., 1992). Accretion still requires $\sim 0.02 M_\odot y^{-1}$ but it is viable.

### 1.2.1 Eddington Limit

If the central engine is powered by accretion then the maximum Luminosity the accreting object can achieve can be inferred. The radiation liberated from the accretion process can interact with the accreting matter, creating an outward pressure. If the radiation pressure exceeds the inward force of gravity then accretion cannot take place. This Luminosity is called the Eddington Luminosity and it is derived in Section 6.2. The Eddington Luminosity is defined as:

$$ L_{\text{Edd}} = 1.26 \times 10^{31} \frac{M_{\text{bh}}}{M_\odot} \text{ W}, $$

where $M_{\text{bh}}$ is black hole mass. By substituting the Eddington Luminosity into Equation 1.2 the Eddington Limit can be found. This is the maximum rate an object can accrete and it only depends on the mass of the accreting black hole. This assumes that the object accretes spherically and emits radiation isotropically which is not necessarily the case.

### 1.2.2 The accretion disk

Accretion converts gravitational potential energy into thermal energy. As a particle descends down a potential well, it imparts the converted energy to the surrounding matter. The thermal energy is then radiated away, producing the intense radiation that is seen in AGN. The accreting matter takes the form of a disk. A disk is formed because the incoming matter has angular momentum. If every particle has angular momentum, collisions and other momentum transfer mechanisms will cause all opposing angular momentum vectors to cancel. The final stable state of the accreting material is the net momentum of the initial material. If the net angular momentum of the incoming material is non-zero, the net angular momentum must be in a single plane, i.e. a disk. This accretion geometry is what allows some AGN to exceed the Eddington limit.

### 1.3 Polarised Broad Lines in NGC 1068

Because the optical lines are present in both types of AGN, the argument for accretion power applies to both types. In both types, the thermal emission from the AGN ionises diffuse gas which produces the narrow line emission. Only in Type 1s is there a set of broad ionised lines from a second denser and hotter gas component. The broad lines remained a distinction between the two types until NGC 1068 was observed in polarised optical light (Antonucci and Miller, 1985). NGC 1068 was considered a Type 2 and did not show broad lines in its optical spectra.
However, when observed with optical spectropolarimetry, broad lines were seen in polarised optical light. The discovery of a Type 1h lent itself to the idea that the broad line emission was not intrinsically absent in Type 2 AGN but obscured. Furthermore, the obscuration was not present at every angle from the central engine. The broad line emission could be seen in polarised light because it is reflected by material that has an unobscured view of the central engine and the light is polarised upon reflection. The reflected component is too dim to be seen in the unpolarised light but can be seen when only the polarised emission is considered.

Therefore, Type 1 and Type 2 (and Type 1h) AGN could be explained by the same model. They both have an accretion disk, narrow line emission from a Narrow Line Region (NLR), broad line emission from a Broad Line Region (BLR), and an angular dependant obscuring medium. The type an AGN appears to be is dictated by the angle at which it is viewed. The single model which explains both Type 1 and Type 2 AGN as an orientation effect is known as a unification scheme.

1.4 The Dusty Torus

In the unified model Antonucci and Miller (1985); Antonucci (1993) present, dusty gas surrounds the equator of the central engine at \( \sim 1 \text{ pc} \) and it is responsible for reprocessing radiation from the central engine into the IR by thermal emission. The obscuring dusty material takes the form of an equatorial dusty torus. It should be noted that the dusty torus is thought to actually be mostly gas by mass.

The toroidal obscuring material can explain the difference between a Type 1 and a Type 2 AGN. An AGN looks like a Type 2 when it is orientated such that our Line of Sight (LoS) to the central engine, and BLR, is blocked by the dusty torus, i.e. "edge on". The same AGN appears as a Type 1 when it is less inclined and the LoS to the central engine is over the torus rim and the central region is unobscured, i.e. "face on". The NLR is much larger than the dust torus so it is unobscured in both cases. A diagram of the unified model is in Figure 1.2. However, this model is not complete and there are still some observations it struggles to explain such as "true Type 2s" which do not appear to show any hidden broad lines in the same manner NGC 1068 (Bianchi et al., 2012).

1.5 The Spectral Energy Distribution of a Seyfert Nucleus

The accretion disk is expected to emit thermally and the addition of the dusty torus introduces a second thermally emitting component that is on a larger spatial scale than the accretion disk and therefore cooler. These AGN components should be apparent in its Spectral Energy Distribution (SED). The SED of an unobscured (i.e. Type 1) AGN is presented as the black line in Figure 1.3.
Overall, the spectrum of an AGN is broadly flat in terms of $\nu F_\nu$; however, the SED shows several peaks and features present at multiple wavelengths.

I will start with the central engine. The accretion disk is expected to be highly ionised and at a temperature of $10^4$ K to $10^5$ K. A black body at $10^4$ K to $10^5$ K is expected to emit primarily in the optical/UV spectrum (Peterson, 1997). In Figure 1.3, the blue line is what is expected for the accretion disk thermal emission (Hickox and Alexander, 2018). In the optical, it is shown that the accretion disk is indeed a good explanation of the AGN continuum emission. Furthermore, the optical/UV flux in an AGN will vary over time. The timescale of the variation ranges from hours to weeks which, due to the finite speed of light, suggests that the emitting component is on subparsec spatial scales (Tristram, 2007; Hickox and Alexander, 2018). The suggested spatial size is consistent with the expected size of the accretion disk from theory.

The next component is the dusty torus. In the IR, there is a clear "bump" that is distinct from the accretion disk emission. The feature is consistent with thermal emission from a material with a lower temperature than the accretion disk. The IR bump has a very consistent Wien cutoff at 1 $\mu$m between observed objects. The Wien cutoff changes with temperature so a constant cutoff suggests that the component has a similar temperature in all objects. The cutoff can be explained by $\sim 1500$ K dust emission; at $\sim 1500$ K graphite grains sublimate (Barvainis, 1987). With a centrally heated object, the distance the dust must be from the engine to survive is given in Barvainis (1987). The limitation on the dust temperature explains the consistent Wien cutoff.
Figure 1.3: An example SED of an unobscured (Type 1) AGN in black and the components that comprise the SED as labelled. The black line is the sum of the coloured component lines. Figure from Hickox and Alexander (2018).

The dusty torus is consistent with the observed IR SED and it is shown in Figure 1.3 as the red dashed line.

In the X-ray, the SED stops being consistent with thermal emission from either the accretion disk or dusty torus. In the $1-10$ keV photon energy range, the emission often shows variations on very short time scales (days to weeks). The short timescales suggest the X-ray emission is from a small region $\ll 1$ pc, i.e. inside the torus. The $1-10$ keV range can be explained by a power-law caused by inverse Compton scattering (Liang and Thompson, 1979). The inverse Compton scattering is thought to happen in a hot corona around the accretion disk giving it the size necessary to explain the short timescale variation. Between 10 and 30 keV there is an X-ray bump caused by reflection of the coronal X-ray emission off the accretion disk (George and Fabian, 1991). At lower energies of $<1$ keV there is a "soft excess" (Arnaud et al., 1985) possibly caused by warm Comptonization of accretion disk emission.

Finally, there is clear non-thermal emission at radio wavelengths. In some AGN there is significant radio emission while in others there is not. At any given optical luminosity, there are
10 times fewer radio loud object than quiet (Wilson and Colbert, 1995). The radio SED in radio loud objects is a power-law that is consistent with synchrotron emission. The synchrotron emission is produced by relativistic electrons moving in a two-sided jet from the polar direction (the direction perpendicular to the plane of the disk). The jet can be on spatial scales that are resolvable by radio telescopes (see Marschern, 2010, for details of AGN jets). When radio loud AGN are observed by radio telescopes, there are two main components that both emit by synchrotron. An unresolved core and an extended structure. The extended structure is caused by the aforementioned jet that can extend out to Mpc distances and the unresolved source is on a scale less than 0.01 pc. In this work, I primarily deal with radio quite AGN. Radio quiet objects do not have the strong jet that is present in the loud objects. In these objects the jet is either not present or very weak. The jet base can be bright enough to dominate emission at shorter wavelengths, particularly in louder objects. For example, jet contribution in the IR was shown in Centaurus A, a radio-loud "Type 2" (Meisenheimer et al., 2007).

1.6 The Clumpy Torus

The unified model is very successful at explaining the different AGN phenomena in terms of a single model. The cornerstone of the model is the angular dependant obscuring material thought to be in the form of an equatorial torus. Originally, the dusty torus used the most basic satisfactory description of the dust distribution which was a torus with a smooth internal structure. The smooth dust model explains the obscuration but fails to explain how the thickness of such a structure would be supported against collapsing into a disk due to self-gravity. Making the torus "clumpy", i.e. composed of a distribution of clouds, requires less support, for example by radiation pressure (Pier and Krolik, 1992b). It is supposedly easier to support a clumpy torus because the radiation pressure drives the random motion of the clouds giving a thickness. Radiation pressure is the momentum imparted on a particle from a flux of photons. In AGN astrophysics the observable measuring radiation pressure is the Eddington ratio. Eddington ratio is the ratio of the luminosity of an AGN compared to the luminosity at which radiation pressure on a free falling particle equals the force on the particle from gravity. For example, an Eddington ratio of > 1 outweighs gravity and blows away the accreting material.

Observational evidence of the clumpy nature of the torus was found in the X-rays. The obscuration experienced by the emitted X-rays as they pass through the torus sometimes shows rapid variation. The clumpiness can explain the rapid change in the effective amount of obscuration seen in some AGN (Risaliti et al., 2005).

1.7 Dusty Tori and Interferometry

The dusty torus is an important component in AGN physics; however, it was not until relatively recently in the timescale of AGN science, almost 100 years since the first AGN was discovered,
that instrumentation capable of resolving the thermal emission of the dusty torus became available. The reason for the difficulty in observing the torus is that the torus is predicted to be on very small angular scales. Even in the most nearby Seyfert galaxies, the 1-10 pc predicted size (Pier and Krolik, 1992a, 1993) translates to 10s of milliarcseconds (mas) and the bulk of the dust emits in the mid-IR. Taking the Rayleigh criterion of single dish telescopes, \( \zeta = \frac{1.22 \lambda}{D} \) where \( D \) is the telescope diameter and \( \lambda \) is the wavelength, a dish size of 8.2 m, as available at the Very Large Telescope (VLT), has a maximum resolution of 307 mas at 10 \( \mu \)m. To resolve dusty tori, a larger telescope is required.

Until the completion of telescopes such as the 30 m class Extremely Large Telescopes (ELTs) or larger (Cirasuolo, 2019), these large apertures have to instead be simulated through the use of long baseline interferometry. Instruments such as the Keck interferometer (Colavita et al., 2013) and the VLTI (VLT Interferometer Beckers et al., 1990) have successfully been used for the parsec scale study of AGN (e.g Swain et al., 2003; Tristram, 2007; Raban et al., 2009; Kishimoto et al., 2011b; Höning et al., 2012, 2013; Burtscher et al., 2013; Tristram et al., 2014; Höning et al., 2014; López-Gonzaga et al., 2016). While the Keck interferometer managed to partially resolve eight AGN (Kishimoto et al., 2011a) in the near-IR, the VLTI was the first interferometer that allowed the direct study of the angular dependent geometry of the dust distribution in Seyfert nuclei on the parsec scale. VLTI/MIDI (MID Infrared interferometer, Leinert et al., 2003) was used to observe position angle (PA), defined as the angle on sky from North through East, dependent structure in the mid-IR and VLTI/AMBER (Astronomical Multi-BEam combineR, Petrov et al., 2007) observed near-IR structure. These two instruments on the VLTI opened the gates for AGN IR Interferometry.

1.7.1 The polar dust

The first Seyfert AGN to show angular dependent dust structure was the AGN hosted by the Circinus galaxy, hereafter referred to as Circinus, followed by NGC 424 (Tristram et al., 2007; Höning et al., 2012). Circinus initially was thought to show a toroidal structure as predicted by the unification scheme, however, NGC 424 showed dust emission in the polar region. Later on, in Tristram et al. (2014), Circinus was also found to host a polar dust structure, responsible for 80% of the mid-IR emission, as well as an equatorial dust disk.

Type 2 AGN in modelling can show a weak polar extension when using the torus model (e.g. Schartmann et al., 2005, 2008) but do typically show equatorial extensions. Höning et al. (2012) reported that the polar extension could be explained by an optically thin dusty wind along the poles which may be launched from a hot dusty torus that is on a scale smaller than the classical warm dusty torus. The wind would form a hollow cone-like structure around the NLR and replace the warm torus as the source of thermal mid-IR emission. The new hot torus provides the reservoir of material for the accretion disk and the obscuration required for the unification scheme.
In the polar wind model, the wind connects the smallest scales around the central engines with the larger scale host galaxies; it is also capable of explaining the apparent near isotropy of the mid-infrared emission inferred in large AGN samples (e.g Gandhi et al., 2009; Asmus et al., 2015), all observations of Circinus (Stalevski et al., 2017; Vollmer et al., 2018; Stalevski et al., 2019), and the larger scale polar dust seen more recently in Asmus et al. (2016). The hot torus would then dominate the near-IR instead of the mid-IR. Later papers proceeded to report polar dust structures in NGC 3783 (Hönig et al., 2013), NGC 1068 (López-Gonzaga et al., 2014), and NGC 5506 (López-Gonzaga et al., 2016). MCG-5-23-16 and NGC 4507 were shown to have enough observations to constrain an extension however they did not show significant elongation in any direction (López-Gonzaga et al., 2016).

The discovery of a polar extension in the Type 1 AGN hosted by NGC 3783 and the absence of equatorial extended AGN favours the polar dust model over the torus model. A Type 1, unlike the Type 2s, cannot show a polar extension in the torus model without a warped accretion disk structure. In a Type 2 the directly illuminated inside edge of the torus is obscured, but if the torus is inclined slightly a portion of the inner edge may be unobscured in the polar direction leading to a polar extension. In a Type 1 the illuminated inside edge of the torus would be completely unobscured to the observer and prevent the weak polar extension possible in Type 2s; therefore, a polar extension in the torus model could only be explained by a warped disk preferentially illuminating the inner edge of the dust torus in the polar direction by chance (Hönig, 2019). Motivated by the new evidence, the disk+wind model was developed (Hönig et al., 2012). A radiative transfer model of the disk+wind scenario, called CAT3D-WIND, was later developed (Hönig and Kishimoto, 2017). In the disk+wind model, a disk with a scale height replaces the hot dust torus and serves the same function. The CAT3D-WIND model is a radiative transfer model that can be used to create model SEDs as well as model interferometric observations. A diagram of the dusty wind scenario can be found in Figure 1.4. In the disk+wind model the wind is driven by radiation pressure. Because emission from a disk is anisotropic, greater radiation pressure is applied to dust in the polar direction allowing it to be driven without destroying the hot dust disk (Hönig and Kishimoto, 2017; Williamson et al., 2019).

1.7.2 The hot dust

The source of obscuration in the disk+wind scenario is from a hot dust disk and the launch region of the dusty wind which primarily emits in the near-IR. This makes the near-IR an important regime to test the disk+wind model. So far, AGN have been less studied with near-IR interferometry than with mid-IR interferometry. Weigelt et al. (2012) studied NGC 3783 using AMBER; they report a hot, 1400K, thin dust ring fit. Further observations have revealed a geometrically thin disk is responsible for the hot dust emission. Kishimoto et al. (2009, 2011a) reported that near-IR interferometry was likely tracing the sublimation radius of the AGN using Keck observations which agrees with the discovered thin ring/disk. Furthermore, a recent breakthrough observation of NGC 1068 with GRAVITY produced an image of the hot dust which could be
explained by a thick clumpy hot dust ring/disk (Gravity Collaboration et al., 2020). The disk component can be explained in the disk+wind model as the hot dust disk, thought to be responsible for the bulk of the near-IR emission. However, the ring like emission can also be explained in the classic torus model as the expected sublimation radius inside the torus. Further study of the near-IR dust distribution is needed to distinguish the two.

1.7.3 The molecular gas

The main focus of this work is the dust in AGN which is best observed with IR continuum emission. However, where there is dust there is gas and in astronomy it is common practice to use molecular lines such as CO to trace dense gas (e.g. García-Burillo et al., 2014). ALMA (Atacama Large Millimetre/submillimetre Array) provides high angular resolution images, at mm wavelengths, which can have a resolution up to 20 mas depending on the antenna configuration and observation frequency chosen. The angular resolution is approaching the predicted spatial scales of the putative tori. While it is difficult to say exactly which dust will be traced by which gases, the molecular lines allow for the acquisition of something that cannot be found with continuum measurement: kinematics. Kinematics give a whole new layer of information about the structure of an object. Continuum can show the distribution of an emitter but kinematics can tell if it is inflowing, outflowing, or in orbit. However, molecular gas lines only give the kinematics
of the molecular gas directly and the dust kinematics can only be inferred from this. Recent observations of AGN have shown that the molecular gas forms disks and outflows (e.g. Gallimore et al., 2016; Combes et al., 2019).

1.8 Motivation and Outline of this Work

The polar dust models are in direct contention with the torus model that is still prevalent in the field of AGN (Hönig and Kishimoto, 2017; Hönig, 2019). One of the points of contention is the polar extensions in the mid-IR (e.g. López-Gonzaga et al., 2016). With the current sample of polar extended objects, it can be argued that the observations are consistent with the torus model; this is because the six studied Type 2 AGN can be explained by illumination effects of the inner edge of the dusty torus and there is only one Type 1 in the sample (Schartmann et al., 2005, 2008). The single Type 1 can then be attributed to a chance illumination of the torus by a warped accretion disk in such a way that it appears polar extended. Warped disks are known to exist (e.g. Tristram et al., 2014) and they could cause parts of the inner torus edge to appear brighter than others. Furthermore, in the near-IR the current observations are consistent with both models.

In this work, my aim is to thoroughly test the distribution of dusty material and molecular gas. By utilising high angular resolution interferometry I will attempt to test which, if either, model is the better descriptor of the AGN dust structure. A study into more AGN with MIDI will allow me to distinguish between the polar dust and torus models in the mid-IR. Furthermore, a larger sample could allow for a study of changes in dust distribution with driving mechanisms which should be present in the dusty wind model. A study of high resolution near-IR observations may allow for the geometry of the hot dust to be constrained and, if the polar dust model is correct, the launch region of the dusty wind could also be constrained.

Chapter 2 gives a detailed overview of the theory behind interferometry. Chapter 3 provides the details behind the reduction of the observations used in this work. Chapter 4 is the complete study of ESO 323-G77 in the mid-IR using MIDI. In Chapter 5, I study ESO 323-G77 in the near-IR using GRAVITY and attempt to gain insight into the geometry of the hot dust. In Chapter 6, I delve into the relationship between radiation pressure and the distribution of dust in AGN. Chapter 7 is a look into the central molecular gas emission in NGC 3783 and here I attempt to create a working understanding of the kinematics and geometry. Finally, in Chapter 8 I summarise this work and draw my final conclusions.
Chapter 2

Interferometry: An Overview

Long baseline IR interferometry has proven to be an effective way to resolve IR thermal emission on the small angular scales of the putative dusty torus. MIDI is a two telescope mid-IR beam combiner that can use any Unit Telescope (UT) or Auxiliary Telescope (AT) pair at the VLTI. AMBER is a three telescope near-IR beam combiner capable of using three UT’s or AT’s. AMBER and MIDI have successfully been utilised to resolve the dusty structure in AGN. However, MIDI was decommissioned in 2015 and AMBER was decommissioned after the 2018 observing period (P101). Both instruments have a successor, MIDI was replaced with MATISSE (The Multi AperTure mid-Infrared SpectroScopie Experiment, Lopez et al., 2014) and AMBER was replaced with GRAVITY (GRAVITY Collaboration et al., 2017). Both of these new instruments can simultaneously use 4 UT’s or AT’s. Both instruments are already in use at the VLTI and promise to expand the pool of feasible AGN thanks to their fainter limiting magnitudes and the reduced observation time required per AGN.

I make use of MIDI, AMBER, and GRAVITY in this work. I also analyse observations from ALMA. All these instruments are interferometers. Therefore, in this chapter I will explore the fundamentals of interferometry for different numbers of telescopes before exploring the instrumentation and observational data in proceeding chapters.

2.1 The Two Telescope Case

An interferometer is an instrument that receives light from multiple telescopes and coherently combines it. The simplest form of interferometer is that of two telescopes. In the two telescope case the interferometer can be likened to Young’s double pinhole experiment (Young, 1804) or, in the case of MIDI, the Michelson-Morley interferometer (Michelson and Morley, 1887). The pinholes of Young’s experiment (see Figure 2.1) are the telescopes and the screen is the instrument, e.g. MIDI. The following derivation for the two telescope case was originally performed in the work of Tristram (2007). Much of the derivation itself is adapted from this work.
Figure 2.1: A graphical representation of Young’s double slit/pinhole experiment.

2.1.1 Young’s double slit experiment with a monochromatic point source

Let us define the position of two telescopes $T_1$ and $T_2$ as $\vec{x}_1$ and $\vec{x}_2$. The baseline vector $\vec{B}$ is defined as the difference between these vectors, $\vec{B} = \vec{x}_2 - \vec{x}_1$ with the baseline length of the setup $B = |\vec{B}|$ denoting the distance between the two telescopes. Each telescope is directed towards the target source $S$. The source is placed at an infinite distance, and the direction of the source with respect to the centre of the baseline is represented by the unit vector $\vec{s}$. As a first approximation, I will assume the source is point like and monochromatic. Therefore, the light that arrives at each telescope can be defined as

$$\vec{E}_1 = \vec{E}_{1,0} e^{i\vec{k}\vec{x}_1 - i\omega t},$$
$$\vec{E}_2 = \vec{E}_{2,0} e^{i\vec{k}\vec{B} - i\omega t}, \quad (2.1)$$

where the angular frequency $\omega = 2\pi \nu$ and the wave vector $\vec{k} = -2\pi \vec{s}/\lambda = -k\vec{s}$. Substituting $\vec{B} = \vec{x}_2 - \vec{x}_1$ gives

$$\vec{E}_2 = \vec{E}_{2,0} e^{i\vec{k}\vec{x}_1 + i\vec{k}\vec{B} - i\omega t} \quad (2.2)$$

The common phase component of $i\vec{k}\vec{x}_1$ can be omitted from each wave (Equation 2.3). The phase difference between each wave at the telescopes, therefore, only depends on $\vec{s}\vec{B}$, i.e. the difference in optical path length of the two telescopes.

$$\vec{E}_1 = \vec{E}_{1,0} e^{-i\omega t},$$
$$\vec{E}_2 = \vec{E}_{2,0} e^{i\vec{s}\vec{B} - i\omega t}, \quad (2.3)$$
Figure 2.2: A diagram illustrating a simplified layout of the optical light path of a two telescope interferometer. In grey is a movable mirror that can adjust the length of $d_2$. The two paths are fed into the instrument.

Equation 2.3 is the form the light waves take upon arrival at the telescopes. On their way to the instrument detector, the waves propagate down two separate light paths with length $d_1$ and $d_2$ (Figure 2.2). After propagating down each path, the two waves take the form

$$\vec{E}_1 = \vec{E}_{1,0}e^{ikd_1e^{-i\omega t}}$$
$$\vec{E}_2 = \vec{E}_{2,0}e^{ikd_2e^{i\delta - i\omega t}}$$

(2.4)

Equation 2.4 may be what arrives at the detector, however, the detector measures the time averaged intensity, $I$, defined as $|\vec{E}|^2$ where $\vec{E} = \vec{E}_1 + \vec{E}_2$. Using Equation 2.4 to calculate $I$ gives
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By convention the total optical path difference (OPD) of $d_1 - d_2 + \vec{s}\vec{B}$ is defined as $\delta$. To simplify the equation further the relation $2\cos \theta = e^{i\theta} + e^{-i\theta}$ is used. Unfortunately, because real world systems are non-ideal $I_{1,0} \neq I_{2,0}$. The inequality could be due to differences in optical transmission or light collection area for example. Therefore, each telescope is assigned an efficiency $\eta$ such that $I_x = \eta_x I_s$ where $I_s$ is the source intensity. So equation 2.5 becomes

$$I = I_s(\eta_1 + \eta_2 + 2\sqrt{\eta_1 \eta_2} \cos k\delta)$$ (2.6)

Equation 2.6 is what would be measured by an interferometer if the combination of the beams took place on the detector. Detector plane interference is known as a Fizeau type interferometer. However, as mentioned previously for the case of MIDI, the interferometer is a Michelson type which bears a resemblance to the famous Michelson-Morley experiment (Figure 2.3). The key difference is that the beam combination happens in the pupil plane. After the light enters the telescopes and travels down the optical paths, it is not fed onto a detector but into a beam combiner, which is a half silvered mirror. There the beams are made coplanar and then fed onto the detector (Figure 2.4). Therefore, it is the interference at the beam combiner that is important.

Upon interaction with the light, the beam combiner transmits a fractional amount $t$ of the time averaged intensity and reflects $r$. When the electromagnetic wave is reflected it gains a phase
shift of $e^{i\frac{\pi}{2}}$. After combination each wave takes the form

$$E_1' = \sqrt{r}E_1 + \sqrt{r}E_2 e^{i\frac{\pi}{2}}$$
$$E_2' = \sqrt{r}E_2 + \sqrt{r}E_1 e^{i\frac{\pi}{2}} \tag{2.7}$$

Repeating Equation 2.5 for each of these separate interfered waves yields

$$I_1' = (\sqrt{r}E_1 + \sqrt{r}E_2 e^{i\frac{\pi}{2}}) \cdot (\sqrt{r}E_1 + \sqrt{r}E_2 e^{-i\frac{\pi}{2}})$$
$$= tE_{1.0}^2 + rE_{2.0}^2 + \sqrt{r}E_{1.0}\sqrt{r}E_{2.0} e^{ikd_1} e^{-ikd_2} e^{-ik\delta} e^{i\frac{\pi}{2}} + \sqrt{r}E_{1.0}\sqrt{r}E_{2.0} e^{-ikd_1} e^{ik\delta} e^{i\frac{\pi}{2}}$$
$$= tl_1 + rl_2 + \sqrt{r}l_1l_2 e^{ik\delta} e^{i\frac{\pi}{2}} + \sqrt{r}l_1l_2 e^{-ik\delta} e^{i\frac{\pi}{2}}$$
$$= tl_1 + rl_2 + \sqrt{r}l_1l_2 (e^{ik\delta} e^{i\frac{\pi}{2}} + e^{-ik\delta} e^{i\frac{\pi}{2}}$$
$$= tl_1 + rl_2 + 2\sqrt{r}l_1l_2 \cos (k\delta - \frac{\pi}{2}) \tag{2.8}$$

and

$$I_2' = (\sqrt{r}E_1 + \sqrt{r}E_2 e^{i\frac{\pi}{2}}) \cdot (\sqrt{r}E_1 + \sqrt{r}E_2 e^{-i\frac{\pi}{2}})$$
$$= rE_{1.0}^2 + tE_{2.0}^2 + \sqrt{r}E_{1.0}\sqrt{r}E_{2.0} e^{-ikd_1} e^{ikd_2} e^{-i\frac{\pi}{2}} + \sqrt{r}E_{1.0}\sqrt{r}E_{2.0} e^{ikd_1} e^{-ik\delta} e^{-i\frac{\pi}{2}}$$
$$= rl_1 + tl_2 + \sqrt{r}l_1l_2 e^{ik\delta} e^{i\frac{\pi}{2}} + \sqrt{r}l_1l_2 e^{-ik\delta} e^{-i\frac{\pi}{2}}$$
$$= rl_1 + tl_2 + \sqrt{r}l_1l_2 (e^{ik\delta} e^{i\frac{\pi}{2}} + e^{-ik\delta} e^{-i\frac{\pi}{2}}$$
$$= rl_1 + tl_2 + 2\sqrt{r}l_1l_2 \cos (k\delta + \frac{\pi}{2}) \tag{2.9}$$

Figure 2.4: A representation of a Michelson type detector, the arrows depict the light path.
These beams have opposite phase and therefore can be subtracted to extract the interferometric component:

\[
I = I'_1 - I'_2 = tI_1 + rI_2 + 2\sqrt{tI_1 rI_2} \sin k\delta - rI_1 - tI_2 + 2\sqrt{rI_1 tI_2} (\sin k\delta)
\]

(2.10)

For an ideal beam splitter, \( t = r = 0.5 \) and for an ideal telescope \( \eta = 1 \). Therefore the first term cancels and the intensity simplifies to

\[
I = 2I_s \sin k\delta.
\]

(2.11)

Therefore, in an ideal case, Equation 2.11 is what is expected for a monochromatic point source.

2.1.2 A step towards realism: the extended polychromatic source

Real sources are not monochromatic. Therefore, the next step is to repeat the derivation for a polychromatic point source. A polychromatic source has a source intensity \( I_s \) that has a dependence on \( k \). The telescope and instrument also have a finite passband and, therefore, \( \eta_1, \eta_2, r, \) and \( t \) also depend on \( k \).

Light at different wavelengths are mutually uncorrelated which allows for the polychromatic case to be treated as the sum of monochromatic sources with different \( k \). To simplify things, I will only consider the interferometric contribution.

\[
I = 4 \int I_s(k) \sqrt{i(k)r(k)\eta_1(k)\eta_2(k)} \sin k\delta \, dk
\]

(2.12)

Extended sources can be treated in much the same way. An extended source can be interpreted as a collection of incoherent point sources with different pointings. Therefore, I integrate over \( \vec{s} \).
\[ I = 4\sqrt{\text{tr} \eta_1 \eta_2} \int I_s(\vec{s}) \sin(k(d_1 - d_2 + \vec{s}B)) d\vec{s} \]
\[ = 2\sqrt{\text{tr} \eta_1 \eta_2} \left[ \int I_s(\vec{s}) e^{ik(d_1 - d_2 + \vec{s}B)} d\vec{s} - \int I_s(\vec{s}) e^{-ik(d_1 - d_2 + \vec{s}B)} d\vec{s} \right] \]
\[ = 2\sqrt{\text{tr} \eta_1 \eta_2} \left[ e^{ik(d_1 - d_2)} \int I_s(\vec{s}) e^{ik\vec{s}B} d\vec{s} - e^{-ik(d_1 - d_2)} \int I_s(\vec{s}) e^{-ik\vec{s}B} d\vec{s} \right] \]

Equation 2.13

A Fourier transform is defined as
\[ \mathcal{F}\{g(t)\} = G(f) = \int_{-\infty}^{\infty} g(t) e^{-2\pi i ft} \, dt \]

and because \( k = 2\pi/\lambda \), in Equation 2.13 each integral can be defined as the Fourier transform of \( I_s(\vec{s}) \).

\[ \mathcal{V}(\vec{B}/\lambda) = \int I_s(\vec{s}) e^{-2\pi i \vec{s}B/\lambda} d\vec{s} \]

Equation 2.15

\( \mathcal{V}(\vec{B}/\lambda) \) is known as the complex visibility. The complex visibility is complex and can instead be written as an absolute and phase component

\[ \mathcal{V}(\vec{B}/\lambda) = \tilde{I}(\vec{B}/\lambda)e^{i\phi(\vec{B}/\lambda)} \]

Equation 2.16

The Fourier transform of a real function is Hermitian, i.e., \( \mathcal{V}(-\vec{B}/\lambda) = \mathcal{V}^*(\vec{B}/\lambda) \). Therefore, if the two telescopes are swapped only the phase changes sign. When considering the interferometric data, generally the normalised visibility is used. The normalised visibility, in most cases, can be thought of as how resolved an object is to the interferometer; it is the coherently summed flux of a source compared to the total flux. The normalised visibility is defined as

\[ V(\vec{B}/\lambda) = \frac{|\mathcal{V}(\vec{B}/\lambda)|}{|\mathcal{V}(\vec{0})|} = \frac{\tilde{I}(\vec{B}/\lambda)}{\tilde{I}(\vec{0})} \]

Equation 2.17

However,

\[ \tilde{I}(\vec{0}) = |\mathcal{V}(\vec{0})| = \left| \int I_s(\vec{s}) e^{-2\pi i \vec{s} \vec{0}} d\vec{s} \right| \]

Equation 2.18
Therefore, Equation 2.13 can be rewritten as

\[ I = \frac{2\sqrt{\text{tr}\eta_1\eta_2}}{I} \left[ e^{ik(d_1-d_2)}V(\vec{B}/\lambda) - e^{-ik(d_1-d_2)}V(-\vec{B}/\lambda) \right] \]

\[ = \frac{2\sqrt{\text{tr}\eta_1\eta_2}}{I} \left[ e^{ik(d_1-d_2)}I(\vec{B}/\lambda)e^{i\phi(\vec{B}/\lambda)} - e^{-ik(d_1-d_2)}I(\vec{B}/\lambda)e^{-i\phi(\vec{B}/\lambda)} \right] \]

\[ = 4I(\vec{B}/\lambda)\sqrt{\text{tr}\eta_1\eta_2} \sin \left( k(d_1-d_2) + \phi(\vec{B}/\lambda) \right) \]

\[ I = 4V(\vec{B}/\lambda)I_s\sqrt{\text{tr}\eta_1\eta_2} \sin \left( k(d_1-d_2) + \phi(\vec{B}/\lambda) \right) \]

(2.19)

The visibility can then be determined from the detector intensity. If the amplitude of the intensity on the detector is measured, the sine component becomes 1 and the visibility becomes

\[ V(\vec{B}/\lambda) = \frac{I_s}{4I_s\sqrt{\text{tr}\eta_1\eta_2}}. \]

(2.20)

### 2.1.3 Real world measurements

Equation 2.20 gives the visibility, \( V(\vec{B}/\lambda) \), which is what is usually measured in IR interferometry; or in MIDI’s case, the correlated flux \( \tilde{I}(\vec{B}/\lambda) \) is measured and used to calculate the visibility. However, if the visibility was determined for every value of \( \vec{B} \) it would not be possible to reconstruct an image of the source. Because an interferometer sees the Fourier transform of the intensity distribution, to truly reconstruct the source the complex visibility \( (V(\vec{B}/\lambda)) \) would be needed. As can be seen from Equation 2.16, image reconstruction would require the visibility and the phase.

In a perfect system the phase could be determined for each baseline. However, in reality the atmosphere complicates the phase determination by introducing an unknown and fluctuating phase component. The phase can be corrected with a phase reference which is an object that has a known phase. The reference would have to be observed in simultaneity as the atmosphere fluctuates rapidly. The atmospheric component of the phase can be determined by taking the difference between the observed phase and the known phase. Observing a reference is not always possible, therefore, for the two telescope case I will not explicitly use the phase in modelling.

The phase is responsible for the small scale detail and any offset in the photocentre. The phase carries significant information but it does not mean the visibility by itself is useless. The visibility contains information about large scale fluctuations in brightness distributions and, with relatively few observations, simplistic source structures such as disks and Gaussians can thus be inferred. This is useful because many sources in astronomy have overarching geometry that can be explained by these simple models.
2.1.4 Visibilities of simple models

Here I will explore the two simple models that are frequently used in this work, a point source and a Gaussian.

The point source can be represented by a 2D Dirac delta function. In the two telescope case, the interferometer is only sensitive in the direction of the baseline. Therefore, only the brightness distribution projected onto the axis parallel to the baseline is measured. The problem then becomes 1D. To calculate the projected brightness distribution, I integrate over the component perpendicular to the baseline. I define \( m \) as parallel to the baseline and \( n \) as perpendicular.

Therefore,

\[
I(u) = I_0 \int \delta(m-m_0) \delta(n-n_0) \, dn
= I_0 \delta(m-m_0)
\]  

(2.21)

As was discovered in Section 2.1.2, \( V(m) \) is the Fourier transform of \( I(m) \). As described by Equation 2.15,

\[
V(B/\lambda) = I_0 \int_{-\infty}^{\infty} \delta(m-m_0)e^{-2\pi imB/\lambda} \, dm
= I_0 e^{-2\pi m_0 B/\lambda}
\]  

(2.22)

The normalised visibility from Equation 2.17 is then

\[
V(B/\lambda) = \left| e^{-2\pi m_0 B/\lambda} \right|
= 1
\]  

(2.23)

The normalised visibility of a point source is a constant. For a true point source, no baseline length will change the visibility. Of course, in the real world there are no true point sources and structure will eventually be resolved with a large enough separation of telescopes. However, many objects are adequately described by a point source with the current limitations of baseline length hence its inclusion in this work.

For the Gaussian I will again start with the projected 1D case. The projection of an elliptical 2D Gaussian of arbitrary major and minor axis \( \sigma \) is again a Gaussian. Therefore \( I(m) \) can be described as

\[
I(m) = I_0 e^{-\frac{m^2}{2\sigma^2}}
\]  

(2.24)
Then, again, the Fourier transform gives the visibility.

\[ V(B/\lambda) = I_0 \int_{-\infty}^{\infty} e^{-\frac{x^2}{2\sigma^2}} e^{-2\pi i mB/\lambda} \, dm \]  

(2.25)

It is easier to write the exponential introduced by the Fourier transform as its sine and cosine components.

\[ V(B/\lambda) = I_0 \int_{-\infty}^{\infty} e^{-\frac{x^2}{2\sigma^2}} [\cos(2\pi mB/\lambda) - i \sin(2\pi mB/\lambda)] \, dm \]  

(2.26)

The separated integrals can be evaluated separately. The sine integral is odd and evaluates to zero, the cosine integral is given by Abramowitz and Stegun (1970) and evaluates as follows:

\[ V(B/\lambda) = I_0 \sqrt{2\sigma^2/\pi} e^{-2\pi^2 \sigma^2 (B/\lambda)^2}. \]  

(2.27)

The normalised visibility is then

\[ V(B/\lambda) = e^{-2(\pi\sigma B/\lambda)^2}. \]  

(2.28)

Equation 2.28 is the generic result for one observation of a two telescope interferometer. However, unlike the point source the geometry will change with the orientation of the source relative to the baseline if the major and minor axis are not equal. Therefore, I redefine \( m \) and \( n \) as an orthogonal arbitrary set of axis. Classically, the axis are orientated along the cardinal directions where \( m \) is east and \( n \) is north. The 2D Gaussian equation, where the Gaussian’s major and minor axis coincide with \( m \) and \( n \), is then

\[ I(m, n) = I_0 e^{-\frac{x^2}{2\sigma^2}} e^{-\frac{y^2}{2\sigma^2}} \]  

(2.29)

Because Equation 2.29 is just the product of two Gaussians, the 2D Fourier transform is of the same form as the 1D case.
\[ V(u, v) = e^{-2(\pi \sigma_m u)^2} e^{-2(\pi \sigma_n v)^2}. \]  
(2.30)

Where \( u \) and \( v \) are parallel to \( m \) and \( n \) and \( B/\lambda = \sqrt{u^2 + v^2} \). To find the generalisation of Equation 2.30 to a 2D Gaussian that has a major axis at an angle \( \theta \) from \( n \), the axis rotation matrix can be applied. The axis rotation can be applied in Fourier space such that

\[
\begin{bmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{bmatrix}
\begin{bmatrix}
u \\
v
\end{bmatrix} = 
\begin{bmatrix}
ucos \theta - vsin \theta \\
usin \theta + vcos \theta
\end{bmatrix}
\]  
(2.31)

I define \( u' \) as \( u \cos \theta - v \sin \theta \) and \( v' \) as \( u \sin \theta + v \cos \theta \). Equation 2.30 becomes

\[ V(u, v) = e^{-2(\pi \sigma_n u')^2(\frac{u'^2}{\epsilon^2} + v'^2)} \]  
(2.32)

where \( \epsilon \) is the axis ratio of the Gaussian, i.e. \( \epsilon = \sigma_n/\sigma_m \).

The Gaussian source case highlights a commonly encountered observation effect in interferometry. Because interferometers usually have a shortest baseline length that is much greater than the individual telescope dish size, it is possible to have a case where an unresolved object in single dish imaging is over-resolved to the interferometer. Being over-resolved means that the object is on a larger scale than the interferometer can see. The visibility from an over-resolved Gaussian is \( \sim 0 \) and it is not possible to determine the structure responsible for the drop in visibility without additional shorter baselines.

### 2.1.5 The uv plane

When comparing multiple observations with differing \( \vec{B} \), a common reference frame is required. In the previous section I introduced the coordinates \( u \) and \( v \) where \( u \) is parallel to East and \( v \) is parallel to North. The coordinate system is commonly referred to as the uv plane. When an observation is taken with a vector \( \vec{B} \), a point in the uv plane is sampled. By sampling enough points the original image can be reconstructed.

To cover enough of the uv plane with a small number of telescopes, the separation of the telescopes and their PA must be changed. In the real world filling the uv plane is problematic as the telescopes are usually immobile, as in the case of the UTs at the VLTI, or can only be moved to a number of specific locations, as in the case of the ATs.

The only way the distance between the telescopes at a set PA can be modified is to change the observing wavelength. However, you may not observe the same structures in an object
at a different wavelength so caution must be applied. Conversely, the PA of the telescopes is something that can be changed without changing the geolocations of the telescopes.

It is possible to take advantage of the Earth’s rotation. Because it is the projected baseline that is important, as the Earth rotates it changes the relative position of the telescopes on sky (Figure 2.5). Using the Earth’s rotation, more of the $uv$ plane can be sampled than would otherwise be possible using fixed telescopes. The path the telescopes trace out on the $uv$ plane as the Earth rotates is known as a $uv$ track. This allows greater constraint in modelling the $uv$ plane or, in some cases, the use of image reconstruction.

### 2.2 The Three Plus Telescope Case

Accommodating for an extra telescope is not as complicated as it may initially appear. Where as the two telescope case offered one distinct baseline, three telescopes offer three distinct telescope pairs and therefore three baselines. These three baselines can be treated independently for visibility determination and differential phase. This continues with the addition of more telescopes at the rate of $N_b = \frac{N_t^2 - N_t}{2}$ where $N_b$ is the number of baselines and $N_t$ is the number of telescopes.

In some IR interferometers, the light for each baseline is interfered separately. This leads to the unfortunate need to split the light from each telescope into parts. In the ideal case, the fractional amount of light from each telescope that is sent to each baseline is $(N_t - 1)^{-1}$.

There are a number of reasons that more than two telescopes would be used. One reason is time. Each observation of the source, and associated calibrators, takes time. MIDI, for example, can spend many hours per source trying to fill the $uv$ plane one $uv$ point at a time. Three telescopes give three baselines, and therefore, three $uv$ points per observation. This allows the $uv$ plane to be filled at a greater rate. The second reason relates to phase determination using something called the closure phase.
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2.2.1 Closure phase

As was mentioned in Section 2.1.3, the atmosphere introduces a dynamic phase component that is difficult to remove from the source phase. One solution is calculating the closure phase.

The closure phase is simply the summation of the phases from three baselines, observed in simultaneity, that share three telescopes. For a generic source morphology, a pair of telescopes, labelled \( T_1 \) and \( T_2 \), will measure a phase \( \Phi_{12} \). This will be the composite of the source phase as seen by that baseline, \( \phi_{12} \), and the atmospheric phase component of each telescope, \( \varphi_1 - \varphi_2 \) (Figure 2.6).

In the case of three telescopes, the phase of each baseline can be written in a similar manner.

\[
\begin{align*}
\Phi_{12} &= \phi_{12} + \varphi_1 - \varphi_2 \\
\Phi_{23} &= \phi_{23} + \varphi_2 - \varphi_3 \\
\Phi_{31} &= \phi_{31} + \varphi_3 - \varphi_1
\end{align*}
\] (2.33)

Therefore the summation of these phases yields

\[
\begin{align*}
\Phi_{12} + \Phi_{23} + \Phi_{31} &= \phi_{12} + \phi_{23} + \phi_{31} + \varphi_1 - \varphi_2 + \varphi_2 - \varphi_3 + \varphi_3 - \varphi_1 \\
&= \phi_{12} + \phi_{23} + \phi_{31}.
\end{align*}
\] (2.34)

The final product of the summation contains no atmospheric component. The three source phase components cannot be disentangled and, therefore, this phase does not allow for image
reconstruction. It does, however, provide an invaluable constraint when modelling by providing a second modellable observable quantity that is sensitive to source asymmetries.

The closure phase can also be calculated using a quantity called the bispectrum. The bispectrum is defined as the product of the complex visibility of each baseline.

\[
B_{123} = V_{12}V_{23}V_{13}^* \\
= V_{12}V_{23}V_{31}
\]  

(2.35)

The closure phase is then the angle of the bispectrum:

\[
\phi_{123} = \arctan(Im(B_{123})/Re(B_{123}))
\]  

(2.36)
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Observations and Data Reduction

In this chapter I will describe the observations strategy and reduction process for the main instruments used in Chapters 4, 6, 5, and 7. Any deviation from these reduction methods and the details of the observations for each chapter can be found in the chapter itself.

3.1 MIDI

MIDI (Leinert et al., 2003) is a two beam Michelson-type interferometer that operates in the N band (7.5 μm to 14.5 μm) at the VLTI. The two incoming beams from the telescopes, upon reaching the instrument, first encounter a beam splitter. The beam splitter splits each beam into two and sends one beam to the interferometer and one to the detector to be used for photometry (Figure 3.1). In the case of faint observations and of this work, the beam splitter is removed and 100% of the light is interfered; known as HIGH_SENSE mode. HIGH_SENSE mode is often used for faint targets. In HIGH_SENSE mode the photometry is observed separately. The two beams destined for the interferometer are then passed through the opposite faces of a half silvered mirror. The mirror produces two pupil plane interfered beams which have opposite phase. The beams are fed onto the detector and read separately. In front of the detector a filter, prism, or grism can be placed which intersects both the interfered beams and the photometry beams. The prism and grism spectrally disperse the beams with an R of 30 and 230 respectively. The interfered beams can then be subtracted from each other to calculate the interferometric component as in Equation 2.10.

MIDI has been decommissioned and all observations in this work were archival and not planned nor executed by me. Therefore, I will not discuss the observation strategy for MIDI here.
3.1.1 Observations

MIDI observations of an object are split into multiple stages which serve particular roles in the observation, these files are further split into parts for storage reasons which constitute separate files on the archive. Acquisition images are sometimes observed to check if the beams overlap properly. Fringe search is used to find the zero OPD position by making observations while methodically changing the OPD. Fringe track uses piezo controlled mirrors to oscillate the OPD over a set range and scan the fringe, in the offset tracked mode it adjusts the OPD to keep a consistent average distance of 40 \( \mu \text{m} \) from the fringe while oscillating. If the fringe is too dim, no-track mode can be used in which the average OPD is set and not changed throughout the observation although the piezo scanning still takes place. By rapidly scanning the fringe, MIDI can distinguish the instrumental and atmospheric delay during reduction allowing for their removal. Finally, the photometry for each telescope is recorded.

One of the biggest problems of IR interferometry is the atmosphere. I mentioned previously that the atmosphere introduces a rapidly varying phase component, i.e., it changes the OPD between the two telescopes. The atmospheric change is a problem for observations because of a quantity called the coherence length. It is a consequence of Equation 2.12 that may not be immediately clear. By integrating over the N band and making the assumption that \( \eta_1(k) \) is constant in the N band and 0 elsewhere, I get

\[
I = 4 \int_{k_0 - \Delta k/2}^{k_0 + \Delta k/2} I_s(k) \sqrt{r(k_0) r(k_0) \eta_1(k_0) \eta_2(k_0)} \sin k \delta \, dk. \quad (3.1)
\]

If I take a simple constant source intensity of \( I_s(k) = I_{k_0} \) the integral simplifies to
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\[ I = 4I_0 \sqrt{r(k_0)\eta_1(k_0)\eta_2(k_0)} \int_{k_0-\Delta k/2}^{k_0+\Delta k/2} \sin k\delta \, dk. \quad (3.2) \]

The integral solves to

\[ I = \int_{k_0-\Delta k/2}^{k_0+\Delta k/2} \sin k\delta \, dk \\
= \left[ -\frac{\cos k\delta}{\delta} \right]_{k_0-\Delta k/2}^{k_0+\Delta k/2} \\
= \delta^{-1} \left( \cos (k_0\delta - \delta\Delta k/2) - \cos (k_0\delta + \delta\Delta k/2) \right) \\
= 2\delta^{-1} \sin (k_0\delta) \sin (\delta\Delta k/2) \\
= \Delta k \sin (k_0\delta) \text{sinc} (\delta\Delta k/2). \quad (3.3) \]

The sinc function introduces a stipulation, it becomes small if \(|\delta \Delta k/2| > \pi\). If \(k = -2\pi/\lambda\) then \(dk = 2\pi \lambda^{-2} \, d\lambda\). Therefore, the sinc function becomes small if \(\lambda_0^2/\Delta \lambda \lesssim \delta\). The derived quantity is the coherence length and it is the change in path required for the fringes to be lost. For the N band the coherence length is approximately 22 \(\mu\)m. If the beams are spectrally dispersed with the prism, \(R = \lambda_0/\Delta \lambda = 30\) which makes the coherence length a larger \(R\lambda_0 \approx 0.3\) mm. If the atmosphere moves the delay line more than the coherence length while integrating then the fringes will be lost and the measured intensity, and therefore the visibility, will be erroneously lowered. There are two ways to combat the loss: make the integration shorter than the time it takes for the atmospheric OPD to change significantly or compensate for the change by moving the delay line. MIDI does the former. MIDI takes multiple observations with very short integration times which are called frames. In MIDI’s tracking mode, the fringe tracker can then use the previously observed frames to adjust the OPD for the next frame.

For my reduction, the fringes and photometry are needed. In a standard observation, a fringe track is immediately followed by photometry although this is not necessary. Burtscher et al. (2012) recommend that the photometry is skipped and the science and calibrator object’s fringe tracks are observed in sequence. Therefore, some observations do not have photometry immediately following the fringe track. All observations I reduced used the prism for spectral dispersion.
3.1.2 Reduction

For the reduction of MIDI data, I used an IDL program called EWS 2.0 from MIA+EWS 2.0 (Jaffe, 2004) with the addition of scripts from https://www.blackholes.de/downloads.html. These additional scripts were created by Dr. Konrad Tristram. While MIDI is a complex piece of machinery and the data produced is large and difficult to handle properly, the reduction pipeline is extremely powerful and makes the user side of the reduction process relatively straightforward. Here I will go over my reduction of the MIDI data, for a detailed overview of the theory and practice behind the reduction I direct you to read Chapter 3 of Tristram (2007) and Burtscher et al. (2012) for a description of the pipeline and Chapter 2 of this work for the theory.

3.1.2.1 Data sorting

First, to maximise signal to noise, all observations within 30 minutes were combined into a single observation. Grouping observations is highly recommended for faint sources by López-Gonzaga et al. (2016). They state that if an object is unresolved to a single dish telescope of size D then two $uv$ points that have a separation of $\lesssim D$ should not vary significantly and can be averaged. On the longest baseline the maximum distance you can move in 30 minutes on, say, ESO 323-G77, which features heavily in this work, is $\sim 14$ m. The observations I present in this work are less separated than 14 m and it can be shown that all the objects in this work are unresolved or barely resolved to an 8.2 m telescope from Asmus et al. (2014). Therefore, I can average observations of less than 30 minute separation; the best way to average observations without making assumptions about error propagation is to treat them as one discontinuous observation during reduction. It is important to note that when combining files only observations of the same modes should be combined. No-track and tracked mode, for example, should be kept separate as well as prism and grism modes.

MIDI observations are split into three file groups, the photometry from the two telescopes and the interferometric data from the baseline. The observation files are often individually split into multiple pieces of 100 MB, due to their large size, on the ESO archive. Therefore, file combination is a part of the pipeline making it quite straightforward. When using the function midi_redset to perform the reduction, a single observation is defined as three strings where each string is sequence of space separated file locations. The three strings are for the first telescope’s photometry, defined as A open, the second telescope’s, defined as B open, and the interferometric file, defined as AB open. Furthermore, midi_redset performs reduction for a list of observations allowing the reduction of an entire night at once. The full flowchart of how a night is reduced can be found in Figure 3.2.

The masks mentioned in Figure 3.2 are used to remove erroneous signal from detector pixels outside the location of the source signal when determining the correlated flux. An example of the fitted mask can be seen in Figure 3.3.
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Create list of three lists:
\[
\{ [], [], [] \}
\]

Locate observation that is not in list
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Pass file names to dictionary (dataset.filnam=list)
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\[
\text{dataset.redpar.mskfil} \to \text{fitted mask}
\]
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\[
\text{dataset.redpar.skypos} \to \text{desired sky detector position}
\]

Run midi_redset on dataset

Run midi_adu2jy on dataset

Use midi_phtfil on A open

Use midi_phtfil on B open

Use midi_phtfil, dataset, datset to put headers of files in dictionary object

Set dataset.datdir to data folder location

From here I will refer to this dictionary as dataset

FIGURE 3.2: The flowchart of how a night of MIDI data are reduced and calibrated.
3.1.2.2 Calibration

I perform the reduction in the same manner for science and calibrator objects. The reduction will produce an uncalibrated single-dish spectrophotometry and an uncalibrated correlated flux. To calibrate the science observations a calibrator that meets three basic requirements is needed. First, as a general rule for both quantities, the calibrator must be observed in the same mode as the science target.

Second, to calibrate the spectrophotometry, an object of known flux is needed. I divide the expected spectrum by the observed spectrum to get the conversion factor in Flux/ADU of each wavelength bin, where ADU stands for Arbitrary Detector Units. The uncalibrated science spectrum is multiplied by the conversion factor to receive the calibrated flux. Thankfully, there are a couple of catalogues of standard stars which match the second criteria (e.g. Cohen et al., 1999).

Third, to calibrate the correlated flux, an object of known correlated flux is needed. The correlated flux standard is more difficult than the spectrophotometric standard because you must know the objects geometry, as seen by the interferometer. The simplest solution is to use a point source. A point source, for example an unresolved star, has a known normalised visibility of 1. Therefore, from Equation 2.17, correlated flux = single-dish flux and the target’s correlated flux can be calibrated in a similar manner to the spectrophotometry. Conveniently, many standard stars are unresolved to MIDI making the selection process simpler. www.jmmc.fr provide tools to help select good calibrators or to check if particular calibrators are known to be unsuitable.

By default, the standard star chosen was the closest one observed in time. However, all calibrators were reduced for the night, not just those relevant to the object of interest. For each of the calibrators, I calculate the ADU/Jy value and plotted it against time. What the plot shows is how the night changed in atmospheric quality. On a perfect night, the conversion factor would remain constant but changes in the atmosphere cause it to fluctuate. The fluctuation is a source of error.
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3.1.2.3 Quality Control

Once the reduction is complete, a quality control was performed by hand. First, by plotting the detector intensity against detector position in the direction perpendicular to the wavelength dispersion. The detector intensity is averaged over a chosen wavelength range and normalised for clarity. I check if the assigned sky bands include any non-sky emission. If so they must be moved and the reduction re-performed. I check the sky bands at 12 $\mu$m with a bin width of $\pm 1\mu$m. The mask should also contain all the source emission. Figure 3.3 shows the sky bands correctly placed and the mask correctly fitted for calibrator HD 10052.

The fringe tracking and flagging must also be checked by plotting the waterfall plot and the OPD position (Figure 3.4). A waterfall plot is a common plot in interferometry and is essentially the reduced group delay for each frame stacked in order of observation time. In offset tracking mode, the OPD, the green line in Figure 3.4, should follow the fringe, shown as the black line, while calibrating and it is why it is important for the calibrator to be taken close to the science target in time. If the ADU/Jy value changes significantly, greater than $\sim 10\%$ in the time frame between the calibrator and science, the interpolated ADU/Jy value between a calibrator either side of the target object should be taken instead when calibrating. A significant fluctuation did not occur for any of the observations in this work, however, there is still some variation which should be taken into account. In cases where there is more than four calibrators on a night, it is possible to create a structure function (SF).

An SF essentially quantifies how much a variable changes in $x$, on average, for a change in $y$ where $x$ and $y$ are arbitrary. For my case, $y$ is time and $x$ is Jy/ADU. A SF is calculated by taking the absolute difference in two points in both $x$ ($dx$) and $y$ ($dy$), then repeating this for every non-degenerate pairing. By plotting $dx$ and $dy$ against each other, it is possible to extract the expected amount of change in $x$ from a given change in $y$. For low numbers of data points it is necessary to model the SF. A SF is flat if the changes are random and it shows structure if they are not. In my case the SF would linearly increase to a point then decrease, the separation between the calibrator and the target was on the linearly increasing section which meant I could fit it with a straight line and calculate the expected change in Jy/ADU with time. The SF derived variance was then added in quadrature to the statistical error from EWS.

Figure 3.4: An example of a waterfall plot displaying the OPD of the delay line in green and the fringe in black for a bright calibrator. Any flagged frames show the OPD in light green.
while scanning. Any fringes where the OPD strays more than 0.1 mm from the fringe should be flagged, shown as the light green.

Finally, I check the uncalibrated and calibrated correlated flux. The uncalibrated correlated flux should show a strong atmospheric absorption feature at 9.8 µm which should be removed in the calibrated. The atmospheric component can sometimes be under or over-subtracted and result in erroneous features in the resulting spectrum. It is also indicative that the calibrator may not have been suitable because the atmosphere has varied too much between the calibrator and the science. More commonly in my observations, however, was the feature lacking in the uncalibrated spectrum. The lack of the feature in the uncalibrated spectrum means that something is causing the suppression of detected emission and the observation may not be reliable. The suppression can be from the source being too faint for the instrument, poor atmospheric conditions, bad sky subtraction, and/or a bad mask. If the cause is poor reduction, the reduction should be reperformed.

3.1.2.4 Visibility determination

Following the reduction and calibration steps gives the correlated flux and the MIDI photometry. For bright objects, these can be used to calculate the visibility by Equation 2.17. However, the photometry becomes unreliable for relatively dim objects, as compared to galactic sources, such as AGN due to very high residuals after background subtraction. Tristram (2007) gives the reason behind the residuals as contamination by emission from the tunnels which house the VLTI delay lines. The contamination causes the MIDI photometry to have large uncertainties. Therefore, I make a substitution for the MIDI photometry to calculate the visibility.

Instead I use spectrophotometry from VISIR. VISIR can perform single-dish spectrophotometry at the VLT using UT3 in the N-band, the same band as MIDI. It is important to keep in mind that the aperture used for extraction of the VISIR data must be comparable to the mask used to extract the MIDI data to minimise differential flux losses. AGN are also variable so the VISIR spectrophotometry should be taken close enough in time to the MIDI observations to minimise the effect. Therefore, it is prudent to compare the MIDI photometry to the VISIR photometry when used. Because photometry is usually taken with multiple observations, it is possible to compare the VISIR spectrophotometry to the average MIDI to compensate for some of the unreliability of the MIDI spectrophotometry.

3.1.2.5 No-Track Mode

The no-track mode on MIDI, used by many of the observations in Chapter 6, can cause the measured correlated flux to be artificially reduced if the object fringe strays too far from the set delay position due to the coherence length. To prevent losses, EWS only selects those frames where the fringes are within 100 µm of the set delay position. The OPD limit is standard for all modes
I find that the no-track calibrators normally have a lower correlated flux. Furthermore, when I separated the results by the amount of time the fringe spends close to the piezo delay position, I find that observations that spend most of their time near this position have higher fluxes, closer to that of the tracked calibrators, when compared to those that spent very little time near the piezo delay position. However, there is less difference between calibrators which have a moderate amount of frames, ≈ 50%, recorded close to zero OPD, and those which only have a few frames recorded close to zero OPD.

The discrepancy between tracked and no-track sources could be caused by the difference in average OPD, the distance between the group delay fringe peak and the piezo delay line position, between tracked and no-track sources. A tracked object is normally, on average, 40 μm away from the piezo delay. However, a no-track object can spend a significant amount of time close to the 100 μm limit. So, even with the limit, the difference may be significant. To test if the average OPD difference is the cause, I set the acceptable OPD range to be more strict. By choosing OPD ranges smaller than the piezo scanning range I should remove the average OPD effect at the expense of the number of frames that can be used to calculate the correlated flux. I split the standard OPD range into 20 μm blocks, setting minimum OPD, minOPD, and maximum OPD, maxOPD, in EWS to [0,20,40,60,80] and [20,40,60,80,100] respectively. I compared the

**Figure 3.5:** Here I show the normalised difference between adjacent tracked and no track observations for 7 calibrators. I plot 2 different OPD ranges for 2 wavelengths and for each pair I plot the average value and standard deviation of the points.
Figure 3.6: Both plots depict the uncalibrated spectrum of HD 220954 when reduced with differing OPD ranges. The red lines denote the tracked calibrator and the blue lines denotes the no track. The lower plot is normalised by the Tracked OPD range 0-20 spectrum.

The uncalibrated correlated flux of the tracked and no-track calibrators for each range. I find that the uncalibrated correlated flux decreases with increasing OPD as expected. However, I also find that even for the narrow OPD ranges the correlated fluxes obtained in tracked and no-track mode do not agree. The difference in correlated fluxes for the two modes shows no consistency or further structure between objects (example for one object in Figure 3.6). Therefore, I cannot correct for the difference when reducing and calibrating objects taken with the no-track mode.

Because the conversion factor loosely depends on the average OPD I will still have these correlation losses if I calibrate no-track science with no-track calibrators. Therefore, I include an additional 8% uncertainty on the correlated flux of all no-track observations at 12 $\mu$m. The error was derived from the scatter of the conversion factor differences between the comparable tracked and no-track calibrators and can be seen in Figure 3.5. I also show the mean difference for two different OPD ranges, the standard range of 20 $\mu$m–100 $\mu$m and a more restricted range of 10 $\mu$m–40 $\mu$m to demonstrate that this offers no significant reduction in the error at either wavelength.
3.2 AMBER

AMBER (Petrov et al., 2007) is not actively used in this work, it was intended to be used for a near-IR study of ESO 323-G77, among other AGN. Unfortunately, AMBER suffered from visibility loss on faint objects that resulted in the data being unreliable. GRAVITY, which is used in this work, operates under similar principles on the same telescopes and understanding the problems encountered by AMBER gives insight on how to avoid the same problems with GRAVITY.

3.2.1 Observations

AMBER observations were made and reduced using a mode called AMBER++ (Millour, private communication). AMBER++ is a special mode for particularly faint objects that, under normal operations, AMBER could not track. AMBER took multiple consecutive short observations, like MIDI, and live reduced them to find the group fringe. By plotting the fringe, much like in Figure 3.4, the OPD can be adjusted to keep the fringe close to zero OPD. For faint objects, the fringe is lost in the noise and it is untracked. However, the human eye is very good at pattern recognition. AMBER++ allows the observer to adjust the OPD manually during the observation in an attempt to keep the fringe centred. In AMBER, the photometry is recorded simultaneously.

A single frame DIT in the AMBER++ mode was on the order of 50-200ms depending on seeing conditions with a total observation time of 5 minutes for one dim object. Because these observations are done in visitor mode, these exact numbers will depend on the observer and conditions.

3.2.2 Reduction

AMBER reduction is handled by the amdlib software (Millour et al., 2004) which is complemented by the amdlibPipeline yorick package (Millour et al., 2008) utilised in AMBER++. AMBER uses the Pixel to Visibility Matrix (P2VM) method to extract complex visibilities directly. Unlike the other interferometers in this work, each of the baselines are not separated onto different detectors. The setup can be more likened to the Young’s double slit than the Michelson type. The three beams are combined on one detector which results in three overlapped interference patterns. AMBER uses an artificial coherent source of known complex visibility to create the P2VM which characterises the stable imperfections of the optical path. The P2VM quantifies the linear relationship between the pixels and the complex visibility effectively by modelling the detector interferogram (interferometric pattern).

I used the amdlibPipeline package to reduce the data, choosing to extract the visibility squared for 50 frame chunks of the manually tracked fringe. First amdlib is run which takes care of the initial reduction. It takes the raw detector data and removes the bad pixels and background. The
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P2VM is then applied to calculate the raw visibility and the raw photometry is extracted. The raw visibility is bias subtracted and the pipeline returns the uncalibrated visibility per frame.

Upon the return of the uncalibrated visibility, the amdlibPipeline takes over. The returned visibility squared still requires calibration from a calibrator object but first the coherence loss from the non-zero OPD has to be removed. There are two forms of OPD movement loss: jitter and slow fringe drift. The jitter is OPD changes on a time scale shorter than the integration time of a frame and the slow OPD drift is the OPD change on timescales larger than a single frame. The slow OPD drift can be solved by letting the OPD change during the observation. The general rule when observing is to try and keep the OPD within $40 - 50 \mu m$ of the fringe position but otherwise not to move the OPD too much. By not adjusting the OPD, the fringe is allowed to deviate from the OPD zero and from this the visibility squared can be compared to the OPD. The raw visibility squared against OPD can be approximated by a Gaussian (Millour et al., 2004) and the amplitude of the Gaussian is the true visibility squared. Jitter is corrected by assuming the OPD shift between two frames is the sole source of the jitter. The OPD shift is found for each pair of frames and compared to their visibility squared. By working out how the visibility squared changes with the jitter between frames, the jitter is then corrected for.

After the correction, the corrected files are passed back to the amdlib script where the frames are averaged into the selected 50 frame blocks and the final uncalibrated squared visibility is found. From the remaining bins I checked for any remaining structure with OPD. If so I took the peak of a fitted Gaussian and determined the visibility squared, otherwise the average visibility squared is taken (reduction flowchart in Figure 3.7).

I performed the reduction for science and calibrator objects. For AMBER, because the complex visibility is the extracted product, I do not need to know the total flux of the calibrator. I just need its visibility which is 1 for a point source. Under normal circumstances, the ratio of the visibilities from the science and calibrator gives the calibrated science visibilities. However the visibilities determined for relatively faint objects such as AGN have a large scatter.

3.2.2.1 The AO problem with AMBER

I have mentioned before that the atmosphere is a big limiting factor in IR interferometry. The fluctuations in the atmosphere move the OPD, causing flux loss, and introduce a phase factor making phases difficult to determine. However, there is another problem that is not unique to interferometry; the atmosphere will distort and smear an image at a ground based observatory. The observed distortion fluctuates with the observing conditions. The distortion is often quantified in the observables: seeing or Strehl ratio. The seeing is defined normally as the FWHM of a point spread function, which is what a point source appears as after atmospheric distortion, and the Strehl ratio is the ratio between the peak intensity obtainable if the system were diffraction limited and the observed peak intensity. The atmospheric smearing effectively makes a point source appear extended to an interferometer and therefore causes visibility loss. The VLTI
tries to fight the effect with an Adaptive Optics (AO) system that deforms a mirror in the light path of the telescopes to counteract the oncoming deformed wavefront and get back the original undistorted image.

An AO system uses a bright point source to determine the image deformation due to atmospheric turbulence. The VLTI specific AO is MACAO (Multi-Application Curvature Adaptive Optics, Arsenault et al., 2003). MACAO reads the incoming wave front and deforms a mirror in the light path to correct the atmospheric distortion by assuming it is looking at a point source. The corrected wave front is then fed into the VLTI. The correction is an issue for AGN because if there is no bright star nearby with which to use off-axis AO then the AGN itself must be
used. The problem with using an AGN is AGN are relatively dim to MACAO and therefore the correction is often poor. To correct for the poor AO, a red calibrator, which is a star that is unresolved and of a similar V and R band magnitude to the AGN, is sometimes observed. The dim nature of the red calibrator should mean that MACAO performs the same with the calibrator as the AGN and I can correct for the coherent flux loss which manifests as a lower visibility than would otherwise be measured.

I tried to quantify the AO loss using some observables, primarily the Wave Front Error (WFE). The WFE is provided by ESO and relates to the performance of the AO system. There is a trend to be found between the calibrated visibility squared and the WFE (Figure 3.8), unfortunately, the relationship is not trivial and, with the calibrators taken before the decommissioning of AMBER, the range of WFE that most AGN occupy was not observed. When correcting the loss with the limited range of WFE I had access to, the science visibility squared was too scattered to draw any conclusions from. The main conclusion that can be drawn from the red calibrators is that the AO systems effect on the visibility is real and must be considered when observing the absolute visibility of faint targets. The second result is that, despite the complexity of the problem, the red calibrators were still effective in the individual case. The structure seen in the red calibrators was seen in the science observations with the same WFE. Therefore, while the loss cannot yet be modelled, a calibrator taken close in time with the same MACAO performance can be used to correct it. The main issue with AMBER was that the red calibrators were not dim enough to MACAO to mimic the performance of some of the AGN. The non-trivial relationship between WFE and visibility squared meant that it could not be modelled and extrapolated to higher WFE and more red calibrators were needed at higher WFE to match the AGN.

3.3 GRAVITY

GRAVITY is the last IR interferometric instrument used in this work. Some of the reduction was done with tools provided by ESO and some with custom made scripts. I will detail the reduction process here.

3.3.1 Observations

As a relatively new piece of equipment, GRAVITY observations are difficult to perform correctly because every case is different. GRAVITY was designed with a very specific purpose which it has already achieved, to test the theory of relativity by observing the passing of a star close to the galactic centre (GRAVITY Collaboration et al., 2018a). It is perhaps the scientific focus that makes observation setup a challenge.

First, to understand how to best set up the instrument I must explain how it functions. As with both IR interferometers so far, GRAVITY has to compensate for the coherence length. Where as MIDI and AMBER solved the coherence length problem by taking short exposures,
GRAVITY tries to actively fight the atmospheric change. How it achieves the correction is actually not that different from the previous solutions. GRAVITY has two separate channels which are illuminated simultaneously. One channel is the science channel which has the ability to perform low (R ∼ 20), mid (R ∼ 500), and high (R ∼ 4000) spectral resolution measurements. The second channel is the fringe tracker which only observes in low resolution. The fringe tracker channel provides low resolution measurements for short, ms, integration times. The fringe tracker data are live reduced and atmospheric OPD change is calculated and compensated for by changing the delay line OPD. The method is not dissimilar to how MIDI tracks the fringe over long periods of time, although the method for determining the atmospheric OPD change is necessarily different. The exact method behind the fringe tracking can be found in Lacour et al. (2019). The difference then lies in the science channel. By using the fringe tracker to adjust the OPD the science channel can integrate over long, ∼ 10 s periods of time without coherence loss, allowing for much dimmer sources to be observed. The dual channel functionality is important to consider when planning an observation.
GRAVITY offers three setups, Single-Field Mode (SFM), Dual-Field oFf-Axis mode (DFFA), and Dual-Field oN-Axis mode (DFNA). SFM uses the object of interest as the fringe tracker and science object. 50% of the light is given to the fringe tracker and 50% to the science channel per baseline. DFFA requires a second object near the target at a distance between 0.27 arcseconds and 2 arcseconds for the UTs. 100% of the offset object’s light is given to the fringe tracker and 100% of the target’s light is given to the science channel. The bright source for tracking allows very dim objects to be observed with long integration times. DFNA is used when the offset object is closer than 0.27 arcseconds. Like in SFM, the light is split between the two channels. Each channel then observes the appropriate source. In DFNA mode each channel receives less than half the light due to losses. For the latest technical details see the GRAVITY user manual for the current observing period.

In my case, I observed the AGN in ESO 323-G77. The nucleus of ESO 323-G77 is dim by the standards of the GRAVITY fringe tracker and there is no off-axis bright object with which to perform either dual field mode. When attempted in SFM, 50% of the light was not enough to successfully track. However, the fringe tracker data can be used for more than just tracking. Because I was interested in the continuum more than line emission, I did not require high spectral resolution. The fringe tracker itself provides low spectral resolution ($R \sim 20$) data, albeit for short integration times, therefore, I did not need the science channel at all. Currently there is no mode which sends 100% of the target light to the fringe tracker so I used DFFA. The offset target for the fringe tracker was set to be ESO 323-G77 and the science target was set to be an arbitrary piece of the sky far enough away. The setup meant that 100% of the target light was sent to the fringe tracker and the science channel observed nothing. When reduction and analysis was performed, the science channel was ignored.

### 3.3.2 AO correction for faint objects

Normally, an observation with GRAVITY consists of a bright calibrator following the science, known as SCI-CAL. The calibrator should be unresolved to GRAVITY and preferably of known magnitude. The second point is not necessary though, thanks to the P2VM method (Tatulli et al., 2007; Lacour et al., 2019). However, as seen with AMBER, I need to check and correct for AO effects. As such, I take two different red calibrators either side of the AGN to give a range of calibrators with which to test the AO loss. The alternative setup is known as RCAL-SCI-RCAL-CAL.

### 3.3.3 Reduction

Initially, I make use of the ESOREX pipeline through the python tools provided by the Gravity Consortium to perform the initial reduction. Then I calculate the final visibility and phase from the reduced products manually. The python tools use PYTHON 2.7, for the manual reduction section PYTHON 3.7 was used instead.
First, the pipeline must be setup correctly for the reduction of these objects. Normally, the default setup is enough but for my reduction of a dim object I only want the pipeline to perform the initial reduction and not the final product determination. By default, the pipeline reduces the raw object data and returns a visibility, visibility squared, differential flux, and closure phase. First it performs the reduction and calculates the complex visibility for each frame on each baseline. It then calculates the given quantities from the complex visibility. However, it is possible to get the pipeline to return an intermediary product known as the p2vmred. The p2vmred file returns the complex visibility per frame per wavelength bin as well as meteorology data. To get the p2vmred file, in the configuration file for the gravity_vis recipe of esorex, the –p2vmreduced-file should be set to true. I also set the –reduce-acq-cam to true to get the Strehl value during the observation.

Second, to reduce gravity data, the appropriate data files and calibration files must be present. An observation usually consists of a dark, sky, flat, wave, and P2VM file. Either the dark or sky may be omitted if the science channel data are not of interest. With these files, I then run the gravi_reduce script from the python tools. The flowchart of the reduction process for a single RCAL-SCI-RCAL-CAL observation is available in Figure 3.9.

3.3.3.1 Visibility determination

To determine the visibility and visibility squared (V and V^2 in Figure 3.9) I initially used the default pipeline frame rejection. The pipeline uses a signal to noise cut off of 3 by default. To determine the AO visibility loss, I compared the visibility of all calibrators to the Strehl ratio, calculated from the acquisition camera images. The Strehl ratio was my best proxy for the performance of the AO systems. Also considered was the coherence time, the FWHM of a Gaussian fitted to the object as seen by the acquisition camera, the core width and power index of a Moffat function fitted to the object, and the variance in the central position of the source, i.e. the "jitter", in the acquisition camera over the course of the observation. All these showed the visibility losses from AO performance but it was best classified by the Strehl and the FWHM.

The loss was detected in the calibrators as shown in Figure 3.10. By modelling the loss, I could remove the majority from the science objects but a significant scatter, approximately 0.2 in visibility on the best night, still rendered most of the visibility data useless. Therefore, I derived a separate method for accounting for the loss.

I utilised the individual frame complex visibility and selected frames based on my own criteria. I attempted to use the group delay to select frames, as done in GRAVITY Collaboration (2019), which did provide a significant improvement, however, I found that selecting by geometric flux provided the best correction in my data. Further improvement may possibly be found by enforcing both criteria, however, at the risk of selecting too few frames for a good signal to noise. The frame selection will be explored further in future work.
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Collect object and calibration files in directory

Call python tools run_gravi_reduce in directory

Run gravity_dark recipe on raw dark files

Run gravity_p2vm recipe on raw dark, 4x flat, 6x p2vm, wave, wavesc

Run gravity_vis recipe on reduced dark, flat, p2vm, wave, and raw sci and sky

Save p2vmred files

Select the brightest 3% frames per baseline in terms of geometric flux

Flag the remaining frames and save
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Extract $V^2$ (or $V$) from product

Divide science $V^2$ (or $V$) by closest red calibrator’s $V^2$ (or $V$)

Figure 3.9: A flowchart representation of the steps taken to reduce GRAVITY data
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For both calibrators and science targets, I selected the 3% brightest frames in geometric flux, not including any frames rejected by the gravity_vis recipe. Figure 3.11 depicts the same as Figure 3.10 with the 3% flux cut; it demonstrates that the science becomes more comparable to the calibrators. 3% was chosen as the cutoff empirically by testing 1% to 10% cutoffs and comparing the results. 3% provided the best trade off between improved data and increased uncertainty. All non-selected frames were then flagged and the visibility and visibility squared were calculated using the GRAVITY python tool run_gravi_reduce_from_p2vmred with the ESOREX recipe gravity_vis_from_p2vmred using the flag -use-existing-rejection=TRUE. The selection removed the majority of the relative AO loss, i.e. the loss between the science and the closest red calibrator. The overall trend between visibility squared and AO still exists after the flux cut but at a lesser gradient. Further correction of the visibility squared using the remaining correlation only increases the scatter. To remove the remaining error, I calibrated the science data with the red calibrators instead of the bright calibrators.

I hypothesise that the reason the AO loss can be removed through a flux cut is because when the AO is performing well more flux is injected into the fibre. Therefore, by selecting the highest geometric fluxes, I select the frames where the AO is performing best or where the atmosphere was least turbulent. The flux cut method is reminiscent of "lucky imaging" sometimes used for ground based photometry (Fried, 1978).
3.3.4 Closure phase determination

The closure phase is very important to determine accurately. While it is piston-invariant, i.e. not dependent on atmospheric fluctuations, there are still some residual offsets that need correcting after the initial pipeline reduction.

Unlike the visibility, I did not need to discard any frames other than those with a signal to noise of less than 3; this meant that less data was lost and the final observables were less noisy. To calculate the closure phase from a single frame in the p2vmred file, I used a similar manner to the pipeline (See latest GRAVITY pipeline manual). The closure phase of each frame is the angle of the bispectrum, as demonstrated in Equation 2.35, and I follow the method set by the fringe tracker (Lacour et al., 2019). When observing, the fringe tracker data are averaged over 300 frames to perform the tracking. I therefore, split my data into 300 frame segments. In each segment, I only consider a trio of frames if all three are unflagged and I remove any trios that are not. I then calculate the mean bispectrum of the segment. I calculate the final closure phase from the angle of the mean of the bispectrum of every segment in the observation (Equation 3.4) and the standard error from their distribution.

\[
\Phi_{ijk} = \text{arg} \left( \frac{1}{n} \sum_{N=0}^{n} \frac{1}{300} \sum_{f=300N}^{299+300N} \Psi_{ijkf} \right).
\] (3.4)
Where $n$ is the number of segments, $N$ is the segment, $\Psi_{ijk}$ is the bispectrum of three telescopes, and $f$ is the frame.

I calculate the closure phase for every science and calibrator observation and find that all calibrators have non-zero closure phase. The closure phase of the red calibrators on the same night are approximately equal and the common phases are clearly present in the science. The bright calibrators have a very large phase of $\approx 7^\circ$ on every night. I do not know what causes the phase and more bright calibrators would need to be checked to see if this is instrumental or if this is a bad calibrator. Because multiple red calibrators show the same phase component I can conclude this phase is instrumental. I therefore subtract the mean closure phase of the red calibrators from the science target. The remaining closure phase was taken to be truly from the science object.

### 3.4 VISIR

The VLT-mounted Imager and Spectrometer for the mid-IR (VISIR; Lagage et al., 2004; Käufl et al., 2015; Kerber et al., 2016) is a single dish imager and spectrograph mounted on the VLT. It can produce spectrophotometric data over the same wavelength range as MIDI and I use VISIR observations as replacement for the poor MIDI spectrophotometry. These data were instrumental to the work in Chapter 4 and 6. The data reduction was not performed by me but instead by Dr. Daniel Asmus. Instead of giving a full reduction here a summary is available in the relevant chapter.

### 3.5 ISAAC and NACO

The Infrared Spectrometer and Array Camera (ISAAC, Moorwood et al., 1998) is an imager and spectrograph that observes between $1-5\,\mu m$. The Nasmyth Adaptive Optics System (NAOS) Near-Infrared Imager and Spectrograph (CONICA) (shortened to NACO Lenzen et al., 2003; Rousset et al., 2003) can perform AO assisted imaging in the $1-5\,\mu m$ range as well as imaging polarimetry, and coronography. I only used the imaging capabilities of both these instruments.

ISAAC was one of the instruments used to create SEDs in Chapter 6. All ISAAC and NACO observations were archival. I did not apply for any of the used observations, the programme IDs are given in the chapter they are used in. The ISAAC data were extracted using the python package PHOTUTILS (Bradley et al., 2019) and ASTROPY (Astropy Collaboration et al., 2013). When creating an SED for an object, I collected all the available ISAAC data in the H, Ks, L, and M bands and any relevant calibrator objects on the same night. The data were reduced and calibrated using a self written script in PYTHON 3.7. The reduction process (see Figure 3.12 for reduction flowchart) differed if the observation was in chopping mode or not. For the L and M band, chopping was used. However, it was not used for the H and Ks bands. Chopping is where the secondary mirror is oscillated between two close positions on the sky that include
the target, observations are made at each visitation. When receiving the raw file from the ESO archive, each field is precombined and the observation received consists of just two images. These images theoretically have the same sky and biases but with the objects in the field moved. If you take the difference between these images you receive an image with the sky and biases removed as well as a positive and negative version of the source. I use PHOTUTILS StarFinder to locate the two sources and I extracted the flux of each of these sources as well as the flux from an annulus around each of the sources. The aperture has a radius of 0.5” and the annulus has an inner and outer radii of 1.8” and 2.5” respectively. I calculated the local background of each source from its associated annuli and removed it from the extracted counts. Finally, by taking half the difference between the two extracted fluxes, the reduced flux can be found.

Images observed in other modes were reduced differently. I first find the closest dark with the same integration time (DIT) and remove it from the image. If there is no dark of the same DIT then I take the two closest darks in time, find the average count of each, and interpolate the average value to the DIT of the observation. I then remove the average dark value from the observation image. Next, I use the PHOTUTILS script mmm_bkg to quantify the remaining background level and subtract it from the image. The subtraction makes source detection easier to perform. For the source detection I use PHOTUTILS IRAFStarFinder. To identify the correct source, I use the WCS (World Coordinate System) information available in the header and the RA and Dec of the object. The counts from an aperture and an annulus, of the same radii as used in the chopping case, around the source was extracted, the background was calculated from the annulus and removed from the source counts.

In both cases, the initial error on the uncalibrated source was derived from the background noise. Each extracted observation was calibrated using the closest standard star in time. The calibrators were reduced with the same method as the target sources. The uncertainty on the calibration was found by reducing all observations of the standard star within 1 hour of the selected calibration observation and finding the standard deviation and average count. The additional error was added in quadrature to the error derived from the background noise. The zero point was calculated for each calibration observation and the average was used as the zero point for the science observation.

NACO was used when ISAAC observations were unavailable and was reduced in the same manner.

3.6 ALMA

The Atacama Large Millimetre/submillimetre Array (ALMA) is different to the IR interferometers discussed in the previous sections. It is a mm interferometer comprised of 66 movable antennae. The large number of antenna makes filling the uv plane much more feasible allowing for high quality image reconstruction. ALMA data can be difficult to reduce and requires personalised reduction depending on the observation. Therefore, here I will provide an overview of
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Figure 3.12: The flowchart for the reduction of an ISAAC and NACO observation.
the reduction method I employed, however, not all the steps provided here will be applicable to
every situation. Therefore, caution should be applied when following my methodology.

For data reduction I used CASA (McMullin et al., 2007) with tclean for image cleaning. First,
I run the ScriptForPI CASA script provided for each observation, using the version of CASA
the script was made in, to reclaim the data products. The pipeline reproduces the calibration
and reduction done for the observations. After the initial products are created I switch to CASA
5.4.0-70. Once the reduced products were available I made use of the tclean software in
interactive mode to remove artefacts introduced by the distribution of the uv points. Having
gaps in the uv plane introduces structure in the reclaimed image. Tclean removes the artificial
structure by applying user chosen masks. To perform the image creation, the complex visibility
is binned in a grid in the uv plane, each complex visibility bin is then multiplied by a weight.
The weighting determines the behaviour of the image reconstruction. The weighting chosen was
‘natural’ which provides the highest sensitivity at the cost of possible widening the PSF. Natural
weighting uses the summed $1/\sigma^2$, where $\sigma$ is the standard deviation of the visibility of the
uv point, of each uv point in the grid section to determine the weight of the section and it is best
for low signal to noise lines which is suitable for my science goal. The grid is then fast Fourier
transformed to produce a dirty image. The dirty image is essentially the true source image
convolved with the beam. The beam is what a point source would look like to the interferometer
based on the uv plane coverage. The tclean function then attempts to deconvolve the dirty
image to recover the true source. It uses the user defined masks to find and remove the residuals
from the image. I separately performed the cleaning over all the observations concatenated and
the observations individually.
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The Mid-IR Interferometric Study of ESO 323-G77

4.1 Introduction

This chapter is adapted from the published work Leftley et al. (2018). I am lead author of this work and led the reduction, analysis, and interpretation.

4.1.1 ESO 323-G77

ESO 323-G77, shown in Figure 4.1, is a spiral Seyfert galaxy which hosts a Type 1.2 AGN that is an important new target to test the disk+wind model (see Table B.1 for details on ESO 323-G77). Its importance comes from its nature as a Type 1. In a Type 1 it is harder to explain a polar dust extension with a torus model. To explain a polar extension in a Type 1 would require a chance illumination of a region of the inner edge of the torus by a warped disk that happened to be in the polar direction. It is also polar scattered when observing optical polarisation (Schmid et al., 2003). When observing optical polarised light in AGN, there are two main sources of scattering. Equatorial, i.e. scattering off the accretion disk, or polar scattering. Which one of these dominates can give information about the inclination. Low inclination, or face on, sources with a clear view of the accretion disk, i.e. Type 1, normally show equatorial scattering. Because ESO 323-G77 is both a Type 1 and polar scattered, the conclusion drawn by Schmid et al. (2003) is that our LoS is grazing the obscuring material partially obscuring the accretion disk, the polar scattering then comes from dust clouds above the source.

ESO 323-G77 has been studied with mid-IR interferometry before using MIDI. A snap-shot analysis of four observations by Kishimoto et al. (2011b) fitted with a power-law brightness distribution revealed that the radial size of the emission area decreased at shorter wavelengths.
Burtscher et al. (2013) found a significantly smaller radial size of emission based on a Gaussian model with the same four observations and one more that was deemed not usable in Kishimoto et al. (2011b). López-Gonzaga et al. (2016) performed a more expansive statistical analysis of these data using an elongated Gaussian plus point source model. They found the minor axis Full Width Half Maximum (FWHM) of the Gaussian to be 17 mas with an axis ratio of 1.4 or equivalently an average FWHM of 21 mas or 6.5 pc using an angular scale for ESO 323-G77 of 0.311 pc mas\(^{-1}\). When testing the fitted model of ESO 323-G77 it was discovered that the extension was unconstrained in PA. Asmus et al. (2016) reports on an extension along the putative torus mid-plane at subarcsecond spatial resolution based on single-telescope mid-IR images with an error of 27\(^{\circ}\) in PA of the major axis of the extension. However, the subarcsecond extension is on a larger scale than that of the putative dust torus.

4.1.2 MIDI modelling

When previous MIDI observations of AGN were modelled, it was often found that the emission can be interpreted as a combination of two distinct emission components. One component is partially resolved, and often polar extended, whereas the other is unresolved at all baseline lengths available. However, two distinct components is not the only interpretation of the emission, it can also be explained as a single power-law component, e.g. Kishimoto et al. (2011b) and Hönig et al. (2012). In this work, I use the two-component model. The two-component model allows the separation of the extended and unresolved emission and makes this work easily comparable to Burtscher et al. (2013) and López-Gonzaga et al. (2016). In Burtscher et al. (2009) it was found that the unresolved component could be interpreted as hot dust near the sublimation radius.

In this chapter, I present 10 successful MIDI observations in order to pin down the radial and angular-dependent size of the warm dust in ESO 323-G77. In Section 4.2, I describe the observations and data reduction, including new measurements with VISIR. In Section 4.3, I present the findings from the reduced VISIR data as well as an initial interpretation of the MIDI data. In Section 4.4, I model the MIDI data with, firstly, a geometric model and, secondly, the radiative transfer model \textit{CAT3D-WIND}. In Section 4.5, I discuss the results in the context of other measurements.

4.2 Observations

4.2.1 Interferometric observations

For all MIDI observations, both those from the previous works and the additional new data, only 8.2 m unit telescope (UT) pairs were used due to the relative faintness of ESO 323-G77. The observations were carried out between 2009 and 2014.

In total, 11 fringe tracks and complimentary single-dish spectra were observed. All observations are listed in Table 4.1. HD112213 was used as the calibrator star except on 2011 April 15, where HD100407 was observed instead. All of the single-dish spectra were supplemented with the high signal to noise VISIR spectrum from Hönig et al. (2010), observed on 2009 May 04, which provides a better reference to determine visibilities and therefore sizes (see Section 4.2.3).

FIGURE 4.1: An HST image of ESO 323-G77 observed as part of HST programme 5479.
<table>
<thead>
<tr>
<th>Date</th>
<th>UT</th>
<th>Stations</th>
<th>Proj BL (m)</th>
<th>PA (deg)</th>
<th>Calibrator</th>
<th>Comment</th>
<th>Programme</th>
<th>Note</th>
<th>No. Files</th>
</tr>
</thead>
<tbody>
<tr>
<td>2009 May 08</td>
<td>01:04:03</td>
<td>UT3/UT4</td>
<td>56.8</td>
<td>94.4</td>
<td>HD112213</td>
<td></td>
<td>083.B-0452</td>
<td>a</td>
<td>2</td>
</tr>
<tr>
<td>2009 May 10</td>
<td>03:12:36</td>
<td>UT1/UT2</td>
<td>54.1</td>
<td>30.5</td>
<td>HD112213</td>
<td></td>
<td>083.B-0452</td>
<td>a</td>
<td>2</td>
</tr>
<tr>
<td>2009 May 10</td>
<td>04:15:43</td>
<td>UT1/UT2</td>
<td>51.8</td>
<td>37.1</td>
<td>HD112213</td>
<td></td>
<td>083.B-0452</td>
<td>a</td>
<td>2</td>
</tr>
<tr>
<td>2009 May 11</td>
<td>04:07:36</td>
<td>UT1/UT4</td>
<td>118.4</td>
<td>75.0</td>
<td>HD112213</td>
<td></td>
<td>083.B-0452</td>
<td>a</td>
<td>1</td>
</tr>
<tr>
<td>2009 May 12</td>
<td>00:10:57</td>
<td>UT1/UT4</td>
<td>126.9</td>
<td>36.9</td>
<td>HD112213</td>
<td></td>
<td>083.B-0452</td>
<td>a</td>
<td>2</td>
</tr>
<tr>
<td>2010 Mar 01</td>
<td>03:15:11</td>
<td>UT1/UT2</td>
<td>56.3</td>
<td>353.2</td>
<td>HD112213</td>
<td></td>
<td>084.B-0366</td>
<td>b</td>
<td>2</td>
</tr>
<tr>
<td>2010 Mar 02</td>
<td>04:43:06</td>
<td>UT1/UT3</td>
<td>102.4</td>
<td>11.6</td>
<td>HD112213</td>
<td></td>
<td>084.B-0366</td>
<td>b</td>
<td>2</td>
</tr>
<tr>
<td>2010 Mar 02</td>
<td>06:00:16</td>
<td>UT1/UT3</td>
<td>101.8</td>
<td>23.5</td>
<td>HD112213</td>
<td></td>
<td>084.B-0366</td>
<td>b</td>
<td>2</td>
</tr>
<tr>
<td>2010 Mar 02</td>
<td>07:50:55</td>
<td>UT1/UT3</td>
<td>97.3</td>
<td>38.5</td>
<td>HD112213</td>
<td>Poor fringe tracking</td>
<td>084.B-0366</td>
<td>b</td>
<td>1</td>
</tr>
<tr>
<td>2011 Apr 15</td>
<td>05:02:59</td>
<td>UT2/UT3</td>
<td>44.5</td>
<td>47.7</td>
<td>HD100407</td>
<td></td>
<td>087.B-0401</td>
<td>b</td>
<td>2</td>
</tr>
<tr>
<td>2014 Mar 16</td>
<td>06:23:41</td>
<td>UT1/UT3</td>
<td>99.5</td>
<td>34.0</td>
<td>HD112213</td>
<td></td>
<td>092.B-0718</td>
<td>b</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 4.1: Table of MIDI observations of ESO 323-G77. (a) Data previously used in Kishimoto et al. (2011b), Burtscher et al. (2013), and López-Gonzaga et al. (2016); (b) Unpublished data.
4.2.2 Interferometric data reduction

The MIDI observations were reduced in accordance with Chapter 3; further analysis of the data was performed using PYTHON 2.7 with the ASTROPY, EMCEE, and OIFITS libraries (Astropy Collaboration et al., 2013; Foreman-Mackey et al., 2013). All observations from previous works were re-reduced in order to obtain a homogeneous data set. The fitted mask widths used increase from 5.0 ± 0.35 pixels (0.42") at 8 µm to 7.7 ± 0.8 pixels (0.65") at 13 µm.

There were 25 attempted fringe tracks on ESO 323-G77 with MIDI in total. One of these had an insufficient signal for fringe tracking due to high wind (see Table 4.1), three on 2009 March 09 have insufficient signal to noise because the fringes could not be tracked properly, and two on 2014 March 16 are non-detections due to extreme atmospheric dust. The remaining 19 observations were sorted into 30 minute groups, combined, and reduced in accordance with López-Gonzaga et al. (2016). I hence obtained 10 independent measurements of $F_{\text{corr}}(\lambda)$, as listed in Table 4.1 and shown in Figure 4.2.

By default, the calibrator observed closest in time to the science target was used for the calibration. The SF was used for all observations and its value for the time difference between the science object and its calibrator was added in quadrature to the statistical error provided by EWS. For each night, the SF showed a clear structure consistent with non-random variation, most likely due to variations of the observing conditions.

The uncertainties of the MIDI single-dish spectra were too large to make them usable. Instead, I used the total flux spectrum from Hönig et al. (2010) obtained with VISIR, $F_{\text{VISIR}}(\lambda)$, to calculate.

**Figure 4.2:** The $uv$ coverage for ESO 323-G77. The individual points are colour coded according to their correlated flux in the 11.8 µm bin, $F_{\text{corr}}(11.8 \mu m)$. 

Figure 4.3: The highest and lowest correlated fluxes measured by MIDI. The VISIR spectrum is also shown for comparison.

the visibility using: $V(\lambda) = \frac{F_{\text{corr}}(\lambda)}{F_{\text{VISIR}}(\lambda)}$. Because the VISIR spectrum was extracted by fitting a Gaussian to the PSF with FWHM = 0.4'' at 12\(\mu\)m, the extraction window is similar to the mask used for MIDI, and hence aperture effects should be minimal, considering that the source is essentially unresolved in the mid-IR (see Section 4.3.1). The VISIR spectrophotometry, as well as the highest and lowest $F_{\text{corr}}(\lambda)$ values, are plotted in Figure 4.3. I compared the re-reduced data to that of Burtscher et al. (2013) and found that the resulting $F_{\text{corr}}(\lambda)$ values are in agreement within errors.

4.2.3 VISIR data

The following section on VISIR data was adapted from Leftley et al. (2018). The context is needed to understand this work so I have included it here. The reduction was performed by Dr. Daniel Asmus.

ESO 323-G77 was observed with the upgraded VISIR as part of programme 095.B-0376 to study mid-IR flux changes in the last 6 years since its previous spectrophotometry with VISIR (Hönig et al., 2010; Asmus et al., 2014). The observations were carried out in standard imaging mode in the PAH1 (8.6\(\mu\)m) and PAH2_2 (11.88\(\mu\)m) filters with perpendicular nodding and a chop/nod throw of 8''. In total, four epochs were obtained with each filter in service mode between 2015 August and 2016 February with on-source exposure times of 7 and 10 minutes, respectively (see Table 4.2). For flux calibration and point spread function (PSF) reference purposes, the science observations were preceded and followed by a mid-IR standard star from the catalogue from Cohen et al. (1999).
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4.2.4 Finding the system axis

The system axis in this thesis is the polar axis, i.e. the axis that is perpendicular to the accretion disk, implied by the optical polarisation and the NLR. Mulchaey et al. (1996) presented spatially extended [O III] emission from the NLR of ESO 323-G77. However, in Type 1 Seyfert galaxies the central, unresolved, [O III] emission often drowns out the more extended, lower surface-brightness, NLR emission resulting in poorly constrained extensions. Thus, the authors only note a North–South extension. New data from the S7 survey reveals the [O III] emission in lower spatial resolution but with higher signal to noise (Thomas et al., 2017). The prereduced data products are available at https://datacentral.aao.gov.au/asvo/surveys/s7/. I used the line fitting program KUBEVIZ (Fossati et al., 2016) to perform a single Gaussian and continuum fit to the 500.7 nm and 495.9 nm [O III] lines. The 500.7 nm component is shown in Figure 4.4 with the system axis overplotted. Polarised emission in AGN arises from either an equatorial scattering medium on the scale of the BLR inside the putative torus, or the polar region co-spatial with the innermost NLR. Schmid et al. (2003) measured a polarisation angle of the optical emission of 84° ± 2°, this is reaffirmed with near-IR polarisation measurements from Batcheldor et al.
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Date Filter $\lambda(\mu m)$ Flux (mJy) Error (mJy)

<table>
<thead>
<tr>
<th>Date</th>
<th>Filter</th>
<th>$\lambda(\mu m)$</th>
<th>Flux (mJy)</th>
<th>Error (mJy)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2009 May 10</td>
<td>ARIII</td>
<td>8.99</td>
<td>300.9</td>
<td>31.6</td>
</tr>
<tr>
<td>2010 Mar 10</td>
<td>PAH1</td>
<td>8.59</td>
<td>275.2</td>
<td>31.6</td>
</tr>
<tr>
<td>2015 Aug 03\textsuperscript{a}</td>
<td>PAH1</td>
<td>8.59</td>
<td>315</td>
<td>54.2</td>
</tr>
<tr>
<td>2016 Jan 15</td>
<td>PAH1</td>
<td>8.59</td>
<td>369.1</td>
<td>38.1</td>
</tr>
<tr>
<td>2016 Feb 16</td>
<td>PAH1</td>
<td>8.59</td>
<td>340.5</td>
<td>34.5</td>
</tr>
<tr>
<td>2016 Feb 28</td>
<td>PAH1</td>
<td>8.59</td>
<td>359.9</td>
<td>36.6</td>
</tr>
<tr>
<td>2009 May 10</td>
<td>PAH2_2</td>
<td>11.88</td>
<td>383.4</td>
<td>40.7</td>
</tr>
<tr>
<td>2010 Mar 10</td>
<td>PAH2_2</td>
<td>11.88</td>
<td>378.7</td>
<td>40.3</td>
</tr>
<tr>
<td>2015 Aug 03\textsuperscript{a}</td>
<td>PAH2_2</td>
<td>11.88</td>
<td>695</td>
<td>374</td>
</tr>
<tr>
<td>2016 Jan 15</td>
<td>PAH2_2</td>
<td>11.88</td>
<td>440.0</td>
<td>44.7</td>
</tr>
<tr>
<td>2016 Feb 16</td>
<td>PAH2_2</td>
<td>11.88</td>
<td>473.4</td>
<td>54.4</td>
</tr>
<tr>
<td>2016 Feb 28</td>
<td>PAH2_2</td>
<td>11.88</td>
<td>449.2</td>
<td>45.5</td>
</tr>
</tbody>
</table>

TABLE 4.2: VISIR photometry of ESO 323-G77. \textsuperscript{a} Large uncertainties due to strong background variations from clouds.

(2011). Smith et al. (2004) reports that the polarisation in ESO 323-G77 is dominated by scattering in the polar region. Therefore, the system axis is expected at an angle of approximately 174° ± 2° in agreement with the polar axis inferred from the NLR.

4.3 Results

4.3.1 Morphology and variability from single-dish observations

The previous subarcsecond resolution mid-IR images of ESO 323-G77 from Asmus et al. (2016) indicate that the nucleus may be marginally extended in comparison to the PSF as measured from consecutively observed standard stars with major and minor axis FWHMs of 0.40" and 0.38" at 12 $\mu$m. The PA of the major axis is, on average, 95° but with a significant scatter of 27°, so that any elongation remains uncertain. The new data shows the same morphology at 12 $\mu$m, while being consistent with an unresolved nucleus at 8.6 $\mu$m. The variations in the PSF, as measured from the standard stars before and after, are too large to draw any firmer conclusion on the nuclear mid-IR morphology. Even the average combined PAH1 and PAH2\_2 images, with total exposure times of 30 and 40 minutes, respectively, do not reveal any further, faint structures.

Furthermore, the VISIR imaging from Asmus et al. (2014), obtained contemporaneous with the 2009 and 2010 MIDI observations, does not reveal any significant flux changes. From the new measurements obtained between 2015 April and 2016 February, average flux densities of $346 \pm 21$mJy and $514 \pm 96$mJy were derived for the total nuclear emission, in PAH2\_2 and PAH1 respectively, for all epochs combined. There is no sign of evolution during the seven months the observations were obtained. However, these values are 20% higher than the values measured in 2009/2010. Therefore, it is likely that the intrinsic flux of the AGN increased over the last 5–6 years. Because I use a common VISIR spectrum to find $V(\lambda)$, this could cause $V(\lambda)$ to be overestimated in observations after 2010, especially effecting the 2014 observation.
I therefore compared the 2014 MIDI observation to the two close UT1/UT3 observations from 2010. $F_{\text{corr}}(\lambda)$ is lower for the 2014 observation than the two 2010 observations, which would not be expected if it were effected by an increase in flux. Furthermore, I compared observations of the same PA with different baseline lengths. Again, the 2014 measurement lies below a Gaussian interpolation of the measurements from 2010. I therefore conclude that the increase in $F_{\text{tot}}(\lambda)$ did not lead to a measurable increase of $F_{\text{corr}}(\lambda)$ and hence does not significantly impact my results.

### 4.3.2 Interferometric observations

As mentioned in Section 3.1, EWS provides wavelength differential phases, with the absolute phase information being destroyed by the atmosphere. However, the differential phase spectrum for every observation is flat, at 0°, within 1σ errors. No discernible phase implies that there is no image centre shift in the wavelength range observed. Therefore, I did not include phase information in the fitting beyond making the model’s centre invariant in location and the model centrosymmetric.

#### 4.3.2.1 Dust morphology from interferometric observations

As an initial check for structure, I plot $V(\lambda)$ against baseline length in Figure 4.5. $V(11.8\mu m)$ never falls below 0.6, which makes the source approximately 60% unresolved. An interesting feature of Figure 4.5 is an apparent levelling off of $V(\lambda)$ for BL > 80 m. The level feature could be interpreted as the source having two distinct components, one of which is partially resolved and the second unresolved and responsible for more than 60% of the flux. The unresolved component must be on a scale smaller than ~5mas.

To check for any angular dependence, I binned the observations, by PA, into three bins of 60° (Figure 4.5). When considering each bin separately, a clear decrease with baseline length in the green and blue bins can be seen. The remaining red bin contains only one observation; therefore, the decrease for this bin cannot be seen directly. However, it has a visibility of 1 at a baseline length of 0−8.2 m, from the VISIR single dish imaging, and I make the assumption that the unresolved component does not show any noticeable angular dependence. I assigned each bin a Gaussian and a constant to show the baseline dependent change. All the constants were set to be the same at 0.65. In Figure 4.5 it can be seen that the source is more resolved in the 120°−180° bin and less resolved in the 60°−120° bin.

With evidence of angular structure, I performed a clearer, model independent, test for angle dependent structure by calculating the 66% light radius ($r_{0.66}$) for the 11.8μm data shown in Figure 4.5. I chose 66% of the flux to match the flux value of the singular red point. I separated the observations into four bins at 26°, 41°, 85°, and 174° with 4, 3, 2, and 1 observations in each bin respectively. I then fit a straight line to each bin, except for the 174° bin, which corresponds
to the lone red point in Figure 4.5, and interpolated each of the other bins to the visibility value of the red point, $V = 0.66$. The interpolation provides the baseline length at which each bin has a visibility value of 0.66. I convert the baseline length to RA and DEC, using $r_{0.66} = \frac{BL}{\lambda}$, and derive errors for the fitted bins using a Monte Carlo method. The result is the 66% light radius, which is the angular size at which 66% of the flux is contained. To the 66% light radius, I fit an ellipse. The result is plotted in Figure 4.6 with a PA of 166° and an axis ratio of 3.1.

### 4.4 Modelling

#### 4.4.1 Geometric model

Due to the low $uv$ coverage and the lack of absolute phase information, it is impossible to reconstruct an image from the data; instead, I have to fit a model. To obtain a first understanding for the geometry of the warm dust in ESO 323-G77, I fit a two component model to the visibility data, similar to the one described in López-Gonzaga et al. (2016). In the geometric model, the unresolved component is represented by a 2D radially symmetric Gaussian with an FWHM of the dust sublimation radius of ESO 323-G77 given in Kishimoto et al. (2011b). The second Gaussian is an elongated 2D Gaussian. The model was analytically converted to Fourier space to produce the final model for fitting. The analytical description of the visibility is given by:

$$V(u, v, \lambda, \Theta, \epsilon) = (1 - p_j)F_1(u, v, \lambda, \Theta, \epsilon) + p_jF_2(u, v, \lambda), \quad (4.1)$$

Figure 4.5: $V(11.8 \mu m)$ observations binned into three groups based on PA and fitted with a Gaussian and a constant. The singular red point was given the same constant as the other two fits.
Figure 4.6: False colour image of the geometric model. The blue, green, and red channels are the average geometric model fits for 8.6 $\mu$m and 9 $\mu$m, 10.2 $\mu$m, and 10.6 $\mu$m, and 11.8 $\mu$m and 12.2 $\mu$m respectively. Each channel is plotted individually below the main panel. The models fluxes are plotted with logarithmic colour scaling. Overplotted is the 66\% light radius at 11.8 $\mu$m for four different position angles, fitted with an ellipse (dashed line). Also indicated is the mean position angle of the major axis of the geometrical model and its uncertainty in red (c.f. Figure 4.7 and 4.8) and the system axis in blue.
where

\[ F_1(u, v, \lambda, \Theta_y, \epsilon) = \exp \left[ -\left( \frac{C \Theta_y}{\lambda} \right)^2 \left( \frac{u'^2 + v'^2}{\epsilon^2} \right) \right], \]

\[ F_2(u, v, \lambda) = \exp \left[ -\left( \frac{C \Theta_s}{\lambda} \right)^2 \left( u'^2 + v'^2 \right) \right], \tag{4.2} \]

and

\[ C = \frac{\pi^2}{1.296 \cdot 10^9 \cdot \sqrt{\ln 2}}, \]

\[ v' = u \sin \theta + v \cos \theta, \]

\[ u' = u \cos \theta - v \sin \theta, \tag{4.3} \]

where \( \Theta_y \) is the FWHM value of the major axis of the elongated Gaussian in mas, \( \epsilon \) is the major to minor axis ratio of the elongated Gaussian, \( \Theta_s \) is the expected sublimation radius in mas, \( \lambda \) is the wavelength, and \( p_f \) is the unresolved fraction. The constant \( C \) comes from the conversion of degrees to mas and the conversion from \( \sigma \) to FWHM with an extra factor of \( \pi \) originating from the Fourier transform.

The \( V(\lambda) \) measurements were separated into bins by wavelength with a width of 0.4 \( \mu \)m and fitted independently of each other. Fitting multiple wavelengths had the advantage of being able to test the models dependence on \( \lambda \).

### 4.4.1.1 MCMC Bayesian modelling

The MCMC (Markov Chain Monte Carlo) method of model fitting is used in Chapter 4, 5, and 6 of this work. Here I will give a general overview of MCMC fitting and I will leave any specifics to the chapters in which it is used. EMCEE is a python implementation of Goodman & Weare’s Affine Invariant MCMC Ensemble sampler (Goodman and Weare, 2010).

In a general MCMC, you have a collection of walkers. Each of these walkers can be likened to an individual realisation of a standard fitting routine. In a general fitting routine a sample is obtained at a location in parameter space. The goodness of fit for the sample is evaluated and the routine bases where to take the next sample from the previous. Eventually, repetitive sampling leads the routine to the best fitting set of parameters. The given explanation is a gross oversimplification of a fitting routine but it is the basis of how a walker works.

In the Metropolis-Hastings case, which is not used in this work but is a common MCMC implementation in astronomy, a walker initially samples its position in parameter space. It then proposes a new location based on a random probability I will call the movement probability, commonly a normal distribution with a given width centred on the walker. The proposed location is then sampled. The walker is then given a probability of accepting the proposed location
based on the evaluation of the two locations and movement probability for the size of the step
needed. If the proposal is accepted the process is repeated at that point, if it is not then the
process is repeated from the previous point. The process is done for every walker for a given
number of iterations. The difference between the Metropolis-Hastings method and the Goodman
& Weare’s affine invariant method is that the movement probability is based on the position of
the other walkers instead of itself. A walker at position $X_1$ makes a move by randomly selecting
another walker from the ensemble with a position $X_2$. The location it then proposes ($X_p$) is given
by:

$$X_p = X_2 + Z(X_1 - X_2),$$ (4.4)

where $Z$ is a scaling variable (Goodman and Weare, 2010). $Z$ is picked from the distribution
$g(z)=z^{-0.5}$ for $z$ between 1/2 and 2. The location is then accepted or refused based on the evalu-
ation of the two locations and $Z$.

How I evaluate the drawn parameter samples is where the Bayesian component of the fitting
comes in. For a sample, I calculate the posterior probability. The posterior is defined by Bayes
theorem:

$$p(\alpha|\text{data}) = \frac{p(\text{data}|\alpha) \times p(\alpha)}{p(\text{data})},$$ (4.5)

where $\alpha$ is the model parameters, $p(\alpha|\text{data})$ is the posterior distribution, $p(\text{data}|\alpha)$ is the likeli-
hood function, and $p(\alpha)$ is the prior distribution. The notation here is such that the probability of
A occurring given B is denoted by $p(A|B)$. Therefore, the posterior is the probability of a model
given the data and by maximising this, the most likely model for the data is found. The denom-
inator can be difficult to evaluate, it is defined as the probability of obtaining the sample of data
for every possible model. It is essentially a normalisation that does not depend on $\alpha$. The shape
of the posterior distribution is held in the numerator. Since I am not attempting to calculate the
absolute probability value, just the parameter combination for which it is maximised, I do not
need the denominator. I only require the likelihood and the prior.

$$p(\alpha|\text{data}) \propto p(\text{data}|\alpha) \times p(\alpha),$$ (4.6)

The likelihood is the probability of generating the data given that the model has the parameters $\alpha$.
To find a good descriptor for the likelihood, I invoke the central limit theorem. There are many
hidden factors between a source and determining the visibility or phase (atmosphere, imperfect
optics, detector noise, etc.) so the central limit theorem says that the probability distribution
will tend to Gaussian. Therefore, I use a normal distribution for my likelihood. Furthermore, I
assume that the variance in the data is underestimated in the errors by a fractional amount $f$. It
is easier to evaluate the likelihood in log space programmatically so the In likelihood is:

$$\ln p(\text{data}|\alpha) = -0.5 \sum_{n}^{N} \left[ \frac{(y(x_n) - \text{model}(x_n, \alpha))^2}{\sigma_n^2 + f^2 \text{model}(x_n, \alpha)^2} + \ln \left( 2\pi \left( \sigma_n^2 + f^2 \text{model}(x_n, \alpha)^2 \right) \right) \right],$$ (4.7)
for a set of data of length N with values y and positions x. The variance is denoted by $\sigma$.

Finally, I need a prior. The prior is the knowledge you have of a system. A true prior requires you to have information about the system with which to predict the probability that a combination of parameters $\alpha$ exists. I cannot predict the prior for my systems without introducing personal bias. Therefore, because of my ignorance of the true distribution of parameters I make an uninformative prior. A flat prior is essentially a top hat function over the possible parameter space. The probability is non-zero, flat and sums to one over the possible range and is zero where it is not possible. There is still some bias introduced when deciding what is possible, however, it can be assumed that, say, an object in an image cannot be smaller than the resolution for example without losing information about the system. Any value smaller than the resolution would have to be treated as an upper limit to the size at the resolution regardless of the fit derived uncertainty.

With the prior and likelihood, I can perform the MCMC analysis. Each walker samples the posterior probability distribution and, once it reaches the maxima, will still vary around the peak. The variation is dictated by the uncertainty in the result as set by the provided information. By taking the median of all the samples of all the walkers after they settle around an answer, I can find the most likely set of parameters. By taking the 16th and 84th quantiles of the distribution of samples for each parameter, I get the $\pm \sigma$ errors assuming the distribution is Gaussian.

The MCMC method may seem like a lot of trouble, but in a sparse data system with possible hidden error it has some advantages. The MCMC method can reduce the bias effect from the under-sampled directions in the $uv$ plane. It also has the advantage of providing probability distributions for all fitted parameters, listed in Table 4.3, from the distribution of the samples measured by the walkers. However, it is important to note that using MCMC Bayesian fitting does not necessarily make the fit reliable, the fitting still has to be adequately tested.

### 4.4.2 Influence of the $uv$ plane

To ensure any results produced were uninfluenced by the positions of the $uv$ points, I input a wide range of test data. I employed the same method of mock data creation as that in López-Gonzaga et al. (2016). The test data was produced by using the same model as was fitted to the data. I used the $uv$ position values from the real data and assigned each a mock visibility from a mock model. Each $uv$ point was then randomly offset by Gaussian noise derived from the real error of the original it represented. I then fitted the set of mock data and compared the resulting parameters to the input parameters to test the reliability of the recovered PA, not the viability of the model itself. To make sure there were no degeneracies in the fitting due to poor $uv$ coverage, all parameter combinations were tested, removing any degenerate pairings. Taking into account the fit result from Burtscher et al. (2013) and López-Gonzaga et al. (2016), I chose the following parameter space:

$$0.0 \leq p_f \leq 0.9 \text{ in steps of 0.1}$$
Figure 4.7: Probability with which an object with position angle, PA, of $PA_{in}$ is modelled with a PA between 146° and 169°. This gives the uncertainty of the fitted PA of ESO 323-G77 at the 68% and 95% confidence intervals as 12° and 24° respectively. This does not include objects with an axis ratio, $\epsilon$, of 1.

$1.0 \leq \epsilon \leq 4.0$ in steps of 1.0

$11.7 \leq \Theta_{y} \leq 49.0$ in steps of 9.3

$0^\circ.0 \leq PA \leq 157^\circ.5$ in steps of 22°.5

The test was repeated five times, giving 6300 results; the result for PA is plotted in Figure 4.7. This plot shows the probability that a source with a PA of $PA_{in}$ would be fit by a PA of 157.5° given the distribution of the $uv$ plane. If the observations are fitted with a smaller error in PA than recovered with this method, the true uncertainty would still be the one given by this test due to the influence of the $uv$ plane distribution. From the test, I derive an uncertainty for the recovered PA of 12° for 68% confidence and 24° for 95% confidence. I conclude that with the new measurements since 2010 the $uv$ coverage is now sufficient to constrain any elongation.

4.4.3 Geometric modelling results

The results of the MCMC Bayesian fitting of the interferometric data at each wavelength can be found in Table 4.3. The detailed fit results can be found in Figures A.1–A.13 in the Appendix. I find that the fits at longer wavelength, $\lambda > 10\mu m$, are well constrained. At shorter wavelengths, I find that the UT3/UT4 observation dominates, making the fit less constrained.

I plot the model parameters as a function of wavelength in Figures 4.8–4.11, as well as the weighted average or a linear fit to the wavelength dependency. The weights are $1/\sigma_{err}^2$. This does not account for correlated noise which is present between the fits. The correlated noise comes...
from the visibility which has a common statistical error contribution at every wavelength. Any averaged results given in the text are produced without weighting and the errors are determined from the scatter in the results or from Figure 4.7 in the case of PA.

In Figure 4.8, it can be seen that the PA is fairly well constrained. I find that the PA has an average value of $155^\circ \pm 12^\circ$. Figure 4.8 shows hints of a steady decrease in PA with increasing wavelength; however, there is no statistically significant correlation found, using the Spearman rank, with a $p$ value of $0.45 \pm 0.3$. At the same time, in Figure 4.9 I find that the unresolved source fraction increases from 62% to 79% for shorter wavelengths. I interpret the increase as greater influence from the hot component at shorter wavelengths. I also find that the major axis is well defined above 10 $\mu$m with $\Theta_y = 26.6$ mas at 10 $\mu$m. The major axis increases with wavelength to $\Theta_y = 32.4$ mas at 13.0 $\mu$m (Figure 4.10). Because the longer wavelengths probe cooler dust, I see the major axis increase as evidence for the dust being heated by the central engine. I find $\epsilon(\lambda) = 2.9 \pm 0.3$, without any dependency on wavelength which suggests that the geometry does not change significantly with wavelength, only the total size changes. To highlight any change in geometry with wavelength, I plot an RGB image of the geometric model results in Figure 4.6 together with the 66% light radius. Each channel in the image represents the average of two of the model results: the blue represents the average of the 8.6 $\mu$m and 9 $\mu$m results; the green represents the average of the 10.2 $\mu$m and 10.6 $\mu$m results; and the red represents the average of the 11.8 $\mu$m and 12.2 $\mu$m results. Each channel is convolved with the maximum angular resolution at that wavelength. The two component structure with the strongly elongated extended component can be clearly seen. The above mentioned increase in size of the extended component with wavelength can also be seen: the emission starts bluer in the centre and becomes redder toward the edges of the extended component.
Figure 4.9: Unresolved source fraction, \( p_f \), of the geometric model for each wavelength bin. The orange line is the weighted line of best fit.

Figure 4.10: Major axis FWHM, \( \Theta_y \), of the geometric model for each wavelength bin. The orange line is the weighted line of best fit.
Figure 4.11: Axis ratio, $\epsilon$, of the geometric model for each wavelength bin. The orange line is the weighted average.

Figure 4.12 shows the interferometric data at 11.8 $\mu$m as a function of baseline length, similar to Figure 4.5, with the geometric model overplotted. The plot suggests that the PA is not constrained solely by the single visibility measurement at $BL = 56.3$ m and $PA = 353.2$° which has a lower visibility than other points at similar baseline lengths (red point in Figure 4.5). To further check the 56.3 m influence, I re-fitted the 11.8 $\mu$m data without this observation. I recovered the PA as $158^{+17}_{-9}$°, the unresolved fraction as $0.63^{+0.03}_{-0.04}$, $\epsilon$ as $2.2^{+1.2}_{-0.7}$, and a $\Theta_y$ of $27.8^{+0.6}_{-0.3}$ mas. The result is within errors of the original fit but with greater uncertainty. From the result, I can say the point helped to constrain the model result but is not solely responsible for it. The most sensitive result of the change is the PA. Each observation at the ~55 meter baseline length constrains the direction of the extension. The errors in Figure 4.8 only include the uncertainties found by MCMC fitting and do not include the uncertainty found from the influence of the $uv$ plane.

4.4.4 CAT3D-WIND radiative transfer modelling

Radiative transfer models have been used to explain the IR SEDs of AGN by simulating the reprocessed dust emission for a given distribution of dust. Models have previously used the dusty torus to successfully explain the SEDs of Seyfert AGN (Hönig et al., 2010). However, SED fitting provides zeroth order information about the geometry and not information about the true dust distribution. This changed in Hönig and Kishimoto (2017). Instead of just SED fitting, they used the polar dust wind radiative transfer model, $CAT3D\text{-}WIND$, and the clumpy dust torus model, $CAT3D$, to simultaneously fit mid-IR interferometry and IR SED of NGC 3783. In the $CAT3D\text{-}WIND$ model the dust clumps are arranged in a thin disk and a hollow bi-cone, as seen
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The extinction correction of the VISIR fluxes were presented by Asmus et al. (2014) while the Spitzer VLT/ISAAC fluxes have been extracted from archival ESO data models. The observed IR SED in comparison to model SEDs is shown in Figure 4.13. WIND was used to find acceptable fits to the SED from the suite of approximately 132,000 CAT3D-WIND parameter values. First, the high-resolution IR photometry and spectroscopy of ESO 323-G77 is based off of.

The same strategy as Höning and Kishimoto (2017) was incorporated to model the interferometry of ESO 323-G77. First, the high-resolution IR photometry and spectroscopy of ESO 323-G77 was used to find acceptable fits to the SED from the suite of approximately 132,000 CAT3D-WIND models. The observed IR SED in comparison to model SEDs is shown in Figure 4.13.

Table 4.3: Results of model fitting for each wavelength bin. \( p_f \) is the unresolved source fraction, \( \epsilon \) is the ratio of the major axis to minor axis, \( \Theta_e \) is the major axis FWHM, \( \theta \) is the angle from north to east of the \( \Theta_e \) component of the Gaussian and \( f \) is the fractional amount for which the variance is underestimated by the likelihood function if the errors were assumed correct (Foreman-Mackey et al., 2013).

<table>
<thead>
<tr>
<th>Wavelength (( \mu m ))</th>
<th>( p_f )</th>
<th>( \epsilon )</th>
<th>( \Theta_e ) (mas)</th>
<th>( \theta ) (deg)</th>
<th>( \ln(f) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.2</td>
<td>0.790^{+0.03}_{-0.04}</td>
<td>3.08^{+0.27}_{-0.24}</td>
<td>30.9^{+0.2}_{-0.12}</td>
<td>170^{+30}_{-47}</td>
<td>-8.93^{+4.1}_{-3.7}</td>
</tr>
<tr>
<td>8.6</td>
<td>0.74^{+0.03}_{-0.04}</td>
<td>3.31^{+0.05}_{-0.01}</td>
<td>25.9^{+0.3}_{-5.3}</td>
<td>160^{+19}_{-13}</td>
<td>-9.84^{+3.7}_{-4.3}</td>
</tr>
<tr>
<td>9</td>
<td>0.76^{+0.03}_{-0.04}</td>
<td>3.03^{+0.11}_{-0.14}</td>
<td>26.2^{+0.14}_{-5.1}</td>
<td>150^{+18}_{-14}</td>
<td>-9.2^{+4.1}_{-3.9}</td>
</tr>
<tr>
<td>9.4</td>
<td>0.77^{+0.05}_{-0.07}</td>
<td>3.01^{+0.34}_{-1.27}</td>
<td>22.3^{+2.4}_{-6.9}</td>
<td>182^{+30}_{-27}</td>
<td>-10.8^{+3.1}_{-3.4}</td>
</tr>
<tr>
<td>9.8</td>
<td>0.75^{+0.04}_{-0.06}</td>
<td>3.09^{+0.25}_{-1.23}</td>
<td>28.7^{+2.4}_{-10.6}</td>
<td>155^{+32}_{-33}</td>
<td>-9.3^{+3.9}_{-3.9}</td>
</tr>
<tr>
<td>10.2</td>
<td>0.7^{+0.03}_{-0.04}</td>
<td>2.83^{+0.15}_{-0.15}</td>
<td>26.6^{+7.1}_{-1.6}</td>
<td>155^{+13}_{-8}</td>
<td>-10.5^{+4.7}_{-3.4}</td>
</tr>
<tr>
<td>10.6</td>
<td>0.67^{+0.03}_{-0.04}</td>
<td>3.01^{+0.12}_{-0.14}</td>
<td>26.8^{+3.1}_{-8.5}</td>
<td>160^{+14}_{-14}</td>
<td>-10.8^{+4.6}_{-5.2}</td>
</tr>
<tr>
<td>11</td>
<td>0.67^{+0.03}_{-0.04}</td>
<td>2.39^{+0.31}_{-0.8}</td>
<td>31.1^{+0.6}_{-1.6}</td>
<td>152^{+12}_{-12}</td>
<td>-9.3^{+4.9}_{-3.9}</td>
</tr>
<tr>
<td>11.4</td>
<td>0.67^{+0.03}_{-0.04}</td>
<td>2.63^{+0.13}_{-0.88}</td>
<td>32.6^{+2.1}_{-1.3}</td>
<td>154^{+14}_{-11}</td>
<td>-9.6^{+4.2}_{-3.7}</td>
</tr>
<tr>
<td>11.8</td>
<td>0.63^{+0.03}_{-0.04}</td>
<td>2.65^{+0.2}_{-0.76}</td>
<td>30.9^{+8.1}_{-6.4}</td>
<td>155^{+17}_{-16}</td>
<td>-10.6^{+4.3}_{-3.3}</td>
</tr>
<tr>
<td>12.2</td>
<td>0.63^{+0.03}_{-0.04}</td>
<td>2.85^{+0.26}_{-0.91}</td>
<td>36.4^{+8.3}_{-15}</td>
<td>149^{+8}_{-8}</td>
<td>-9.2^{+4.7}_{-3.7}</td>
</tr>
<tr>
<td>12.6</td>
<td>0.63^{+0.03}_{-0.04}</td>
<td>2.14^{+0.45}_{-0.8}</td>
<td>45^{+6.5}_{-12.9}</td>
<td>140^{+22}_{-21}</td>
<td>-9.6^{+4.3}_{-3.7}</td>
</tr>
<tr>
<td>13</td>
<td>0.62^{+0.04}_{-0.06}</td>
<td>3.2^{+0.10}_{-0.99}</td>
<td>28.9^{+1.5}_{-8.5}</td>
<td>170^{+19}_{-13}</td>
<td>-10^{+3.6}_{-3.6}</td>
</tr>
</tbody>
</table>

Table 4.4: Results of the best fit CAT3D-WIND model. \( N_0 \) is the average number of clouds in the line of sight in the equatorial region, \( a_d \) is the radial power-law index for the disk \( \alpha r^{\alpha_d} \), where \( r \) is in units of the sublimation radius, \( a_w \) is the radial power-law index of the dust clouds in the polar wind, \( h \) is a unitless disk height scaling factor, \( \theta_w \) is the opening angle of the polar wind, \( \theta_p \) is the angular width of the polar wind, \( f_{wd} \) is the wind to disk ratio, and \( \text{inc} \) is the inclination.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>( N_0 )</th>
<th>( a_d )</th>
<th>( a_w )</th>
<th>( h )</th>
<th>( \theta_w )</th>
<th>( \theta_p )</th>
<th>( f_{wd} )</th>
<th>( \text{inc} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>5</td>
<td>-3</td>
<td>-1</td>
<td>0.1</td>
<td>30°</td>
<td>10°</td>
<td>0.6</td>
<td>60°</td>
</tr>
</tbody>
</table>
FIGURE 4.12: The V(11.8 \mu m) of each observation against its baseline. The data points are coloured by PA from the Gaussian major axis of the geometric model in real space. The fitted geometric model is overplotted for different PAs. The value at 0 m base length is the VISIR observation at 11.8 ± 0.2 \mu m and its errors are a systematic offset for all the uv points.

to a $\chi^2$ distribution. The SEDs strongly prefer compact disk emission ($a_d = -2.5 \cdots -3$) with a more extended wind component ($-0.5 \leq a_w \leq -1.5$). The scale height, $h$, of the disk is relatively small, with three-quarter of all models preferring $h = 0.1$ and the remainder $h = 0.2$. Based on the SED alone, the mean number of clouds, $N_0$, along the line of sight is favoured as being $N_0 = 5$, with only half as many obscuring the AGN when grazing the hollow cone, i.e. $0.25 < f_{wd} < 0.75$. $N_0$ is expected to be between 1 and 10 in most AGN because when a cloud model is physically motivated a single cloud has a size and density that equates to a column density of $10^{22} - 10^{23} \text{cm}^{-2}$ (e.g. Krolik and Begelman, 1988; Vollmer and Beckert, 2002; Beckert and Duschl, 2004). Considering typical column densities seen in AGN, the order of cloud along the equatorial line of sight comes out as approximately $N_0 \sim 10$. Inclinations of the accepted CAT3D-WIND models range from $0^\circ$ to $60^\circ$ with a preference for lower inclinations. Finally, the opening angle of the cone is $\theta_w = 30^\circ$ in about 80% of all acceptable models with the remaining at $\theta_w = 45^\circ$. The width of the hollow cone is unconstrained by the SEDs.

Before beginning the computationally expensive task of simulating 3D radiative transfer models, it is prudent to exclude any model which cannot produce good fits for the interferometric data. ESO 323-G77 is highly polar extended, therefore, low inclination models can be excluded because they do not show the required strong angular dependence of visibility. Large opening angles of $45^\circ$ are also disregarded for the same reason. ESO 323-G77’s high unresolved source fraction means radial dust distributions of $a_w = -0.5$ can be disregarded. They generally overestimate the contribution from the wind leading to visibilities that are too low. All remaining
models were then simulated. Reproducing the unresolved source fraction and strong PA dependence well constrained the available parameter space leaving only a few models that can produce satisfactory visibilities. The best fitting model parameters are listed in Table 4.4 and the corresponding visibilities produced by this model are shown in Figure 4.14 along with the observational data. Within the tested parameter space, these values were the only combination to reproduce the SED, visibility, and strong PA dependence. The only parameter that had a major degeneracy was the width of the hollow cone, $\theta_{\sigma}$, which produced similar results for 10° and 15°.

Similarly to the CAT3D-WIND modelling of NGC 3783 in Höning and Kishimoto (2017), these new results illustrate the constraining power of interferometric data on the geometry of the dust distribution. SED modelling is restricted to the integrated, zero-dimensional emission, with the
4.5 Discussion

4.5.1 Comparison of the results

The 500.7 nm [O III] emission from the S7 data is shown in Figure 4.4. I overplotted the PA of the geometric model as a red line and the polar axis derived from the polarisation measurements as a blue line. Although the NLR appears to be bent or obscured 5" from the central region, Figure 4.4 shows that the mid-IR emission in ESO 323-G77 is polar extended.
The constraints on the mid-IR size presented here are consistent with previous observations of ESO 323-G77: Kishimoto et al. (2011b) report a Gaussian FWHM of 24.6 mas ± 0.8 mas, while I find an average FWHM of 21 mas ± 2.3 mas at 11.8 μm. Burtscher et al. (2013) perform a two component fit, consisting of a Gaussian and a point source, finding that their point source fraction for ESO 323-G77 is unconstrained. They proceeded to use a 1 component model, consisting of only the radially symmetric Gaussian, and by consequence find an FWHM of only 6.74 mas which is far smaller than my result and the result from Kishimoto et al. (2011b). López-Gonzaga et al. (2016) report a FWHM of 17.3 mas for the minor axis and an ϵ of 1.4 in their Figure A.1 (N. Lopez 2017, private communication). The PA was unconstrained and, therefore, the axis ratio was reduced as well as the major axis size; however, the average sizes can still be compared. The López-Gonzaga et al. (2016) result corresponds to an average size of 21 mas, which agrees with my result within 1σ.

The geometric model reproduces the interferometric data very well (see Figure 4.12), and directly infers the geometry of the source from the data. The CAT3D-WIND model, on the other hand, gives a better description of the properties of the AGN beyond geometry as described in Höning and Kishimoto (2017). The parameters between both the geometric and the radiative transfer models are very comparable. The primary feature constrained by the CAT3D-WIND model is the average distribution and density of the dust clumps, which is much more concentrated toward the disk than for other AGN (see, e.g. Höning and Kishimoto, 2017). The clump distribution is essential in understanding the luminosity distribution to make predictions for what would be observed in other wavelengths. Since the model was generated using the SED, it did not relate to the interferometric data directly, instead the observed interferometric data narrowed down the possible CAT3D-WIND models that fit the SED. Future observations in other wavelengths could further narrow down the possible models. It should be noted that none of the CAT3D-WIND models reproduced the 10 μm silicate feature, this is not unexpected because the silicate feature is very sensitive to the actual dust composition. The global opacities are not super sensitive to the exact details of the dust composition and do not significantly effect the dust clump distribution.

The CAT3D-WIND model can be used to predict the size and shape of the hot dust emission. Based on the best fit model, I expect a hot dust disk with an inclination of 60° and a major axis FWHM, if approximated by a Gaussian, of about 0.3 pc (≈ 1 mas). The hot dust can be observed with near-IR interferometry in the K-band, e.g. with VLTI/GRAVITY, and corresponds to a visibility of 0.8 on a 130 m baseline (UT1/UT4) oriented along the system plane at PA=65°.

In the direction of the outflow (i.e. along the system axis), I would expect a higher visibility of 0.93 at the same baseline length. The implied radius of the K-band emission from the model of 0.15 pc is a factor of 2.3 larger than the model sublimation radius of ~0.065 pc inferred independently from the SED fitting and the visibility scaling. The discrepancy is expected since interferometry measures an average size of the brightness distribution rather than the smallest emission radius (Kishimoto et al., 2007, 2011a). Reverberation mapping, on the other hand, is more sensitive to the smallest scales of the brightness distribution. When observed over time,
the near-IR emission is shown to vary in flux. The near-IR variation approximately mirrors the UV/optical emission variations but at a lag of tens to hundreds of days. Because the near-IR emission is caused by dust that cannot exist too close to the central engine, a lag is expected. It takes time for light to travel the distance between the engine and the dust. The dust emission only reacts to the change in flux from the central engine once the light travels the gap between the two components. The distance between the two components is simply \( d = ct \) where \( d \) is the distance, \( c \) is the speed of light, and \( t \) is the travel time (e.g. Clavel et al., 1989; Glass, 1992). The method of measuring the absolute radial size of the dust component in AGN through the lag time is reverberation mapping. Indeed, reverberation mapping of ESO 323-G77 shows a lag between the optical and near-IR emission of about 89 days or 0.075 pc, fully consistent with the inference from the presented CAT3D-WIND model (B. Boulderstone et al. 2020, in preparation).

López-Gonzaga et al. (2016) report seven objects with a sufficient \( uv \) coverage to constrain an extension. Of these objects, six are Type 2 Seyferts and one is a Type 1 Seyfert (NGC3783), making ESO 323-G77 only the second Type 1 Seyfert with sufficient \( uv \) coverage to constrain an extension. The detection of a second polar extended Type 1 is in strong support of the disk+wind model because polar extensions in Type 2s can also be explained by the standard torus model due to self-shielding effects or anisotropic illumination (Hönig et al., 2012); however, polar extended Type 1 AGN cannot easily be explained by such models.

In fact, López-Gonzaga et al. (2016) find that the PA of all the objects that show an extension is approximately 20° away from the system axis. I also find the offset for ESO 323-G77. The disk+wind model explains the offset as an edge brightening effect of the hollow cone.

4.5.2 An evolution of the dust distribution with Eddington ratio?

The observations and modelling have revealed highly elongated mid-IR dust emission in ESO 323-G77 with a much higher elongation than those found in previous work (Hönig et al., 2012; López-Gonzaga et al., 2016). Furthermore, ESO 323-G77 is the first clear example of an AGN dominated by unresolved emission in the mid-infrared that, at the same time, has a detected polar extension.

From the full IR SED and the strong unresolved source-wavelength anti-correlation revealed by the geometric modelling, I interpret the dominant unresolved source as the Rayleigh-Jeans tail of the hot dust emission originating from the inner region of the disk close to the sublimation radius. These results indicate strong similarities of ESO 323-G77 with the compact emission seen in two quasars (Kishimoto et al., 2011b). Given that ESO 323-G77 is considered to have a higher Eddington ratio than typical Seyferts (relatively narrow Hydrogen emission lines in the optical), similar to quasars, the result hints at evolution of the geometric dust distribution around an AGN with Eddington ratio. The evolution would take the form of more dust in the disk at higher Eddington ratios possibly caused by the larger reservoir of dust being able to provide more fuel to the AGN which would cause the higher Eddington ratio. Indeed, such a
scenario is consistent with radiation pressure shaping the mass distribution on the sub-parsec to parsec-scale environment of the AGN (Fabian et al., 2008; Ricci et al., 2017).

### 4.6 Chapter Summary

I presented a detailed study of the Type 1.2 Seyfert AGN ESO 323-G77 on the milliarcsecond scale in the mid-IR using MIDI and VISIR. I studied the geometry of the 300—400 K dust using a simple geometric model as well as the radiative transfer model \textit{CAT3D-WIND} (Hönig and Kishimoto, 2017). The system axis of ESO 323-G77, from polarisation measurements and the NLR, is $174^\circ \pm 2^\circ$ (Schmid et al., 2003).

1. The geometric modelling of the interferometric data revealed that $\gtrsim 62\%$ of the flux is unresolved at all wavelengths and baselines. Among the remaining, resolved, fraction of the emission I discovered a dust structure with an axis ratio $\epsilon = 2.9 \pm 0.3$ elongated along PA = $155^\circ \pm 12^\circ$. Comparing the dust extension to the system axis in Figure 4.4, I conclude that this extension is in the polar direction.

2. I tested the dependence of the geometric model on the \textit{uv} plane and showed that I could recover the PA reliably with an uncertainty of $12^\circ$ for $\epsilon \geq 2$.

3. A model of ESO 323-G77 was created with the \textit{CAT3D-WIND} model using its SED. Comparing the successful models to the interferometric data, the number of viable models is greatly narrowed down and the best fit model is described in Table 4.4.

I conclude that the geometric and \textit{CAT3D-WIND} models agree within error and that both are a good description of the structure of the 300—400 K dust in ESO 323-G77. With the polar extension discovered in this chapter there are a total of eight AGN which have a sufficient \textit{uv} coverage to constrain any extension. Six of these are polar extended and none have equatorial extension, making a strong case for the disk+wind model of AGN.
Chapter 5

The Near-IR Interferometric Study of ESO 323-G77

In Chapter 1, I explained how the dusty torus model is in contention with the mid-IR interferometric observations. In Chapter 4, further evidence was provided that the disk+wind model is the better description of the mid-IR interferometric observations of AGN. Central to the disk+wind model is a hot dust disk that can be seen in Type 1 AGN, but is hidden in Type 2 AGN such as Circinus. However, except for NGC 3783, no suitable observations are available yet to test if the hot dust disk is indeed present and even in that case, given the sparse data on NGC 3783, the observations are not conclusive (GRAVITY Collaboration et al., 2019). Here, I aim at testing the disk+wind hypothesis for the Type 1 AGN in ESO 323-G77.

The analysis in Chapter 4 was able to recover a strong elongation along the system axis at all wavelengths from 8 – 13 μm in ESO 323-G77. ESO 323-G77 is only the second Type 1 to reveal a clear polar extension. However, unlike in NGC 3783, the unresolved emission becomes more dominant at shorter wavelengths which is indicative of thermal emission from an unresolved hotter component. Indeed, ESO 323-G77, unlike NGC 3783, shows a near-IR bump that is stronger than the mid-IR emission (Kishimoto et al., 2011b). In the disk+wind picture, the dominant unresolved fraction would imply a stronger disk and weaker wind. Thus, it is the ideal object to test the disk+wind model. Here, I analyse near-IR interferometric observations from GRAVITY to test if such a hot disk is indeed present and attempt to constrain its size and direction.

5.1 Observations and Reduction

The full explanation behind the observation and reduction method can be found in Section 3.3. I will summarise the process here.
I successfully applied for and planned four GRAVITY observations of ESO 323-G77. Three of the GRAVITY observations for ESO 323-G77 were made in the ESO observing period p103 during 2019 as part of the observing run 0103.B-0096(A) (PI: J. Leftley). The observations dates themselves are in Table 5.1. Each observation block was structured RCAL-SCI-RCAL-CAL, however, the SCI component of the April and May block is split into three observations. The June block was instead split into six observations. When performing any analysis, the six June observations were reduced individually, paired together in time, and averaged into three observations. The averaging prevented them from having additional weight during any modelling. Each observation for April and May was 300 s long and the June observations were 160 s. In every case the CAL is HD 120271, the first RCAL is UCAC4 237-064201, and the second RCAL is NOMAD1 0480-0335664. The $uv$ plane for the observations of ESO 323-G77 can be found in Figure 5.1.

The observations are initially reduced using the ESOREX GRAVITY pipeline. After the initial pipeline reduction, I utilise my own PYTHON scripts to convert the complex visibility per frame into the squared visibility and closure phase. When calculating the visibility squared only the 3% brightest frames, in terms of geometric flux, are used per baseline. The calculated visibility squared is calibrated using the red calibrators. The closure phase is found for each unique telescope triplet using the bispectrum method and calibrated by subtracting the average phase of the associated red calibrators. Unlike with the visibility squared frame selection, only pipeline flagged frames are ignored when calculating the closure phase.
5.2 Observational Results and Discussion

After reduction and calibration of the visibility squared and closure phase, I can already draw some conclusions. There is a clear drop in visibility squared of approximately 0.1 from the 20 Mλ to 60 Mλ baseline at all covered wavelengths except for the 1.99 μm bin. The shortest baseline has a lower visibility squared than the second shortest baseline in the May and June observations (see the red points in Figure 5.2). The lower squared visibility could suggest that the shortest baseline suffers an extra component of loss from an unknown source that was not mirrored in the calibrator. The suppressed first baseline is not present in the April observation which is at a similar PA to the June observation, this suggests it is not real structure. Similar losses are seen in other objects in GRAVITY Collaboration et al. (2019). However, I still include the shortest baseline in fitting because it is currently unclear if the lower visibility squared is truly artificial structure.

The first wavelength bin, 1.99 μm, is heavily suppressed in visibility and visibility squared by ~0.5. It also has a large, ~10°, scattered closure phase. Both visibility and phase seem disordered; without the visibility selection, the visibility and visibility squared are negative. Because negative visibility is not physical, I do not consider results from the shortest wavelength to be reliable. The second bin (2.06 μm) also has squared visibilities that are ~0.1 lower than the latter three wavelength bins. By itself it can be considered reliable because the slightly suppressed visibilities show a similar structure to the latter bins and the scale of the squared visibilities is separately considered in fitting. As a precaution, I do not use the 2.06 μm bin when performing multi-wavelength fitting so as not to introduce erroneous structure.

The closure phase in each reliable bin shows structure. The phase for the 2.15 μm, 2.26 μm, and 2.34 μm wavelength bins is plotted in Figure 5.3 in purple. I find no phase for the larger triangles, as measured by the sum of the three baselines of the telescope triplet. The phase gradually increases to −1.5° for smaller triangles. A small change in phase could be interpreted

<table>
<thead>
<tr>
<th>Date</th>
<th>Time</th>
<th>Int (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2019-04-23</td>
<td>03:04:24</td>
<td>300</td>
</tr>
<tr>
<td>2019-04-23</td>
<td>03:09:59</td>
<td>300</td>
</tr>
<tr>
<td>2019-04-23</td>
<td>03:25:07</td>
<td>300</td>
</tr>
<tr>
<td>2019-05-13</td>
<td>03:51:06</td>
<td>300</td>
</tr>
<tr>
<td>2019-05-13</td>
<td>04:00:33</td>
<td>300</td>
</tr>
<tr>
<td>2019-05-13</td>
<td>04:11:48</td>
<td>300</td>
</tr>
<tr>
<td>2019-06-20</td>
<td>23:38:04</td>
<td>160</td>
</tr>
<tr>
<td>2019-06-20</td>
<td>23:54:06</td>
<td>160</td>
</tr>
<tr>
<td>2019-06-21</td>
<td>00:00:40</td>
<td>160</td>
</tr>
<tr>
<td>2019-06-21</td>
<td>00:03:48</td>
<td>160</td>
</tr>
</tbody>
</table>

**Table 5.1:** The GRAVITY observations used in this chapter and their integration time.
as a small shift of photocentre at larger spacial scales. The component responsible for the phase would have to be resolved out for the higher spatial resolution triplets.

Over the last three wavelength bins (2.15 $\mu$m, 2.26 $\mu$m, and 2.34 $\mu$m), the visibility squared has a standard deviation of at most 0.05 at similar baseline lengths. There is no clear evidence that the variation is caused by PA dependent structure. Because there is no clear PA dependent structure, I make the assumption that the visibility squared in a single wavelength bin can be explained by a simple 1D Gaussian model. Additionally included in the model is a scale factor, this factor linearly scales the visibility squared so that the zero baseline value may be different from one due to either visibility loss or over-resolved structure. The model in Equation 4.1 becomes:

$$V^2(u, v, \lambda) = \left[ F_1(u, v, \lambda, \Theta_y, \epsilon = 1) \right]^2 - s_f,$$

where $s_f$ is the scale factor. For fitting I use EMCEE and the same method employed in the geometric modelling of Chapter 4 except with three variables: $\Theta_y$, $s_f$, and $f$. The reason for not including the point source in fitting is twofold: the visibility squared shows no evidence of a constant, although one is predicted due to contributions from the accretion disk, and it allows me to compare to the reverberation mapped radius, from Boulderstone et al. (in prep), using the method in GRAVITY Collaboration et al. (2019). When converting from Gaussian FWHM to ring size the point source contribution is folded in, I use a point source luminosity fraction of 0.15 instead of 0.2. A point source fraction of 0.15 is chosen because the point source fraction of 0.2 is a general value determined by Kishimoto et al. (2007) but a specific value for ESO 323-G77 was later determined by (Kishimoto et al., in prep).
### Table 5.2: The size of the hot dust in ESO 323-G77 from a thin ring model fit to the visibility squared and the hot dust size from reverberation mapping (Boulderstone et al., in prep). The average is the mean of the visibility sizes.

<table>
<thead>
<tr>
<th>Wavelength (µm)</th>
<th>Size (Light Days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reverberation</td>
<td>891(_{18}^{+11})</td>
</tr>
<tr>
<td>2.06µm</td>
<td>91(_{24}^{+18})</td>
</tr>
<tr>
<td>2.15µm</td>
<td>98(_{18}^{+15})</td>
</tr>
<tr>
<td>2.26µm</td>
<td>117(_{10}^{+9})</td>
</tr>
<tr>
<td>2.34µm</td>
<td>90(_{11}^{+10})</td>
</tr>
<tr>
<td>Average</td>
<td>100(_{8}^{+7})</td>
</tr>
</tbody>
</table>

From the fitting of the 2.15µm bin, I find a FWHM of the Gaussian to be 0.42\(_{0.08}^{+0.06}\) mas (the observations and model are plotted in Figure 5.2). Using an angular size for ESO 323-G77 of 0.311 pc mas\(^{-1}\), this translates to a ring + point source radius of 98\(_{18}^{+15}\) light days. The result is within 1\(\sigma\) of the reverberation mapped radius of 89\(_{18}^{+11}\) days. The 2.15µm bin was chosen because the central wavelength matches the reverberation mapping wavelength. However, the wavelength range of GRAVITY is small enough that the assumption can be safely made that the regions probed by each wavelength are the same within the angular resolution of GRAVITY. Therefore, all the wavelength bins, except the 1.99µm bin, were fit in the same manner to compare them (see Table 5.2). I find that the radial size agrees within 1\(\sigma\) in all cases except for the 2.26µm bin which is within 2\(\sigma\). There is a good agreement between both methods; although, the visibility size is always larger. As a point of interest, if the 2.15µm bin is assumed to be the best candidate for matching the reverberation mapping radii and the disk of ESO 323-G77 is well described by a thin ring then a distance to ESO 323-G77 can be calculated by matching the two results. Comparing the sizes results in a distance of 58\(_{13}^{+15}\) Mpc which is in agreement with the current luminosity distance in Table B.1 although the errors are large. The calculation is done naively and, furthermore, ignores the differences between the different distance measures in cosmology and the true geometry of the source. However, the cosmology effects are negligible at such low redshift.

#### 5.3 Modelling

Simple models fit to the squared visibility gave me an overview of the dominant source structure; however, I proceeded to model the visibility and closure phase simultaneously. Fitting visibility and phase will allow me to extract more information from the observations. The modelling in this chapter was performed with PYTHON 3.7 and makes use of the packages: ASTROPY, GALARIO, and EMCEE. GALARIO allows me to perform Fourier transforms on images and derive complex visibility for a given set of \(uv\) points with little computational expense. Less
computational expense makes expensive fitting methods such as MCMC compatible with highly flexible models. For the MCMC method I use EMCEE with flat priors for all given variables.

Initially, I attempted to recreate the squared visibility and closure phase simultaneously using point sources. To compare different numbers of point sources, the Bayesian Information Criteria (BIC) is used. The BIC is defined as:

\[
\text{BIC} = \ln(n)k - 2\ln(L),
\]

where \( n \) is the number of data points, \( k \) is the number of parameters, and \( L \) is the likelihood. Each point source had \( \Delta \text{RA}, \Delta \text{Dec}, \) and point source fraction \( (p_f) \). After the squared visibility is calculated, a scale factor \( (s_f) \) is subtracted in the same manner as Equation 5.1. The sum of all point source fractions is defined to be one. A single point source was fixed to the central pixel with a fixed fraction of 0.15, the value used for the accretion disk for the reverberation mapping comparison. All parameters are made relative to the central point source. The point source model contained \( 3(N_p - 1) \) free parameters as well as \( s_f \) where \( N_p \) is the number of points. When calculating the BIC the number of free parameters does not include \( s_f \) because it is a non-physical component that is present in all models and only effects the visibility squared. The bounds for the free parameters are given in Table 5.3. When creating an image from the point source model, the model is shifted so the central image pixel is the photocentre. The bounds set for each parameter were as follows:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Lower</th>
<th>Upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta \text{RA} )</td>
<td>-10 mas</td>
<td>10 mas</td>
</tr>
<tr>
<td>( \Delta \text{Dec} )</td>
<td>-10 mas</td>
<td>10 mas</td>
</tr>
<tr>
<td>( p_f )</td>
<td>0</td>
<td>0.85</td>
</tr>
</tbody>
</table>

**TABLE 5.3:** The bounds for each free parameter of the point source model.

The model sampled from 2 to 32 point sources, the initial walker positions were selected from a uniformly random distribution over the available parameter space. To prevent point source stacking, the bound is set that two point sources may not occupy the same pixel. The pixel size is 0.136 mas with an image size of 256x256 pixels. The squared visibility and closure phase are then calculated from the image and compared to the data.

The MCMC analysis of each \( N_p \) is run for 7000 iterations with 500 walkers. For the last 2000 iterations, or 1000000 samples, I calculate the BIC. All BICs from each \( N_p \) are compared and the best combination of values are taken. The lowest BIC parameter set are then set as the starting point for a final MCMC analysis to calculate the uncertainties of each parameter. I use the described method because the relatively sparse data coverage, as compared to other VLTI/GRAVITY observed AGN, requires an extremely large number of iterations to find the true coverage from a random starting position. There are also many “local minima” in the probability space preventing me from finding a good starting position with a minimiser. Furthermore, it is
too computationally expensive to calculate the BIC for every parameter combination. Therefore, the given method provided the best trade-off between accuracy and computational expense for the data.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Lower</th>
<th>Upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta RA$</td>
<td>-10 mas</td>
<td>10 mas</td>
</tr>
<tr>
<td>$\Delta Dec$</td>
<td>-10 mas</td>
<td>10 mas</td>
</tr>
<tr>
<td>$A_f$</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>FWHM</td>
<td>$10^{-4}$ mas</td>
<td>5 mas</td>
</tr>
</tbody>
</table>

**Table 5.4:** The bounds for each free parameter of the radially symmetric Gaussian model. $A_f$ is the relative amplitude flux.

Utilising the same fitting method, I also employed a second set of models. The second set of models are composed of Gaussians instead of point sources. Both elongated and radially symmetric Gaussians were attempted. Both Gaussian models were compared to the point source model using the BIC. The radially symmetric Gaussian model has a central Gaussian with a fixed position and brightness, similar to the point source model; however, its FWHM was not fixed. Each non-fixed point has four free parameters: FWHM, $\Delta RA$ position, $\Delta Dec$ position, and relative log amplitude flux (defined as the log of a Gaussian component’s amplitude relative to the fixed point). Unlike the point source model, the fixed amplitude was not set to 0.15 because it is the integrated flux of the Gaussian that would need to be set to this value. The integration adds computational expense. To minimise computational expense, I instead set the log amplitude of the fixed Gaussian to 10 and set the stipulation that the fixed point was the highest in amplitude. Each log amplitude was then set relative to the fixed point and the image was normalised to a summed flux of one in linear space. The bounds are given in Table 5.4. The radially symmetric Gaussian model has $4N_G-3$ free parameters, where $N_G$ is the number of Gaussians, when calculating the BIC.

The elongated Gaussian model was identical to the radially symmetric Gaussian model except that the FWHM parameter was replaced with the major axis FWHM and two extra free parameters were introduced which are the major-minor axis ratio and the PA of the major axis. The bounds are in Table 5.5. The major axis FWHM and the axis ratio were free parameters for the fixed Gaussian. The chosen setup gives the model $6N_G-3$ free parameters when calculating the BIC. Both Gaussian models sampled 2 to 16 Gaussians.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Lower</th>
<th>Upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta RA$</td>
<td>-10 mas</td>
<td>10 mas</td>
</tr>
<tr>
<td>$\Delta Dec$</td>
<td>-10 mas</td>
<td>10 mas</td>
</tr>
<tr>
<td>$A_f$</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>FWHM$_{major}$</td>
<td>$10^{-4}$ mas</td>
<td>5 mas</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>PA</td>
<td>$0^\circ$</td>
<td>$180^\circ$</td>
</tr>
</tbody>
</table>

**Table 5.5:** The bounds for each free parameter of the elongated symmetric Gaussian model. $A_f$ is the relative amplitude flux, FWHM$_{major}$ is the FWHM of the major axis, and $\epsilon$ is the axis ratio.
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Figure 5.3: The closure phase for the 2.15\(\mu\)m, 2.26\(\mu\)m, and 2.34\(\mu\)m wavelength bins are plotted in purple against baseline length in M\(\lambda\). The red depicts the best fitting model at sampled at the same uv locations.

5.4 Modelling Results and Discussion

Using the models and method discussed in Section 5.3, I attempt to explain the GRAVITY observations in the three longest wavelength bins simultaneously. Initially, the wavelength bins were modelled separately; however, all the models failed to constrain any reliable geometry. In a single wavelength bin, the data were too sparse for the relatively complex models, as compared to the one used in Chapter 4. Therefore, I make the assumption that the narrow range of wavelength covered by the GRAVITY fringe tracker probe the same hot dust component at different spatial scales, essentially allowing me to fill more of the uv plane. For simplicity, the modelling is performed in wavelength space.

I find that the best fit model uses 3 point source components (Table 5.6). The model, convolved with the beam size, is shown in Figure 5.4. The point source model provides a good description of the squared visibility (Figure 5.5) and the closure phase (Figure 5.3). However, the point source model does not reproduce the scatter of either observable. The scatter is on a larger scale than the error bars; however, the errors are derived from the inter-frame variation and the inter-observation variation may be larger. It is also possible the scatter is real and the model is too simplistic to reproduce it and only the overarching geometry is recovered. More complex models will need to be explored in future modelling. Due to the nature of the modelling, the physical interpretation of 3 point sources should be done with extreme caution. I find that two of the sources, one of which is the fixed component, are separated by 0.8mas and responsible for 99% of the total flux. The separation is less than the FWHM of the calculated beam size in Figure 5.4. However, the given beam size denotes the separation at which the correlated flux of two point sources becomes zero, i.e. \(\lambda/2B_{\text{max}}\) where \(\lambda\) is the wavelength and \(B_{\text{max}}\) is the
maximum baseline length. In reality, partially resolved structure can be constrained on scales of half the beam size which is less than the separation of the points. The free component lies at $44^\circ$ from the fixed component which is closer to an equatorial extension than polar. However, it is also in the direction of highest resolution (longest baseline). More data and a more rigorous statistical test would be required to determine if the direction was truly equatorial or an artefact of limited $uv$ coverage. An extra observation was included in the original proposal and is due to be observed.

The remaining component is 4.2 mas away from the fixed component and is responsible for 1% of the flux. The faint component is essential for explaining the closure phase. It causes the small shift in photocentre required at lower spatial resolutions. It resides to the North-East of the group which is, temptingly, $\sim 90^\circ$ from the mid-IR extension found in Chapter 4. However, it is on a larger scale than expected of the dusty disk and ESO 323-G77 is thought to be inclined at $60^\circ$ from face on which makes interpretation more difficult. Therefore, it would be misleading to claim that the faint component is in anyway related to the dusty disk at this stage. While the separation is approaching the observable scale of MIDI, I do not consider this in conflict to the previous MIDI results.

In terms of spatial distance, the central point sources are separated by $\sim 0.25$ pc. The separation distance is remarkably close to the expected size of the hot dust from the CAT3D-WIND model given in Chapter 4. Upon further investigation, the reason for the size is the squared visibility.
The central separation is essentially what was measured when I compared the visibility squared to the reverberation mapped radius. With the limited $\nu\lambda$ coverage the two point sources would appear similar to a ring. The CAT3D-WIND model that was created in Chapter 4 can be used to create what would be seen by a near-IR interferometer in the same manner as was performed for the mid-IR. The CAT3D-WIND prediction is shown in Figure 5.6, it should be noted that this is given in visibility and not squared visibility. A visibility at a PA of $45^\circ$, to match the two central points, becomes a visibility squared at the longest baseline length of $\sim 0.75$. Therefore, the CAT3D-WIND model is consistent with the data. The central group does also contribute to the closure phase, however, the dominant component is the interplay between the group and the distant faint source.

The radially symmetric Gaussian model does reproduce the data, however, it is not a better fit than the point source model with the same number of components. Therefore, the BIC is larger for the radially symmetric Gaussian model when compared to the point source model. In the elongated Gaussian model, the axis ratio for each Gaussian component is unconstrained and it has a lower BIC than the point source and radially symmetric Gaussian models. Therefore, the point source model is the best descriptor based on the currently available data.

<table>
<thead>
<tr>
<th>Component</th>
<th>$p_r$</th>
<th>$\Delta RA$</th>
<th>$\Delta Dec$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1*</td>
<td>0.15</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0.839$^{+0.0008}_{-0.0008}$</td>
<td>$-0.570^{+0.06}_{-0.06}$</td>
<td>$-0.590^{+0.06}_{-0.06}$</td>
</tr>
<tr>
<td>3</td>
<td>0.01$^{+0.0003}_{-0.0004}$</td>
<td>3.71$^{+0.06}_{-0.06}$</td>
<td>1.90$^{+0.07}_{-0.08}$</td>
</tr>
</tbody>
</table>

**Table 5.6:** The modelling result for the combination of the 2.15$\mu$m, 2.26$\mu$m, and 2.34$\mu$m wavelength bins. *This component was fixed.
I conclude that the central group of points represents structure on the scale of the putative sublimation radius and hot dust size predicted by the CAT3D-WIND in Chapter 4, although I cannot firmly conclude if it is the direction of the disk. The far point, at $\sim 1.3$ pc from the fixed component, could be a hot cloud blown out from the sublimation radius, a large cooler clump, or a more distant hot spot heated by some other means. In the case of the cooler clump, the faint component should be prominent in the L or M band with MATISSE. The data are currently too noisy and sparse to determine if the classical torus model or the dusty wind model is a better explanation of the observations. The addition of the expected new observation may allow me to distinguish between the two models.
Chapter 6

New Evidence for Radiative Pressure Driving

6.1 Introduction

This chapter is adapted from the published work Leftley et al. (2019). I am lead author of this work and led the reduction, analysis, and interpretation.

In Chapter 4 I report the tentative detection of evolution in the dust distribution with Eddington ratio. However, although the detection of such a relation is novel, the idea of a radiation pressure dependence on the dust structure is not. In radiation pressure driven models, such as the disk+wind model that features prominently in this thesis, it is not only expected but a core component.

6.1.1 Radiation pressure

Radiation pressure, specifically IR radiation emitted by the dust, was originally a way to explain how the geometrically thick classical dusty torus could be supported against collapsing into a thin disk (Pier and Krolik, 1992b). In modelling from Chan and Krolik (2016, 2017) it was found that, in the low Eddington ratio case of Seyfert AGN, the vertical support from the radiation is insufficient and the dust collapses into a thin disk but, nevertheless, a radial dusty wind is produced. Hydrodynamic models (e.g. Wada, 2015; Namekata and Umemura, 2016; Williamson et al., 2019) came to similar conclusions although the geometry of the disk and wind varies from model to model depending on the included model parameters and resolution of the simulation. Williamson et al. (2019) make the further point that the wind was highly sensitive to the anisotropy of the central radiation and to the Eddington ratio. The radiation pressure may be what launches the polar dust wind which will be studied in this chapter.
6.2 Eddington Ratio

Eddington ratio is the observable analogue to radiation pressure. So far it is known that the AGN is powered by accretion onto a compact object, possibly a supermassive black hole. One of the properties of accretion is that it relies on matter being able to fall down the gravitational potential well. As the energetic material radiates, the radiation carries momentum and pushes on the accreting matter. If the emission from the inflowing matter is enough, the inward force of gravity can no longer overcome the outward force from the radiation. The point in which these two balance is the Eddington limit.

The momentum carried by a photon of energy $E=h\nu$ is $E/c$. The pressure from radiation at a point $r$ is therefore

$$P_r = \frac{F}{c} = \frac{L}{4\pi r^2 c}.$$  \hspace{1cm} (6.1)

Where $F$ is the flux and $L$ is the luminosity. I make the assumption that the accretion material is fully ionised hydrogen in a spherical shell. The radiation mainly exerts force on the free electrons. Protons have a $(m_e/m_p)^2$ factor smaller scattering cross section than electrons (where $m_e$ is the mass of an electron and $m_p$ is the mass of a proton). As the electron is pushed it drags the proton (Hydrogen nucleus) with it through the electrostatic Coulomb force. The outward force on one proton and one electron is then:

$$F_r = \frac{\sigma_0 L}{4\pi r^2 c}.$$  \hspace{1cm} (6.2)

Where $\sigma_0$ is the Thomson scattering cross section. The radiation pressure must then be balanced by gravity. The inward force from gravity is

$$F_g = \frac{GM_{bh}m_p}{r^2}.$$  \hspace{1cm} (6.3)

Where $M_{bh}$ is the mass of the black hole. The mass of the electron is negligible and has been omitted. The Eddington luminosity is the luminosity required for the Eddington limit at a given mass:
\[ F_g = F_r \]
\[ \frac{\sigma_0 L_{Edd}}{4\pi r^2 c} = \frac{GM_{bh}m_p}{r^2} \]
\[ L_{Edd} = \frac{4\pi c GM_{bh}m_p}{\sigma_0} = 1.26 \times 10^{31} \frac{M_{bh}}{M_\odot} \text{ W.} \]

Because the Eddington luminosity was derived under the assumption of spherical accretion, the Eddington limit can be overcome with a different accretion geometry, such as a disk, or anisotropic emission. The ratio of the bolometric luminosity of an AGN to its Eddington luminosity is the Eddington ratio.

In Section 6.3 I describe the observations used in this chapter and any reduction methodology specifics not covered in Chapter 3. In Section 6.4 I detail the modelling performed on the interferometric data. Next, in Section 6.5 I present the results of each object and our investigation into the relationship between Eddington ratio and dust distribution. In Section 6.6 I discuss the implications of the findings in Section 6.5 and possible avenues of future work. Finally, in Section 6.7 I summarise this chapter.

### 6.3 Observations and Reduction


I analyse all yet unpublished MIDI data on 8 objects: Fairall 51, Fairall 49, Fairall 9, MCG-06-30-15, Mrk 509, NGC 2110, NGC 7213, and NGC 7674; which I supplement with archival and new spectrophotometric data obtained with the VLT-mounted Imager and Spectrometer for the mid-IR (VISIR; Lagage et al. 2004) as described in detail in the following.

#### 6.3.1 MIDI

I use all publicly available MIDI data on the ESO archives for each object, including previously unpublished data. Observation dates and programme numbers are listed in Table B.2. All reduction is handled in as described in Section 3.1. I do not, however, use the structure function (SF) method for estimating the error from atmospheric variation because the SF, for all objects in this chapter, does not show useful structure. The lack of structure in the SF is due, in part,
to an insufficient number of calibrators observed during the night and possibly further influenced by the introduced variation from no-track calibrators (see Section 3.1.2.5). From the final product I extracted the correlated flux and compared it to the total flux from VISIR single dish spectrophotometry (see Section 6.3.2).

6.3.1.1 Non-detections

Many observations are of insufficient quality to use in fitting. I define an observation as bad if the 9 μm atmospheric ozone feature is not clearly present in the uncalibrated correlated flux. However, a true non-detection, one not caused by weather or instrumental failure, can hold important information in interferometry. A low visibility means an object is highly resolved. I made two checks to identify true non-detections.

The first check is using the ESO Observatories Ambient Conditions Database to see if the observation coincided with adverse observing conditions. I also used the changes in the conversion factors of the calibrators (Burtscher et al., 2012) to confirm these events.

The second check is to look for correlations between PA, baseline length, and the non-detections. If the non-detections are true then they must either be a low emission period in the AGN or caused by the object being resolved to the interferometer. In the latter case the non-detections would be grouped either above a certain baseline length or at a particular PA if the extended component has an angular dependence. If, on the other hand, other observations with equal or larger baseline lengths at similar PAs have detections then the non-detection is not caused solely by the geometry of the source.

Most of the non-detections were shortly followed by successful no-track observations and, therefore, do not provide any useful upper limits. Fairall 49 is the only object where I have a true non-detection that was not followed by a no-track observation. However, the upper limit from the measurement provided no further constraint to Fairall 49, because the measured visibilities have very low uncertainties and are already lower than the limit from the non-detection. Therefore, the upper limit was not included in fitting because it is at a longer baseline length than the other two observations. The upper limit implies that the visibility does not increase after the 57 m observation which is already assumed by the simplistic model (see Section 6.4).

6.3.2 VISIR

The following section is based on the VISIR section from Leftley et al. (2019) and is important for understanding this work. The reduction was performed by Dr. Daniel Asmus.

Much the same as in Chapter 4, I supplement the MIDI photometry for all objects with the single-dish spectrophotometry from VISIR as total flux reference. Archival VISIR low spectral resolution N-band spectra are available for all objects except Fairall 51 (Fairall 9 and Fairall 49
in Jensen et al. 2017; MCG-06-30-15, Mrk 509, NGC 2110, NGC 7213 and NGC 7674 in Hönig et al. 2010). For Fairall 51, new spectra with VISIR were obtained after its upgrade (Käufl et al., 2015; Kerber et al., 2016) in October 2018 as part of ESO programme 0101.B-0411 (PI: D. Asmus) in low-resolution mode with standard chopping and parallel nodding, and an on-source exposure time of 5 min. The conditions were reasonably good (water vapour ∼ 2.5 mm, infrared sky surface temperature ∼ 93°C, optical seeing ∼ 0.8-1.0”). The data were reduced with the ESO pipeline and flux calibrated using the corresponding acquisition images. In particular, the spectra is scaled by the ratio of the synthetic photometry, derived from the acquisition filter transfer function, to the photometry of the acquisition image. The resulting spectra are shown in Figure 6.1.

In order to check for long-term variability of the AGN at the MIDI wavelengths and better constrain the total flux during the MIDI observations, two or more epochs of VISIR imaging photometry were obtained of all objects except Fairall 49 in 2015 and 2016 (ESO programme IDs 095.B-0376 and 096.B-0369; PI: D. Asmus) in the filters PAH1 (8.59 µm) and PAH2_2 (11.88 µm). Standard imaging mode with chopping and perpendicular nodding with a throw of 10” was used. The on-source exposure times were 7 and 10 min, respectively, and observations of the science targets were followed by mid-IR standard stars from the catalogue by Cohen et al. (1999), selected to be into a similar direction in the sky. The data reduction and flux measurements were performed with a custom made PYTHON pipeline (Asmus, in prep.).

The resulting fluxes and measured sizes of the nuclei are listed in Table 6.1, whereas the fluxes are averaged over all the epochs, and the FWHM values are the smallest measured for each filter.

The fluxes of the individual epochs are all consistent with no flux variations during the measurement epoch and also agree within the uncertainties of the historical values taken from Asmus et al. (2014), except for NGC 7213 and NGC 2110. In the case of NGC 7213, the flux level in both filters has decreased by ∼ 20% since the last measurement in 2009. Thus, I scale the VISIR LR spectrum accordingly to match the 2015 fluxes which are closer to the MIDI observations. Furthermore, NGC 2110 showed a flux increase by ∼ 20% over the whole N-band between 2007, when the VISIR LR spectrum was taken, to 2010. From 2010 to 2015, the flux levels seem to have remained constant. Therefore, I scale the VISIR LR spectrum 20% up to match the flux levels during the MIDI observations.

Finally, to check if the VISIR data are a good substitute for the MIDI spectrophotometry I compare all the MIDI total flux spectra for each object against its VISIR counterpart (Figure 6.1). I find good agreement between the spectrophotometries for all objects except Fairall 49 and NGC 7213. Both of these have a VISIR spectrophotometry consistently higher than the MIDI observations. The VISIR observations are within errors of the MIDI observations on both these objects but they are consistently above. For Fairall 49 I only have two observations, therefore, the difference is not significant. Furthermore, the one observation that was significantly lower does not agree with the contemporaneous correlated flux measurement. A comparison between the dimmer MIDI spectrophotometry and its correlated flux counterpart leads to visibilities of
greater than 1. Further study of the spectrophotometry shows that the observation is suffering from poor sky subtraction. The remaining spectrophotometry agrees with the VISIR results. I will provide two interpretations of the geometry for NGC 7213 using both spectrophotometries as the zero baseline value.

**Figure 6.1:** The comparison between the spectrophotometry from VISIR (in red) and MIDI (in light blue). Note that the VISIR spectra of NGC 7213 and NGC 2110 have been re-scaled as described in Section 6.3.2.
<table>
<thead>
<tr>
<th>Name</th>
<th>Dates</th>
<th>$F_\nu$(8.6 $\mu$m)</th>
<th>$F_\nu$(12 $\mu$m)</th>
<th>FWHM(8.6 $\mu$m)</th>
<th>FWHM(12 $\mu$m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fairall 9</td>
<td>15-07-07/15-08-01/15-08-29</td>
<td>195.7 ± 19.6</td>
<td>296.0 ± 29.6</td>
<td>0.26*</td>
<td>0.37*</td>
</tr>
<tr>
<td>Fairall 49</td>
<td>10-08-31*</td>
<td>314.9* ± 31.5*</td>
<td>523.5* ± 52.4*</td>
<td>0.55*</td>
<td>0.73*</td>
</tr>
<tr>
<td>Fairall 51</td>
<td>15-07-11/15-07-26/15-07-27/15-09-04</td>
<td>223.5 ± 22.3</td>
<td>361.2 ± 36.1</td>
<td>0.27</td>
<td>0.33</td>
</tr>
<tr>
<td>MCG-06-30-15</td>
<td>15-07-25/15-07-26</td>
<td>189.2 ± 18.9</td>
<td>334.0 ± 33.4</td>
<td>0.29</td>
<td>0.35*</td>
</tr>
<tr>
<td>Mrk 509</td>
<td>15-07-09/15-07-24/15-07-25</td>
<td>161.3 ± 16.1</td>
<td>255.1 ± 25.5</td>
<td>0.26</td>
<td>0.32</td>
</tr>
<tr>
<td>NGC 2110</td>
<td>15-11-08/15-12-30/16-02-14/16-02-15/16-02-27</td>
<td>201.8 ± 20.2</td>
<td>360.9 ± 36.1</td>
<td>0.28</td>
<td>0.34</td>
</tr>
<tr>
<td>NGC 7213</td>
<td>15-07-07/15-07-25</td>
<td>70.0 ± 7.2</td>
<td>197.0 ± 19.7</td>
<td>0.29</td>
<td>0.33*</td>
</tr>
<tr>
<td>NGC 7674</td>
<td>15-07-08/15-07-16</td>
<td>203.8 ± 20.4</td>
<td>395.2 ± 39.5</td>
<td>0.34*</td>
<td>0.40*</td>
</tr>
</tbody>
</table>

**Table 6.1: VISIR photometry.** Column descriptions: (2): Dates of the individual epochs during which always both filters, PAH1 and PAH2_2 were observed; (3) and (4): nuclear flux densities at 8.6 $\mu$m and 12 $\mu$m estimated from the filters PAH1 and PAH2_2, respectively through Gaussian fit photometry. The quoted uncertainties are dominated by the systematic uncertainties on the calibrator flux in all cases which is ≤ 10%; (5) and (6): the smallest FWHM values in the PAH1 and PAH2_2 filters, respectively, of all the epochs from Gaussian fitting. The major and minor axis are averaged. Values marked by a * are taken from the VISIR image collection of Asmus et al. (2014) if they provide better estimates than the new data. Fairall 49 is completely taken from the latter work and is listed here for convenience.
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<table>
<thead>
<tr>
<th>Object</th>
<th>Programme ID</th>
<th>Start Date</th>
<th>Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fairall 49</td>
<td>86</td>
<td>2006-04-19</td>
<td>IRS Stare</td>
</tr>
<tr>
<td>Fairall 49</td>
<td>30572</td>
<td>2007-10-05</td>
<td>IRS Stare</td>
</tr>
<tr>
<td>Fairall 51</td>
<td>50588</td>
<td>2008-06-02</td>
<td>IRS Stare</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>86</td>
<td>2003-12-17</td>
<td>IRS Stare</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>30572</td>
<td>2007-06-13</td>
<td>IRS Stare</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>526</td>
<td>2009-01-20</td>
<td>IRS Stare</td>
</tr>
<tr>
<td>MCG-06-30-15</td>
<td>86</td>
<td>2004-06-28</td>
<td>IRS Stare</td>
</tr>
<tr>
<td>MCG-06-30-15</td>
<td>3269</td>
<td>2005-02-15</td>
<td>IRS Map</td>
</tr>
<tr>
<td>MCG-06-30-15</td>
<td>30572</td>
<td>2007-07-29</td>
<td>IRS Stare</td>
</tr>
<tr>
<td>Mrk 509</td>
<td>86</td>
<td>2004-05-14</td>
<td>IRS Stare</td>
</tr>
<tr>
<td>Mrk 509</td>
<td>30572</td>
<td>2006-11-19</td>
<td>IRS Stare</td>
</tr>
<tr>
<td>NGC 2110</td>
<td>86</td>
<td>2004-03-22</td>
<td>IRS Stare</td>
</tr>
<tr>
<td>NGC 2110</td>
<td>30572</td>
<td>2007-11-04</td>
<td>IRS Stare</td>
</tr>
<tr>
<td>NGC 7213</td>
<td>86</td>
<td>2004-05-15</td>
<td>IRS Stare</td>
</tr>
<tr>
<td>NGC 7213</td>
<td>3269</td>
<td>2005-05-25</td>
<td>IRS Map</td>
</tr>
<tr>
<td>NGC 7213</td>
<td>30572</td>
<td>2007-06-13</td>
<td>IRS Stare</td>
</tr>
<tr>
<td>NGC 7674</td>
<td>3269</td>
<td>2004-12-10</td>
<td>IRS Map</td>
</tr>
<tr>
<td>NGC 7674</td>
<td>3605</td>
<td>2005-07-05</td>
<td>IRS Stare</td>
</tr>
</tbody>
</table>

Table 6.2: Spitzer/IRS observations used in SEDs.

6.3.3 SEDs

For each of the objects I attempt to create an infrared spectral energy distribution (SED). To match the angular resolution of VISIR I use archival ISAAC data (Moorwood et al., 1998) (see Table B.3). There was no ISAAC data available for NGC 2110 so NACO was used instead (Lenzen et al., 2003; Rousset et al., 2003). The reduction methodology is the same.

6.3.3.1 Spitzer

To cover the longer wavelengths I use archival level 2 Spitzer data (see Table 6.2). All observations of each AGN were collected and binned into 0.1 \( \mu m \) bins, the content of these bins were averaged. I then plot the Spitzer and ISAAC data along with the VISIR spectrophotometry in Figure 6.2. For the sake of clarity, I only plot the low resolution data. These SEDs allow for the relationship between SED features and interferometric visibilities to be explored (in Section 6.5.3).

6.4 Modelling

As an initial check for position angle dependence in the MIDI data I use the same method demonstrated for ESO 323-G77 in Chapter 4. To summarise the method, I compare the visibility at \( 12 \mu m \pm 0.4 \mu m \) to the baseline length and separate the observations by PA into three groups
consisting of $0^\circ \leq PA < 60^\circ$, $60^\circ \leq PA < 120^\circ$, and $120^\circ \leq PA < 180^\circ$. For all further discussion in this chapter I only use the visibilities at $12.0 \pm 0.4 \mu m$. I only report at $12 \mu m$ to be consistent with Burtscher et al. (2013); López-Gonzaga et al. (2016) and because I am less effected by the no track mode error as well as other calibration losses. Fairall 49 is the only object to show a significant change in visibility with baseline length in the initial check, though I only have two observations from which to draw this conclusion. Since I do not find PA dependent structure in any objects I rotate the bins incrementally by $10^\circ$ through $50^\circ$ to rule out that the lack of structure was due to bin choice. I do not find a PA dependence in any objects, therefore, I can simplify the model for these AGN.

Because the objects show no clear variation in visibility with PA, at MIDI’s level of accuracy, I fit a constant plus a radially symmetric Gaussian. The constant represents the fraction of the total flux that is unresolved to MIDI at all available baseline lengths. The fitting method is the same as detailed in Chapter 4 with two free variables, the FWHM of the Gaussian ($\theta$) and the unresolved flux fraction ($p_f$). In most cases the FWHM of the extended component is unbound when fit.

In the cases where only a constant can be reliably fit the Gaussian can still give a lower bound for the radial size of the extended dust. For these objects I perform two fits to the data. In the second fit I additionally apply a non flat prior in the $\Theta$ direction where $\Theta$ is the FWHM of the Gaussian. The prior is linear and is defined as $-0.15 \Theta$. The linear prior makes smaller values for $\Theta$ more likely without affecting the result of the fit itself. After testing the prior against real data I find that any loss in accuracy caused by the introduced bias is far less than the derived error of the fit. The second fit provides the lower limit only, the point source fraction is still derived from the original flat prior fit.

### 6.4.1 SED modelling

The SED of an object can provide zeroth order information about the distribution of dust in the object, this is because the IR emission has a contribution from thermally emitting dust and the dust is heated by a central source. In the SED the dust emission manifests as two distinct bumps, the $3-5 \mu m$ bump and the $20 \mu m$ bump (Edelson and Malkan, 1986; Elvis et al., 1994; Mullaney et al., 2011). The bumps correspond to two dusty components, one warmer than the other. Therefore, the SED may be able to predict the unresolved fraction seen by the VLTI. predicting the unresolved fraction would be a huge advantage when finding candidates for observations. I hypothesise that a black body fit to the warm or hot dust bumps in the SED of an AGN will be able to predict the fraction of the $12 \mu m$ emission that the wind and disk, respectively, are responsible for. The wind and disk fraction would then translate into an unresolved source fraction and, therefore, a minimum visibility for future observations with, e.g., VLTI/MATISSE.

I fit two simple black bodies to the SED and compare the $12 \mu m$ emission fraction to the unresolved source fraction from MIDI.
### 6.5 Results

#### 6.5.1 General results

I find that all of the studied sources are partially resolved to MIDI. However, only two show any clear, reliable change in visibility with baseline length, at MIDI’s level of accuracy, when I perform the modelling. For the unconstrained objects I can only deduce lower limits to the angular sizes of the resolved dust as well as the unresolved source fraction.

Fairall 49 and Mrk 509 show an extended dust feature when fit with the combination of a Gaussian and an unresolved source. However, both objects have too scarce a sampling of the $uv$ plane to say if the Gaussian and unresolved source model is an accurate descriptor of their geometry. The Gaussian and unresolved source model has well described all 25 previous AGN from literature. Of these 25 objects, 13 had both components, 7 had the extended component over-resolved and could only constrain the unresolved fraction, 4 only showed the extended component (marginally resolved), and 1 was unresolved (Burtscher et al., 2013; López-Gonzaga et al., 2016; Fernández-Ontiveros et al., 2018, 2019). Therefore, I take the model as a general description of AGN in the mid-IR.

#### 6.5.2 Results for individual objects

The plotted results for each object can be found, with the $uv$ plane and SED, in Figure 6.2. The probability distribution uses the flat prior for $\Theta$ and the model in the visibility plot shows the lower limit of the FWHM, as determined by the non flat prior, where the FWHM could not be constrained. Table 6.3 contains the results for the fitted model. The distances given are the NED, CMB, Hubble distance at the time of writing ($H_0 = 67.8 \text{ km/sec/Mpc}$, $\Omega_{\text{matter}} = 0.308$, $\Omega_{\text{vacuum}} = 0.692$).

<table>
<thead>
<tr>
<th>Object</th>
<th>$\Theta$ (mas)</th>
<th>$\Theta_{up}$ (mas)</th>
<th>$p_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fairall 51</td>
<td>$\geq 65$</td>
<td>330</td>
<td>0.54^{0.01}_{0.01}</td>
</tr>
<tr>
<td>Fairall 49</td>
<td>$38.28^{+3.31}_{-2.80}$</td>
<td>730</td>
<td>0.51^{0.03}_{0.03}</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>$\geq 22$</td>
<td>370</td>
<td>0.70^{0.05}_{0.05}</td>
</tr>
<tr>
<td>MCG-06-30-15</td>
<td>$\geq 43$</td>
<td>350</td>
<td>0.42^{0.02}_{0.02}</td>
</tr>
<tr>
<td>NGC 2110</td>
<td>$\geq 21$</td>
<td>340</td>
<td>0.53^{0.04}_{0.06}</td>
</tr>
<tr>
<td>Mrk 509</td>
<td>$18.13^{+6.83}_{-4.02}$</td>
<td>320</td>
<td>0.35^{0.16}_{0.21}</td>
</tr>
<tr>
<td>NGC 7213</td>
<td>$\geq 20$</td>
<td>330</td>
<td>0.62^{0.04}_{0.05}</td>
</tr>
<tr>
<td>NGC 7674</td>
<td>$\geq 64$</td>
<td>400</td>
<td>0.29^{0.04}_{0.04}</td>
</tr>
</tbody>
</table>

**Table 6.3:** Modelling results. $\Theta$ is the FWHM of the extended Gaussian, $p_f$ is the unresolved source fraction, and $\Theta_{up}$ is the upper limit of the FWHM estimated from the single-dish FWHM of the nucleus (Asmus et al., 2014, http://dc.g-vo.org/sasmirala).
**Fairall 9** is at a distance of 206 Mpc. It hosts a Type 1.2 nucleus that has three observations which show no clear change in visibility with baseline length. Therefore, I tentatively report that Fairall 9’s extended component is over-resolved and the unresolved source fraction is responsible for 68% of the flux.

**Fairall 49** hosts a Type 2 nucleus and is at a distance of 88 Mpc. It has two MIDI observations, separated by one day, of high enough signal to noise to draw direct conclusions from. The $\sim 3\, \text{M}\lambda$ baseline observation is unusually high when compared to the average MIDI single-dish spectrophotometry. At longer wavelengths it has a visibility of greater than 1. If I do not average the MIDI spectrophotometry and compare the unusually high observation to its contemporaneous spectrophotometry only I still get visibilities of greater than 1. However, when I compare the correlated flux to the VISIR spectrum, or the MIDI spectrophotometry of the second observation, I find that this observation gives sensible visibilities. Further inspection shows that the MIDI spectrophotometry may be suffering from poor sky subtraction. I therefore deem the interferometric observation reliable. When fit with the model, I constrain an extended component of 38 mas and unresolved source of 0.51. The non-detection, Section 6.3.1.1, implies that the visibility is unlikely to increase at longer baselines.

**Fairall 51** has a Type 1 nucleus and is at a distance of 62 Mpc. It is partially resolved with an extended component that is larger than observable with MIDI. I conclude that Fairall 51 shows no change in visibility with baseline length or PA at MIDI’s level of accuracy and available baselines. It has an unresolved fraction of 0.54 and the FWHM of the resolved component is between 65 mas and 330 mas. However, while Fairall 51 is fully consistent with an unresolved source the data suggests a bump in the visibility between $7\, \text{M}\lambda$ and $10\, \text{M}\lambda$ (Figure 6.2). The bump is well described by a simple dust ring around the unresolved source. Further observations will be necessary to conclude if the bump is real.

**MCG-06-30-15** is host to a Type 1 nucleus at a distance of 38.3 Mpc. It shows partially resolved structure that has an unresolved fraction of 0.43, however, the extended structure of MCG-06-30-15 is over-resolved. The lower limit on the FWHM of the extended dust is 43 mas with an upper limit of 350 mas.

**Mrk 509** hosts a Type 1.5 nucleus and is at a distance of 148 Mpc. It has three observations that show the object is partially resolved and suggests an extended dust component. The extended component has a FWHM of 18 mas, the unresolved fraction, however, is essentially unconstrained with an upper limit of 0.5.

**NGC 2110** contains a Type 2 nucleus at a distance of 35.5 Mpc. It only has visibility measurements for a small range of baseline lengths. These points are mostly in agreement and show no angular dependent structure. Because of the small range of baselines I cannot say if I see baseline length dependent structure. Therefore, I cannot deduce the unresolved fraction or radial size. I find an upper limit of the unresolved source fraction of 0.6.
NGC 7213 hosts a Type 1.5 nucleus at a distance of 22.8 Mpc. It is partially resolved and shows an unresolved fraction of 0.63. The lower limit of the FWHM is 20 mas and the upper limit is 330 mas. However, in NGC 7213 I find that the MIDI spectrophotometry is much dimmer than the VISIR spectrophotometry. I compare the correlated flux data with the MIDI spectrophotometry and find that this gives unphysical, high visibilities of >1. Even using solely the brightest MIDI spectrum I still find the object is completely unresolved at all baseline lengths. Investigation into the MIDI spectrophotometry shows that it suffers from poor sky subtraction, possibly due to the strong, variable background described in Burtscher et al. (2012). Therefore, out of the two conclusions given for NGC 7213 I use the result derived using the VISIR spectrum.

NGC 7674 has a Type 2 nucleus and is at a distance of 122 Mpc. It has only two observations covering a large range of baselines. I can reliably say that it is partially resolved and it is likely that it has an over-resolved extended component and an unresolved fraction of \( \approx 0.29 \). The lower limit for the extended component is 64 mas. When viewed with VISIR, the object shows an extended dust feature with a major axis FWHM of 400 mas (Asmus et al., 2016).

### 6.5.3 SED visibility fractions

When I fit a simplistic black body to the hot dust feature I find no significant correlation between the unresolved source fraction and the fraction of the flux that the hot dust is responsible for. I find that the hot dust in these objects is best explained by a temperature of either 750 K or 500 K. I also do not find a correlation within each of these temperatures. The null result could be due to small number statistics so I cannot rule out the intrinsic presence of a correlation.

As a further test I fit a black body to the cooler dust component, best fit by a temperature of \( \sim 150 \) K, and find no correlation between between the unresolved source fraction and the warm dust 12 µm flux contribution fraction.

### 6.5.4 Results on the correlation between extended flux fraction and Eddington ratio

In Chapter 4, I showed that the unresolved component was dominated by the hot dust in ESO 323-G77. When the source was compared to NGC 3783, it was thought that there could be an evolution of dust distribution with Eddington ratio. Here, I test the hypothesis further. For this chapter’s 8 objects, I have the flux of the unresolved and resolved components and the flux values for 24 more objects are available in previous works (Burtscher et al., 2013; López-Gonzaga et al., 2016; Fernández-Ontiveros et al., 2018). I use the values for ESO 323-G77 from Chapter 4. As an initial check I compare the resolved and unresolved luminosities to a proxy for Eddington ratio. The proxy for Eddington ratio is the ratio of intrinsic X-ray luminosity collected from Asmus et al. (2015) and the black hole mass taken from various works in the literature (Onken and
Figure 6.2: The subplots show, from left to right, the uv plane, the visibility measurements and best model fit, the SED, and the geometric model unresolved source fraction vs. extended component FWHM PDF. Each row shows the result for one object. In the uv plane, the purple points represent observations of high enough quality to be used directly in the analysis, the orange points are the excluded observations. The visibility plot depicts the visibility of each “good” observation vs. baseline length with the best fit geometric model overlaid. The SED contains data from ISAAC (pale orange), VISIR (purple), and Spitzer (grey).

Peterson, 2002; Greenhill et al., 2003; Lodato and Bertin, 2003; Peterson et al., 2004; Garcia-Rissmann et al., 2005; Denney et al., 2006; Gu et al., 2006; Wang and Zhang, 2007; Cappellari et al., 2009; Ho et al., 2009; Makarov et al., 2014) (see Table B.1 for a summary). To convert intrinsic X-ray luminosity to bolometric I use a conversion factor of 10 (Vasudevan et al., 2010).

The black hole mass is a major source of uncertainty in the Eddington ratio. I use maser emission and reverberation mapping where available, which have a typical uncertainty of <0.1 dex. However, the masses are primarily derived from stellar velocity distribution (SVD). For SVDs
I use the intrinsic M-σ scaling relation from Shankar et al. (2016) with a scatter of 0.25 dex. If none of these mass determinations are available, I use Hβ and [O III] which have uncertainties of ≥0.5 dex.

I found no correlation between the point source flux, or extended source flux, and Eddington ratio using the Spearman rank. However, I do find a tentative correlation between the ratio of resolved (Fgs) and unresolved (Fpf) flux with Eddington ratio for Type 2 AGN (Figure 6.3). In Type 1s I see a large scatter and no correlation (see Figure 6.4). Although the Type 1s are consistent with the correlation found in Type 2s, the Type 1s cover a smaller range of Eddington Ratios. If I take the Type 2 data without errors I get a z value (standard score) of 2.8 when testing the null hypothesis which, in this case, is that the data are uncorrelated. Equivalently, a z value of 2.8 is a p-value of 0.005 where p is the the two sided Spearman rank null hypothesis probability. As a more rigorous test of the correlation, I bootstrap, with replacement, the Spearman rank so as
to include the errors on the measurements and to reduce the effect of outliers on any correlation. Bootstrapping the Spearman rank will cause the correlation to be underestimated, I provide the p-value for both with and without bootstrapping.

Instead of just taking the 1σ errors on the objects in this chapter and the upper limit of NGC 2110 I can directly use their probability distributions from the MCMC Bayesian fitting which is a better representation of their true probability distributions. When I include the errors for all the objects the z value becomes 2.4 (p-value of 0.016). The Spearman rank correlation coefficient (ρ) using the errors is 0.65.

In these results I do not include NGC 1052 from Fernández-Ontiveros et al. (2019) due to their conclusion that the mid-IR photons do not arise from thermal emission. Non-thermal emission would make it unsuitable for a study of radiation pressure. However, the presence of silicate emission and nuclear obscuration suggests thermally emitting dust which could mean a very compact dust core is responsible for significant parts of the mid-IR emission. Therefore, I provide results with and without NGC 1052. With NGC 1052, the z value without errors becomes 3.3 and with bootstrapped errors 3.0 (p-value of 0.001 and 0.002 respectively) using an unresolved fraction of 0.96 from their Figure 3. The ρ, with errors included, becomes 0.71.

These results are highly suggestive of a positive correlation between the extended source flux fraction and the Eddington ratio. However, the correlation could, for example, be influenced by the resolution effect. Farther sources would, in theory, be less resolved because these sources would have more of their would-be "extended" emission included in the unresolved emission. Although, I would expect a resolution effect to cause the opposite correlation due to more distant objects generally being more powerful, ergo bright enough to detect with MIDI, and, therefore, likely to be higher Eddington ratio objects. Consequently, I compare the flux ratio to the distance (Figure 6.5) and X-ray luminosity (Figure 6.6). I find no significant correlation between either of these quantities and the flux ratio, reinforcing the idea that the correlation is truly between flux ratio and Eddington ratio. I discuss this further in the next section.

6.6 Discussion

6.6.1 The evolution of dust distribution with Eddington ratio

In Section 6.5.4, I presented the results of my comparison between Eddington ratio and the ratio between $F_{gs}$ and $F_{pf}$. I found a possible correlation for Type 2s but not for Type 1s, this result can be explained by the orientation of Type 2 allowing for easier disentanglement of the resolved wind from the compact source. The prediction from Chapter 4 is that at higher Eddington ratios, more of the dust in the system would be located in a more compact disk. The compact disk could provide more fuel to the AGN explaining the higher Eddington ratio, and the larger unresolved source fraction.
In this chapter, I find that the unresolved source fraction decreases with Eddington ratio which contradicts my prediction. A $z$ value of 2.4 for the correlation, when using the MCMC Bayesian statistics directly, means that this correlation is uncertain but possible. The relatively low confidence value is mainly caused by two effects: the large black hole mass errors and the small number of objects. I cannot get better black hole masses due to no near-IR continuum reverberation mapping for Type 2s and the intrinsic scatter in SVD black hole masses. However, I will be able to increase the number of sources thanks to the introduction of MATISSE. With MATISSE a single snapshot analysis of an AGN will provide more data, 6 visibility measurements and 3 closure phases, than I have from MIDI on most of the current objects. An improved sensitivity, compared to MIDI, will also allow a greater number of viable targets. The improved capability should permit a survey of local Type 2s which would vastly improve the statistics.

I repeated the analysis to include a new object, NGC 1052. NGC 1052 was studied by Fernández-Ontiveros et al. (2019) and is an obscured LINER. It therefore provides an extra observation at low Eddington ratio. I find that the correlation statistics improve to a $z$ of 3.0 using the Bayesian statistics directly, demonstrating the possible improvement in my statistics from the inclusion of a small number of new objects. I do not use NGC 1052 for the final conclusion, however, because it is not clear if the mid-IR emission in this object is from thermally emitting dust.
**Figure 6.4**: Flux ratio against Eddington ratio for all objects, including NGC 1052.

**Figure 6.5**: Flux ratio against distance for all objects, including NGC 1052.
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Fernández-Ontiveros et al. (2019) report that the emission is likely synchrotron radiation from a compact jet as a thermally emitting dust structure would have to be unusually compact and the SED follows a broken power-law. The mid-IR emission does show a silicate emission feature, however, and there is an apparent source of nuclear obscuration which implies the presence of dust and dust emission.

In Meisenheimer et al. (2007), evidence was given that the unresolved source in Centaurus A is also dominated by synchrotron emission while the extended component is dust emission. Similar to NGC 1052, Centaurus A may be unsuitable for the correlation. Ergo, the z value without Centaurus A or NGC 1052 is 2.1 (p-value of 0.036). The result without Centaurus A is not significantly different to the result including it.

To explain the correlation between Eddington ratio and flux ratio I propose a different scenario to that in Chapter 4. In the radiation driven system of the dusty wind model the higher radiation pressure at higher Eddington ratios would blow more dust out of the disk into the wind. The explanation is further backed by radiation hydrodynamic modelling performed using the model in Williamson et al. (2019). The model showed that the bulk of the dust mass became less centrally concentrated at higher Eddington ratio. The outflows become stronger and brighter in the IR as Eddington ratio increases, shown in Figure 6.7 which was created using data from this model. Each line shows the fraction of IR dust emission interior to the radius r with a sublimation radius $r_i$ for different Eddington ratios. The model starts from a disk and develops for a simulation time of 20 kyr. 20 kyr is enough time for the winds to develop but short enough that the disk is not depleted. Because the model is not a steady state solution it is not directly comparable to the...
results, i.e. the winds may not fully develop before the disk depletes. However, if I do compare the model to the data, the model predicts a steeper gradient (see Figure 6.8) for a range of \( r - r_i \) comparable to the scale of the disk. This could be explained by the wind not having time to develop as much at lower Eddington ratios.

### 6.6.2 MATISSE candidates

The coverage and phase information required to reconstruct an image of the dust structure in an AGN from the interferometric data was not available with MIDI. This is expected to change with the second generation instrumentation at the VLTI, and especially with the Multi-AperTure mid-Infrared SpectroScopic Experiment (MATISSE, Lopez et al., 2014). MATISSE will allow the reconstruction of mid-IR images on the same, or smaller, spacial scales as MIDI. MATISSE can access smaller spacial scales using the L and M band, whereas MIDI only had access to the N band.

The unresolved flux of the objects in this work make them viable targets for MATISSE. All the objects with less than 10 observations would benefit from a snapshot observation. However, I especially recommend Fairall 49, Mrk 509, and Fairall 51 due to their tentative partially resolved extended structure. In the case of Fairall 49 and Mrk 509, the extended structure is the dusty wind component. However, in Fairall 51 the extended structure is the tentative dust "ring".
6.7 Chapter Summary

I reduced and analysed the available MIDI data on 8 AGN. To each I fit a Gaussian and unresolved source model which is the PA independent version of the model used in Leftley et al. (2018). I find that:

1. All objects are partially resolved, showing visibilities of less than one.

2. Six objects have an unresolved source fraction that can be constrained by the available data. For Mrk 509 and NGC 2110 I derived an upper limit for the unresolved source fraction.

3. Two objects have a partially resolved component that can be constrained with the available data; Fairall 49 and Mrk 509. In the remaining objects the extended component appears over-resolved so I derive a lower limit for the FWHM.

4. Using the unresolved fraction for all objects, from this chapter and the literature, I find a tentative positive correlation between the ratio of extended and unresolved flux and Eddington ratio in Type 2s.

I conclude that the discovered relationship translates to more dust being ejected into the dusty wind at higher Eddington ratios which supports the idea that the wind is a radiation pressure driven outflow. I suggest a survey of Type 2s with VLTI/MATISSE to add more objects to the sample could improve the significance of the tentative correlation.
Chapter 7

The cold gas in NGC 3783

So far I have focused on the dust of local AGN. MIDI provided constraints on the geometry and affirmed that the dust is not in a simple torus but rather part of a complex radiation driven system. But where there is dust, there is gas and gas has the advantage of having narrow line emission from electron transitions which can provide precise kinematics of the material along the LoS from its Doppler shift. Kinematics adds a whole new layer of information when determining the structure of an AGN. By observing the kinematics of the gas, I can make inference into the kinematics of co-spatial dust; however, it is necessary to know which gas traces which dust. Different molecular lines trace different gas densities; the molecules targeted by the ALMA observations in this chapter are HCO+(4-3), HCN(4-3), and CO(3-2) which are thought to trace densities greater than that of the dusty wind (see Figure 7.1 and Höning, 2019). It is more likely that the molecular lines actually trace the dusty disk instead. Therefore, with the molecular lines in this chapter I will likely trace the dusty material reservoir of the dust disk.

To observe the gas at high resolution, I use new ALMA data (PI: Dr Sebastian Höning). These observations were of NGC 3783, a local Seyfert galaxy hosting a Type 1.5 AGN that is often considered to be archetypal (Figure 7.2). NGC 3783 was the first of only two Type 1 AGN to show a polar extension with MIDI; it also has an equatorial hot dust structure constrained with AMBER (Höning et al., 2013; López-Gonzaga et al., 2016). Therefore, I can compare the known dust continuum geometry to the molecular gas of ALMA. Knowing the dust continuum emission geometry will allow me to test if the dense molecular gas traces the dust responsible for the bulk of the mid-IR emission or the dust disk as expected. The galaxy itself is a mostly face-on barred spiral galaxy with an inner ring and a pseudo outer ring. More details of NGC 3783 can be found in Table B.1.
Figure 7.1: This figure is taken with permission from Hönig (2019). It depicts the dusty wind model and which component is traced by which molecular line or wavelength.
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7.1 Observations and Reduction

At the time of writing, there are four observations of NGC 3783 in band 7 (see Table 7.1 for details). Band 7 is useful because it covers the frequency range of 275 – 373 GHz which contains the molecular transition lines HCO+(4-3), HCN(4-3), and CO(3-2) that are considered to be tracers for a range of gas densities. They have critical densities for collisional excitation of $10^6$ cm$^{-3}$, $10^7$ cm$^{-3}$, and $10^4$ cm$^{-3}$, respectively (Shirley, 2015; Muraoka et al., 2016). Sampling these lines was the goal of the observations and the spectral windows were selected to include the frequencies of these lines. The observation time totalled 4.7 hrs, although the spectral windows differed slightly between observations (see Table 7.2 for details). While the observations were completed successfully, they did not reach the sensitivity requested in the proposal and future observations are planned to remedy this. The observations used in this chapter were done on 2015-12-01T11:20, 2015-12-01T12:17:03, 2017-11-09T10:28:00, and 2017-11-22T09:13:43 as part of programmes ADS/JAO.ALMA#2015.1.00555.S and ADS/JAO.ALMA#2017.1.00737.S. The 2015 observations have a maximum baseline length of 10 Mλ ($\sim$ 9 km) and the 2017 observations have a maximum length of 15 Mλ ($\sim$ 13 km). The details of the observations are in Table 7.1 and the spectral windows observed are in Table 7.2.
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Table 7.1: ALMA observations used in this work, δθ_res is the angular resolution, FoV is the maximum recoverable scale, δω is the frequency resolution, and Int is the integration time.

<table>
<thead>
<tr>
<th>Project code</th>
<th>RA (Deg)</th>
<th>Dec (Deg)</th>
<th>Obs date</th>
<th>δθ_res (&quot;)</th>
<th>FoV (&quot;)</th>
<th>δω (kHz)</th>
<th>Int (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015.1.00555.S</td>
<td>174.7571708</td>
<td>-37.7385</td>
<td>2015-11-21</td>
<td>0.029</td>
<td>0.51</td>
<td>7812</td>
<td>1216</td>
</tr>
<tr>
<td>2015.1.00555.S</td>
<td>174.7571708</td>
<td>-37.7385</td>
<td>2015-12-01</td>
<td>0.043</td>
<td>0.57</td>
<td>7812</td>
<td>1560</td>
</tr>
<tr>
<td>2017.1.00737.S</td>
<td>174.7571708</td>
<td>-37.7385</td>
<td>2017-11-09</td>
<td>0.021</td>
<td>0.76</td>
<td>7812</td>
<td>8491</td>
</tr>
<tr>
<td>2017.1.00737.S</td>
<td>174.7571708</td>
<td>-37.7385</td>
<td>2017-11-22</td>
<td>0.038</td>
<td>0.83</td>
<td>7812</td>
<td>5625</td>
</tr>
</tbody>
</table>

Table 7.2: The four spectral windows for each ALMA observation.

<table>
<thead>
<tr>
<th>Observation date</th>
<th>SPW1 (GHz)</th>
<th>SPW2 (GHz)</th>
<th>SPW3 (GHz)</th>
<th>SPW4 (GHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015-12-01 12:17</td>
<td>344.68-345.61</td>
<td>347.10-348.04</td>
<td>357.05-357.99</td>
<td>358.67-359.60</td>
</tr>
<tr>
<td>2017-11-22 09:13</td>
<td>339.11-340.05</td>
<td>342.00-342.93</td>
<td>351.11-352.05</td>
<td>353.59-354.52</td>
</tr>
</tbody>
</table>

The reduction was performed using CASA and TCLEAN. The full method is available in Section 3.6; however, I will provide a summary here. I use CASA to reclaim the calibrated pipeline products. I passed the pipeline products to TCLEAN. TCLEAN is used to create a dirty image from the uv data which includes artefacts from uneven and incomplete sampling of the uv plane. The dirty image is produced using a weighting on the uv points, I used natural weighting for all observations in this chapter. A natural weighting uses the inverse of the squared standard deviation of each uv point to produce the weighting. I cleaned the dirty images in an attempt to remove the artefacts introduced into the images. The cleaning is done by masking true emission with user made masks, TCLEAN then attempts to deconvolve the dirty beam from the image and recover the true emission.

7.2 Results

While the results here use the natural weighting method for the reduction of the data to increase sensitivity, initially I utilised Briggs weighting which is more robust and provides a smaller PSF at the expense of sensitivity. However, with Briggs weighting all extended emission becomes invisible. Therefore, I fall back to the natural weighting in the following analysis.

The 2015-11-21 observation has high residuals after cleaning. There is no discernible line emission in this observation. Because the 2017-11-09 observation covers the same SPWs at higher signal to noise and higher angular resolution, the 2015-11-21 data provides no useful upper limits on detection. There is evidence for HCN emission in the 2017-11-09 observation, however, any extended emission from this line is confined to a small region (Figure 7.3) which has a low signal to noise. The average standard deviation of the continuum is 0.44 mJy beam^-1 and the standard error on the HCN line emission in Figure 7.3 is 0.13 mJy beam^-1. Combining the 2015-11-21 and 2017-11-09 observations does not improve the signal to noise of this line. It is
likely that the lack of improvement was due to integration time of the 2015-11-21 observation. Using the ALMA sensitivity calculator, with a bandwidth of 10 km s\(^{-1}\) on the 12 m array, an integration time of 8491 s gives a sensitivity of 0.52 mJy. The same setup with an integration time of 9707 s gives a sensitivity of 0.49 mJy, this is not a significant improvement. No significant HCO\(^+\) emission is detected in any of the maps, the upper limit for 3\(\sigma\) detection of continuum subtracted flux density of HCO\(^+\) emission is 1 mJy,beam\(^{-1}\) at a 10 MHz frequency bin width.

CO is present in the 2017-11-22 observation and it has a higher signal to noise than HCN and displays notable kinematics. The CO line emission can be seen in Figure 7.4. I use the redshift of 0.00973 from NED for defining the zero velocity for NGC 3783 and then produce a corresponding kinematic map for the CO line with a standard error of 0.1 mJy beam\(^{-1}\). To measure the CO gas kinematics, I fit a Gaussian and constant to represent the line and continuum. Any Gaussian with an amplitude of zero, a sigma width of less than 0.01 GHz, or a sigma width of more than 0.1 GHz is regarded as having no line. The resulting map is in Figure 7.5 and displays some interesting structure. There are four seemingly distinct velocity components: the North-East blue (\(~ \sim 25\) km s\(^{-1}\)) component \(~ \sim 0.3^\prime\) or a projected 69 pc (using the distance in Table B.1) from the centre, the South-East red (\(~ 25\) km s\(^{-1}\)) component \(~ 0.2^\prime\) or 46 pc from the centre, the Western blue (\(~ \sim 50\) km s\(^{-1}\)) component \(~ 0.1^\prime\) or 23 pc from the centre, and the South-West blue-white (\(~ \sim 10\) km s\(^{-1}\)) component \(~ 0.5^\prime\) or 116 pc from the centre. For comparison to the host galaxy disk, the apparent (projected) maximum gas rotational velocity of the disk, as given by Hyperleda (Makarov et al., 2014), is 63 \(\pm\) 2 km s\(^{-1}\) in NGC 3783. To determine if these are distinct components and what they may represent, I created a position-velocity (PV) diagram (Figure 7.6). The PV diagram depicts the intensity of emission for every velocity along a chosen line as a function of distance from the centre with the continuum subtracted. The line acts as a cut across the image, not an average across the image perpendicular to the line. The PV diagram allows me to determine how the velocity of the CO line changes as a function of distance from the AGN. The PA of the line chosen was 55\(^\circ\) because this is close to the 45\(^\circ\) equator of NGC 3783 as determined by polarisation (Smith et al., 2004) and cuts through all the supposed components.

Hönig et al. (2013) and López-Gonzaga et al. (2016) found that the dust emission in the nucleus of NGC 3783 is highly polar extended in the mid-IR, putting the bulk of the warm dust in the polar wind. CO is a warm \(~ 1000\)K gas tracer and there is a distinct lack of emission in the region North of the nucleus and a less definite lack in the South region. However, CO is also known to trace cold dense \(~ 100\)K dust and, therefore, may not trace the wind but the disk instead (Hönig, 2019; Williamson et al., 2019). Interestingly, one side of the cutoff is at a PA of \(~ \sim 60^\circ\) which is the PA of the mid-IR dusty extension from MIDI. The MIDI extension is thought to be the edge of one side of the cone which would agree with the idea that the outflowing material is significantly emitting in the North. Furthermore, there was a CAT3D-WIND model fitted to the SED and MIDI data of NGC 3783 in Hönig and Kishimoto (2017), which gives a half opening angle for the wind of 38\(^\circ\) and an inclination of 30\(^\circ\). The CAT3D-WIND model gives a projected half opening angle of \(~ 57.4^\circ\) which would place the other edge of the outflow...
cone at a PA of $\sim 54^\circ$ when taken relative to the mid-IR axis. The modelled wind agrees very well with the other edge of the Northern empty region. The centre of the supposed outflow would be at a PA of $\sim 176^\circ$ which is 41$^\circ$ off the polarisation system axis and 16$^\circ$ off the system axis as defined by the NLR (Fischer et al., 2013). The PA of the region is interesting as this would make the small scale outflow seen by ALMA closer to the outflow of the NLR instead of being perpendicular to the disk as determined by polarisation. To thoroughly test the hypothesis, I would need more integration time at similar baseline lengths of the CO(3-2) line to improve the signal to noise of this line. An improvement in the signal to noise will allow for a more robust cleaning of the continuum subtracted data. There are further observations accepted for NGC 3783 in an attempt to improve the signal to noise on the observed lines.

The PV diagram sheds some light on the nature of the unobscured gas. First, the two Eastern components are actually the same component. The curved structure between 0.1" and 0.4" on the PV diagram is continuous, suggesting a single structure, and reminiscent of a disk. A model PV diagram of the disk+wind scenario from Williamson et al. (2020) is shown in Figure 7.7 for comparison. The PV diagram is of a cut across the equator of the AGN similar to the PV diagram in Figure 7.6. The model is a hydrodynamic model that starts with a disk and applies radiation pressure. A wind develops and after a chosen time the simulation is frozen and the emission properties are determined. For more details see Williamson et al. (2019, 2020). In the model

**Figure 7.3:** Average continuum subtracted HCN line flux density between 350.97 GHz, 351.02 GHz. The FWHM beam size is in white. The white dotted line on the colourbar is the 3$\sigma$ level.
PV diagrams the same curved structure can be seen, caused by the model disk. The appearance of two components in the observation is possibly caused by either an incorrect redshift, causing an offset on the zero velocity, or a peculiar motion of the structure. A redshift of $\sim 0.00965$ would give a zero velocity that would make the disk velocity go asymptotically toward zero at large radii from the black hole, although this is unlikely because the given redshift of 0.00973 for NGC 3783 is well constrained by the 21 cm line (Theureau et al., 1998).

In the West, the story is a little different. The middle structure present, between 0” and −0.2” (or a projected distance of 0 pc-46 pc) in $\Delta RA$, has a constant velocity with distance. The constant velocity could be caused by looking down the outflow which would make the integrated velocity along the LoS less predictable. Any velocities would sum along the LoS which would cause any opposing gradients in velocity with position to cancel. An outflow against a disk for example. The last component, at $\Delta RA \leq -0.2”$ or $\Delta RA \leq 46$ pc, seems to fall off in velocity like a disk which suggests that this detected molecular disk continues underneath the constant velocity component. I further studied the constant velocity component for evidence of multiple CO lines, which would be proof of two overlapping components, however, I found no evidence of two distinguishable lines. Furthermore, the single constant CO(3-2) line is not especially broad, or narrow, when compared to the other CO(3-2) emission. An alternative explanation is that the constant part is not part of the AGN and it is part of the host galaxy which is obscuring the...
emission from the disk component. It is unclear what the South-West structure is. If it is part of the disk then it does not agree with the zero velocity point set by the East side disk but rather the redshift determined zero velocity. The velocity offset would mean that it was not moving at the same velocity as the East side disk which is not consistent with being part of the same disk. Because of the discrepancy, and the lack of evidence that this component continues under the constant velocity component, I tentatively conclude that the South-West component may be contamination from the host galaxy in this explanation.

### 7.2.1 A molecular inflow?

The disk and outflow model I described agrees fairly well with the disk+wind model. To summarise: in the East there is a disk-like component, in the West there is a foreground component and possible contamination from the host galaxy. In the North and South there is no emission because the disk is only bright enough to be seen at the edges and the outflow does not emit CO(3-2).

The structure shown could also be explained by a molecular inflow. The two disk-like components in the East and West could instead be inflowing molecular gas. Inflows look similar.
Figure 7.6: A PV diagram of NGC 3783’s CO line along the purple line in Figure 7.5. The purple points are the velocity of the CO line as determined by a Gaussian fit. Positive velocity is moving away from the observer.

Figure 7.7: Figure from Williamson et al. (2020). A PV diagram created using a slit across the equator of a hydrodynamic disk+wind model inclined at 80°. The PV diagram is produced for a variety of line transitions. Each row contains a model with a different optical thickness. The details of the models can be found in the paper.
to disks in a PV diagram because they are both gravitationally bound material that increases in velocity towards the centre of gravity. An inflow would more naturally explain why the two components do not have the same zero velocity because they are not part of the same structure. The empty region would then be the area in which the outflow destroys the inflowing molecular gas leaving the region devoid of CO(3-2) emission. The alignment with the polar dust extension and CAT3D-WIND model support the existence of an outflow in the CO void region. Furthermore, Davies et al. (2007); Müller-Sánchez et al. (2011) show the H2 1 – 0 S(1) (2.12 \( \mu \)m), [Si VI] (1.96 \( \mu \)m), and Br\( \gamma \) (2.16 \( \mu \)m) kinematic maps. The [Si VI] and Br\( \gamma \) seem to trace a similar outflow structure, and Davies et al. (2007) reports that they both trace the ionised outflow of the AGN. Müller-Sánchez et al. (2011) also reports an outflow with the addition of rotational motion. Interestingly, the outflow has a PA of 0\(^\circ\) which agrees well with the 176\(^\circ\) PA of the CAT3D-WIND model outflow I gave previously and the empty region of the CO(3-2) emission. The constant component is still a foreground component in this interpretation.

7.2.2 The HCN emission

The detected HCN emission is uncharacteristically confined to a small region that does not coincide with the centre of the AGN or with any detectable CO emission. HCN observations of NGC 1068 have shown that the integrated flux ratio HCN(4–3)/CO(3–2) in AGN is 0.2 ± 0.04, i.e., the integrated CO(3-2) flux should be ~ 5 times brighter than the CO in the same region (Viti et al., 2014). Furthermore, HCN emission is usually bright in the centre of the AGN (e.g. Tacconi et al., 1994; Aalto et al., 2012; Davies et al., 2012; Audibert et al., 2019). In the ALMA band 7 observations, it is not. The lack of HCN(4-3) emission in the centre or the AGN could be due to the relatively low sensitivity, however, that does not explain why there is a non-central bright spot. The bright spot coincides with the outflow region and no CO emission which suggests it is a dense clump of gas that is too dense for CO emission. Either the clump is part of the outflow or it is foreground. It is not possible to distinguish between an outflowing clump and a foreground clump with such a small region of emission as compared to the beam size. If the clump is in the outflow, the illumination from the accretion disk could explain its brightness. If the clump is indeed dense it could prevent the destruction of the HCN molecules from the ionising radiation through self-shielding. The CO is less dense and therefore could have been destroyed by the ionising radiation, explaining the lack of CO emission. The new observations may shed some light on which scenario is more likely.

7.3 Chapter Conclusions and Summary

The ALMA observations show evidence of CO and HCN but not HCO+. However, CO is the only line with high enough signal to noise to gain insight into the geometry and kinematics of the gas. I conclude that the CO, which theoretically traces the dense dust of the disk, is consistent with an outflow+disk scenario. Both the supposed outflow and disk in the outflow+disk case
are consistent with the CAT3D-WIND model that was produced independently of these data. Alternatively, the CO(3-2) could be dominated by a molecular inflow, however, in this case the outflow is still fully consistent with the mid-IR polar extension and the CAT3D-WIND model.

Finally, I submit that to fully constrain the CO emitting structure, as well as the other emission lines present, I will need more observation time to increase the signal to noise. Currently the emission can only be constrained with natural weighting which causes a larger PSF than more robust methods such as Briggs weighting. Higher signal to noise data would allow for comprehensive kinematic modelling to distinguish between the two proposed scenarios for the CO emission. Further observations are scheduled for ALMA cycle 7.
Chapter 8

Conclusions

Throughout this work I have focused on the study of AGN with interferometry in an attempt to understand the inner parsec scale dust structure of these objects. Here I will summarise the primary findings of the previous chapters followed by my overarching conclusions.

8.1 The Polar Dust of ESO 323-G77 and its Implications

When studied with MIDI, ESO 323-G77 was conclusively shown to hold a polar dust structure fully consistent with the CAT3D-WIND model from Hönig and Kishimoto (2017). It was shown that an equatorial extension would be inconsistent with the MIDI observations. The polar extension was still present when accounting for the non-uniform sampling of the uv plane. The result made ESO 323-G77 the eighth AGN with sufficient uv plane sampling to constrain an extension and the eighth to not show evidence for an equatorial dusty torus. ESO 323-G77 was also the second Type 1 AGN to have its extended dust successfully constrained. The polar extension constrained in ESO 323-G77 is strong evidence for the polar dust model. The polar extensions discovered in the four Type 2 AGN can theoretically be explained through self-shielding and anisotropic illumination. However, in Type 1s a polar extension is not as easily achieved. It is also difficult to explain why all six extended objects, including ESO 323-G77, are \( \sim 20^\circ \) from the derived system axis rather than more scattered in terms of angle if anisotropic emission is the cause.

The polar dusty wind model can explain the offset polar extensions in both AGN types. The offset is caused by edge brightening effects in a hollow cone. In the case of a hollow cone that is comprised of clouds that thermally emit, the amount of flux seen by an observer will depend on the number of clouds along their LoS. Looking through the centre of the hollow cone will provide a smaller volume of clouds than looking though the edge, making it dimmer. Therefore, I conclude that the polar dust structure is both common in AGN and well explained by a dusty wind.
Furthermore, ESO 323-G77 shows a dominant contribution from the unresolved source at all wavelengths covered by MIDI. No polar extended object has ever shown a dominant unresolved source. The unresolved source was found to likely be from the Raleigh-Jeans tail of the hot dust component. The results from \textit{CAT3D-WIND} also suggest that the hot component is very compact. Because ESO 323-G77 is considered to have a relatively high Eddington ratio (based on relatively narrow optical Hydrogen emission lines) when compared to typical Seyferts, this suggested that there could be a positive correlation between Eddington ratio and the fraction of the available dust in an AGN that is located in the disk. Evidence of the Eddington ratio effecting the dust distribution is a key point in the study of AGN. The distribution of dust in AGN, whether it is in the torus model or dusty wind model, is thought to depend on radiation pressure and Eddington ratio is an observable proxy of radiation pressure. Observational evidence suggests that sources are less obscured at higher Eddington ratios and that radiation pressure is the driver (Ricci et al., 2017). A correlation between the unresolved fraction and Eddington ratio would suggest a change in dust distribution with radiation pressure in AGN. Because it is the distribution of dust that is responsible for the amount of obscuration, such a correlation would be a completely independent confirmation of the dust covering factor, the fraction of inclinations over which an AGN appears obscured, having a dependency on radiation pressure.

\section*{8.2 The Sublimation Radius of ESO 323-G77}

The GRAVITY observations of ESO 323-G77 were able to constrain some basic geometry of its hot dust. What I found is that the data can be explained by three point sources when one point source is fixed to the flux fraction expected from the accretion disk. Two of the point source components are separated on sub-parsec scales and are responsible for 99\% of the flux. The central structure is consistent with the scale of the putative hot dust disk although I can not reliably confirm or deny if it is in the expected direction of the accretion disk without further modelling. In future work, I will first test if the direction of the two point sources is constrained by the visibility squared, the closure phase, or both. I can then create models with similar point source separations and a range of PAs and generate fake observations from them. By fitting these I can determine for what range of input PAs I can recover the real data determined PA. The fake observation generation is similar to what I performed in Chapter 4.

The agreement with reverberation mapping provides further proof that there is structure in the GRAVITY observations on the scale of the dust disk. During the comparison, the GRAVITY data always produced a larger sublimation radius than the reverberation mapping. While all but one result agreed within 1\,σ, the average of the results only agrees within 2\,σ. The difference is in agreement with the prediction made in Hönig et al. (2014). The angular size is expected to be larger than the time lag size even if the emission region is the same. The discrepancy is because the thin ring approximation is not a true representation of the hot dust, the ring does have a thickness. The thin ring will then give the average size of the brightness distribution. The
average size will be larger than the inner edge of the sublimation radius which the reverberation mapping is more sensitive to. The reverberation mapping also does not account for the hot disk having a thickness (Boulderstone, B., priv. comm.) which in reverberation mapping causes a smoothing effect in the IR light curve response. By modelling the light curve and visibility squared together, a true thick ring model can be found and the distance can be determined. There are also orientation effects which should not be discounted. The hot dust disk of ESO 323-G77 is thought to be inclined at $\sim 60^\circ$ from face on in the CAT3D-WIND model. If the $uv$ plane is evenly sampled, the average size of the projected disk would be measured, i.e $0.5r(1+\cos(inc))$ where $r$ is the ring radius and $inc$ is the inclination. My $uv$ plane is not evenly sampled however. Most of the observations are in the North-East (Figure 5.1). The $uv$ sampling is in the direction of the equator from polarisation measurements, therefore, I am theoretically preferentially sampling the true radius size so this effect is reduced. It would be an improvement to model the visibility with a thin ring or thick ring model directly which I plan to do in future work.

**8.3 Does the Distribution of Dust Depend on Radiation Pressure?**

In Chapter 6, I showed, at a minimum of $2.1 \sigma$ and a maximum of $3 \sigma$ confidence level, that there is a possible relationship between dust distribution and Eddington ratio. It did, however, become apparent that there is actually an anti-correlation between Eddington ratio and the percentage of dust that is unresolved, unlike the prediction made in Chapter 4. The anti-correlation is more in line with predictions from hydrodynamic simulations (e.g. Wada, 2015; Namekata and Umemura, 2016; Williamson et al., 2019) and it agrees with the result from Asmus (2019) that finds the same relation in the subarcsecond dust with VISIR. It could also be further evidence for the dusty wind model. Because I compared the extended dust emission to the unresolved dust emission, the relationship with Eddington ratio tells me that more dust emission is on a larger scale with more radiation pressure; this is a model independent conclusion. In the dusty wind model the relationship is explainable and expected, it equates to more dust in the wind when compared to the disk. In the torus model the relationship is harder to explain, although a fountain torus model (Wada, 2012) where the torus is a dynamic radiation driven structure could offer another explanation.

Comparing the correlation to the one from Ricci et al. (2017) suggests that less dust in the wind leads to a higher covering factor of the central engine. The correlation of Chapter 6 suggests less of a wind is successfully launched at lower Eddington ratios. However, the dust could still be launched in a failed wind. At lower Eddington ratios, more dust could gather in these failed winds and provide a greater covering fraction. The failed wind would still be unresolved to the interferometer and increase the point source fraction as seen in the correlation from Chapter 6.

To confirm or disprove the relation, more objects at low Eddington ratios must be observed with MATISSE. With the additional constraints, the relation may provide a valuable real world test
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for simulations. For example, the slope of the relation may be a measure of how easily material is liberated from the unresolved region.

8.4 The Missing Dust

Out of the 9 MIDI observed objects presented in this work, only 3 showed any evidence of partially resolved structure. The remaining 6 had an unresolved component and an over-resolved component. Burtscher et al. (2013) also report that 6 of their 23 AGN are in the same over-resolved + unresolved regime as well as IC 3639 from Fernández-Ontiveros et al. (2018). Cen A, NGC 3281, NGC 4593, NGC 5506, and NGC 7674 are extended to VISIR. Under the assumption that the subarcsecond dust of VISIR is connected to the mas dust of MIDI, 8 of 33 AGN studied with MIDI have the bulk of the extended emitting structure between the scales of the shortest VLTI baseline, maximum spatial scale probed of $\sim$ 60 mas at 12 $\mu$m, and the mirror size of the VLT, resolution of 370 mas at 12 $\mu$m. An opportunity is presented for 30 m class telescopes in the mid-IR, such as the Mid-infrared ELT Imager and Spectrograph (METIS; Brandl et al., 2012) at the ELT, to fill the gap. The dust emission, in the mid-IR, for these objects must be between 370 mas and 60 mas which makes them interesting candidates for imaging. The 30 m class telescopes should observe the missing dust in these objects. However, the missing dust objects are not the only interesting targets.

Sources that show extended dust on both scales would also be interesting targets because this may allow the connection of the mas dust extensions of MIDI and the subarcsecond dust of VISIR. If shown to be the case, the dusty wind could provide an avenue of feedback from the AGN to the galaxy in the form of energy and dusty material. One particular object of interest would be ESO 323-G77. ESO 323-G77 is the only object to show equatorial dust in VISIR and polar dust with MIDI. It is possible that something is happening between these scales that is responsible for the discrepancy.

The ELT is not due to start operations before 2025. In the mean time, instead of a larger telescope, a shorter wavelength could be used. The problem is observing continuum at a shorter wavelength observes hotter, thus more compact in AGN, dust. A solution is to use a near-IR IFU such as NIRSpect on JWST or ERIS on the VLT. A near-IR IFU will allow the study of molecular hydrogen lines, specifically H$_2$(S(1-0)), which are predicted to trace the warm dusty outflow in hydrodynamic simulations (Williamson, D. in prep). The H$_2$(S(1-0)) line would allow not only for the study of the warm dust in the spacial scales between MIDI and VISIR but also for the study of its kinematics. The H$_2$(S(1-0)) line is produced at 1000 K - 2000 K which is much hotter than the dust but the dust and associated gas temperature are not equal and this gas temperature should coincide with the warm dusty wind (Williamson et al., 2019).
8.5 The Molecular Disk of NGC 3783

NGC 3783 is a Type 1 AGN which was observed with ALMA band 7. I managed to constrain extended CO(3-2) emission and conclude that there is evidence of an outflow and a disk-like structure that matches well with disk+wind model as described by the *CAT3D-WIND* model. The ALMA observation agrees with the idea that the dusty gas in an AGN resides in an equatorial reservoir, however, it is not clear with the current data if the reservoir takes the form of a disk with a scale height, a molecular inflow, or a torus. With the currently available data, the disk-like CO emission is neither proof for or against the disk+wind model by itself. The outflow, however, does support the dusty wind model. The polar dust extension direction, determined by MIDI, and the *CAT3D-WIND* model agree well with the [Si VI], Brγ, and the CO(3-2) absence region.

The disk explanation is preferred by previous observations of AGN with ALMA CO (e.g. Gallimore et al., 2016; Combes et al., 2019). However, the sharp cutoff of the CO(3-2) backs up the molecular inflow and ionised outflow explanation. It is interesting to note that if the molecular inflow explanation is true, then the polar dust and ionised gas outflow agrees more with the direction of the NLR than the system axis as defined by polarisation. The polarisation is equatorially scattered in NGC 3783 which means it defined the direction of the disk and not necessarily the outflow. The equatorial scattering is consistent with the predicted size of the BLR (Smith et al., 2002, 2005). The wind originates from the dusty disk however. While the accretion disk, BLR, and dusty disk should all be aligned, it is not impossible for the system to be warped such as may be present in Circinus (Tristram et al., 2014).

Another explanation for the empty region is that it is not an outflow destroying the molecular gas but obscuration from the host galaxy. The PA of the empty region is not dissimilar to the host PA of 163° (Hyperleda, Makarov et al., 2014). However, host obscuration does not innately explain the apparent conical shape of the empty region or the constant velocity component. Furthermore, NGC 3783 appears mostly face on in HST images (see Figure 7.2). Therefore, I conclude that the outflow scenario is more likely.

8.6 The General Structure of AGN Dust

The main conclusion of this work is that the classical dusty torus is not an adequate explanation of the inner dusty structure of an AGN. In reality these objects appear to be a dynamic and complex system. The warm dust appears to be both located in the polar direction and effected by radiation pressure, the gas seems to form an equatorial structure consistent with a disk, and the hot dust is on a scale consistent with the hot dust disk and sublimation radius. These pieces of evidence support the disk+wind model; although, this does not mean it is the only explanation.
What I can say without model dependency is that the material reservoir for AGN is equatorial, more dust, and therefore gas, is driven further from the central engine at higher radiation pressures, and this driven material is located in the polar region which is most likely an outflow.

The main challenge of future work will be attempting to distinguish between true structure and the apparent distribution of dusty gas clouds. In a radiation driven clumpy system, high resolution data will have to be handled with care.
Appendix A

Figures
Figure A.1: Corner plot (Foreman-Mackey, 2016) of the Probability Density Function (PDF) of each parameter, the fitted Fourier space visibility distribution, and the reconstructed brightness distribution for the 8.2 µm geometric model fit.
$p_f = 0.74^{+0.02}_{-0.04}$

$\epsilon = 3.31^{+0.05}_{-0.01}$

$\theta_y = 25.88^{+10.33}_{-5.23}$

$PA = 159.74^{+18.99}_{-12.84}$

$\ln f = -9.82^{+4.60}_{-3.73}$

**Figure A.2:** The same as figure A.1 for the 8.6 $\mu$m geometric model fit.
Corner plot for fit at 9.0 μm

Figure A.3: The corner plot for the 9.0 μm geometric model fit and the model result displayed in both Fourier and real space.
Corner plot for fit at 9.4 µm

$$\rho f = 0.77 \pm 0.05$$

$$\epsilon = 3.01 \pm 0.34$$

$$\theta_y = 22.25 \pm 2.41$$

$$PA = 182.14 \pm 30.48$$

$$\ln f = -10.84 \pm 4.95$$

Figure A.4: Same as figure A.1, but for the 9.4 µm geometric model fit.
Corner plot for fit at 9.8 µm

Figure A.5: The same as figure A.1 for the 9.8 µm geometric model fit.
Figure A.6: The same as figure A.1 for the 10.2µm geometric model fit.
Corner plot for fit at 10.6 $\mu$m

\[ p_r = 0.67^{+0.03}_{-0.04} \]

\[ \epsilon = 3.01^{+0.82}_{-0.33} \]

\[ \Theta_y = 26.77^{+5.44}_{-6.34} \]

\[ \text{PA} = 159.81^{+4.49}_{-4.89} \]

\[ \ln f = -10.83^{+4.59}_{-3.15} \]

FIGURE A.7: Same as figure A.1, but for the 10.6 $\mu$m geometric model fit.
Corner plot for fit at 11.0 μm

Figure A.8: The same as figure A.1 for the 11 μm geometric model fit.
Figure A.9: The same as figure A.1 for the 11.4 \( \mu \)m geometric model fit.
Figure A.10: Same as figure A.1, but for the 11.8 μm geometric model fit.
Corner plot for fit at 12.2 \textmu m

Figure A.11: The same as figure A.1 for the 12.2 \textmu m geometric model fit.
Corner plot for fit at 12.6 \( \mu \)m

\[
\begin{align*}
\rho_f &= 0.63^{+0.03}_{-0.03} \\
\varepsilon &= 2.18^{+1.45}_{-0.80} \\
\theta_y &= 42.02^{+26.47}_{-12.54} \\
\phi &= 139.73^{+21.67}_{-20.69} \\
\ln f &= -9.61^{+4.27}_{-3.72}
\end{align*}
\]

**Figure A.12:** The same as figure A.1 for the 12.6 \( \mu \)m geometric model fit.
Corner plot for fit at 13.0 µm

**FIGURE A.13:** Same as figure A.1, but for the 13 µm geometric model fit.
Appendix B

Tables
<table>
<thead>
<tr>
<th>Object</th>
<th>Type</th>
<th>Ref&lt;sup&gt;a&lt;/sup&gt;</th>
<th>D&lt;sup&gt;b&lt;/sup&gt; (Mpc)</th>
<th>L&lt;sub&gt;C,12μm&lt;/sub&gt; (log(W Hz&lt;sup&gt;-1&lt;/sup&gt;))</th>
<th>L&lt;sub&gt;d,2-10Kev&lt;/sub&gt; (log(W Hz&lt;sup&gt;-1&lt;/sup&gt;))</th>
<th>M&lt;sub&gt;BH&lt;/sub&gt; (log(M&lt;sub&gt;☉&lt;/sub&gt;))</th>
<th>Ref&lt;sup&gt;c&lt;/sup&gt;</th>
<th>N&lt;sub&gt;H&lt;/sub&gt; (log(cm&lt;sup&gt;-2&lt;/sup&gt;))</th>
<th>F&lt;sub&gt;gs&lt;/sub&gt; (Jy)</th>
<th>F&lt;sub&gt;ph&lt;/sub&gt; (Jy)</th>
<th>Ref&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>NGC 424</td>
<td>2 α</td>
<td></td>
<td>48.7 ± 3.4</td>
<td>36.66 ± 0.019</td>
<td>36.3 ± 0.5</td>
<td>6.97 ± 0.25</td>
<td>1</td>
<td>≥ 25</td>
<td>0.35 ± 0.01</td>
<td>0.3 ± 0.01</td>
<td>Lo</td>
</tr>
<tr>
<td>NGC 1068</td>
<td>2 β</td>
<td></td>
<td>13.5 ± 1.0</td>
<td>36.94 ± 0.017</td>
<td>36.6 ± 0.25</td>
<td>6.92 ± 0.36</td>
<td>2</td>
<td>≥ 25</td>
<td>10.8 ± 0.19</td>
<td>5.2 ± 0.19</td>
<td>Lo</td>
</tr>
<tr>
<td>NGC 3783</td>
<td>1.5 α</td>
<td></td>
<td>47.7 ± 3.4</td>
<td>36.67 ± 0.024</td>
<td>36.33 ± 0.059</td>
<td>7.37 ± 0.077</td>
<td>3</td>
<td>≥ 20.9</td>
<td>0.49 ± 0.01</td>
<td>0.19 ± 0.01</td>
<td>Lo</td>
</tr>
<tr>
<td>Circinus</td>
<td>2 α</td>
<td></td>
<td>8.6 ± 0.6</td>
<td>36.40 ± 0.024</td>
<td>35.9 ± 0.24</td>
<td>6.27 ± 0.09</td>
<td>4</td>
<td>24.7 ± 0.17</td>
<td>8.00 ± 0.11</td>
<td>2.03 ± 0.11</td>
<td>Lo</td>
</tr>
<tr>
<td>NGC 5506</td>
<td>2 α</td>
<td></td>
<td>31.1 ± 2.2</td>
<td>36.48 ± 0.012</td>
<td>36.11 ± 0.092</td>
<td>7.55 ± 0.25</td>
<td>5</td>
<td>22.4 ± 0.1</td>
<td>0.47 ± 0.01</td>
<td>0.57 ± 0.01</td>
<td>Lo</td>
</tr>
<tr>
<td>MCG-5-23-16</td>
<td>2 α</td>
<td></td>
<td>42.1 ± 3.0</td>
<td>36.50 ± 0.043</td>
<td>36.3 ± 0.25</td>
<td>7.53 ± 0.25</td>
<td>5</td>
<td>22.1 ± 0.07</td>
<td>0.39 ± 0.01</td>
<td>0.2 ± 0.02</td>
<td>Lo</td>
</tr>
<tr>
<td>NGC 4507</td>
<td>2 α</td>
<td></td>
<td>56.5 ± 4.0</td>
<td>36.79 ± 0.028</td>
<td>36.2 ± 0.14</td>
<td>7.02 ± 0.23</td>
<td>6</td>
<td>23.7 ± 0.19</td>
<td>0.48 ± 0.01</td>
<td>0.16 ± 0.01</td>
<td>Lo</td>
</tr>
<tr>
<td>1Zw1</td>
<td>1 β</td>
<td></td>
<td>255.1 ± 17.9</td>
<td>37.91 ± 0.34</td>
<td>36.6 ± 0.14</td>
<td>7.44 ± 0.12</td>
<td>7</td>
<td>21 ± 0.45</td>
<td>0.11 ± 0.03</td>
<td>0.3 ± 0.03</td>
<td>Bu</td>
</tr>
<tr>
<td>NGC 1365</td>
<td>1.8 α</td>
<td></td>
<td>22.7 ± 1.6</td>
<td>35.66 ± 0.014</td>
<td>35.3 ± 0.17</td>
<td>7.18 ± 0.25</td>
<td>5</td>
<td>23.2 ± 0.45</td>
<td>-</td>
<td>0.3 ± 0.01</td>
<td>Bu</td>
</tr>
<tr>
<td>IRAS 05189-2524</td>
<td>2</td>
<td></td>
<td>189 ± 13.2</td>
<td>37.69 ± 0.074</td>
<td>36.7 ± 0.36</td>
<td>7.86 ± 0.5</td>
<td>8</td>
<td>22.8 ± 0.02</td>
<td>0.22 ± 0.03</td>
<td>0.24 ± 0.03</td>
<td>Bu</td>
</tr>
<tr>
<td>H 0557-385</td>
<td>1.2 α</td>
<td></td>
<td>151 ± 10.9</td>
<td>37.45 ± 0.094</td>
<td>36.8 ± 0.19</td>
<td>-</td>
<td>-</td>
<td>22.8 ± 0.78</td>
<td>0.19 ± 0.02</td>
<td>0.29 ± 0.02</td>
<td>Bu</td>
</tr>
<tr>
<td>IRAS 09149-6206</td>
<td>1</td>
<td></td>
<td>256 ± 17.9</td>
<td>37.96 ± 0.066</td>
<td>37.0 ± 0.25</td>
<td>-</td>
<td>-</td>
<td>21.7 ± 0.45</td>
<td>0.13 ± 0.02</td>
<td>0.34 ± 0.02</td>
<td>Bu</td>
</tr>
<tr>
<td>Mrk 1239</td>
<td>1 n</td>
<td></td>
<td>93 ± 6.6</td>
<td>37.17 ± 0.037</td>
<td>36.3 ± 0.25</td>
<td>8.49 ± 0.25</td>
<td>5</td>
<td>23.5 ± 0.45</td>
<td>-</td>
<td>0.57 ± 0.05</td>
<td>Bu</td>
</tr>
<tr>
<td>NGC 3281</td>
<td>2 α</td>
<td></td>
<td>52 ± 3.7</td>
<td>36.41 ± 0.06</td>
<td>36.3 ± 0.3</td>
<td>7.26 ± 0.22</td>
<td>9</td>
<td>24.3 ± 0.45</td>
<td>0.07 ± 0.01</td>
<td>0.25 ± 0.01</td>
<td>Bu</td>
</tr>
<tr>
<td>NGC 4151</td>
<td>1.5 α</td>
<td></td>
<td>18.3 ± 1.3</td>
<td>36.01 ± 0.015</td>
<td>35.8 ± 0.24</td>
<td>7.56 ± 0.05</td>
<td>10</td>
<td>22.7 ± 0.19</td>
<td>0.87 ± 0.01</td>
<td>0.3 ± 0.01</td>
<td>Bu</td>
</tr>
<tr>
<td>3C273</td>
<td>1 α</td>
<td></td>
<td>705 ± 49.4</td>
<td>38.69 ± 0.051</td>
<td>38.8 ± 0.1</td>
<td>8.84 ± 0.077</td>
<td>10</td>
<td>≥ 19.7</td>
<td>-</td>
<td>0.3 ± 0.04</td>
<td>Bu</td>
</tr>
<tr>
<td>NGC 4593</td>
<td>1 α</td>
<td></td>
<td>45 ± 3.2</td>
<td>36.18 ± 0.1</td>
<td>35.8 ± 0.26</td>
<td>6.88 ± 0.44</td>
<td>11</td>
<td>20.4 ± 0.45</td>
<td>0.12 ± 0.03</td>
<td>0.13 ± 0.01</td>
<td>Bu</td>
</tr>
<tr>
<td>Centaurus A</td>
<td>2 γ</td>
<td></td>
<td>12 ± 0.9</td>
<td>35.79 ± 0.026</td>
<td>35.94 ± 0.086</td>
<td>7.74 ± 0.073</td>
<td>12</td>
<td>23.1 ± 0.45</td>
<td>0.56 ± 0.03</td>
<td>0.91 ± 0.03</td>
<td>Bu</td>
</tr>
<tr>
<td>IRAS 13349+2438</td>
<td>1n</td>
<td></td>
<td>480 ± 33.6</td>
<td>38.54 ± 0.017</td>
<td>36.89 ± 0.075</td>
<td>-</td>
<td>-</td>
<td>21.6 ± 0.45</td>
<td>-</td>
<td>0.5 ± 0.02</td>
<td>Bu</td>
</tr>
<tr>
<td>IC 4329A</td>
<td>1.2 α</td>
<td></td>
<td>75 ± 5.3</td>
<td>37.28 ± 0.051</td>
<td>36.83 ± 0.076</td>
<td>7.04 ± 0.063</td>
<td>10</td>
<td>21.5 ± 0.42</td>
<td>0.55 ± 0.05</td>
<td>0.5 ± 0.05</td>
<td>Bu</td>
</tr>
<tr>
<td>NGC 5995</td>
<td>2 δ</td>
<td></td>
<td>113 ± 8.0</td>
<td>37.10 ± 0.084</td>
<td>36.4 ± 0.13</td>
<td>7.11 ± 0.04</td>
<td>13</td>
<td>22 ± 0.45</td>
<td>0.18 ± 0.02</td>
<td>0.15 ± 0.02</td>
<td>Bu</td>
</tr>
<tr>
<td>Object</td>
<td>Type</td>
<td>Ref$^a$</td>
<td>D$^b$ (Mpc)</td>
<td>$L^c_{12,\mu m}$ (log(W Hz$^{-1}$))</td>
<td>$L^d_{2-10\text{KeV}}$ (log(W Hz$^{-1}$))</td>
<td>$M^e_{\text{BH}}$ (log(M$_\odot$))</td>
<td>Ref$^f$</td>
<td>$N^g_{\text{H}}$ (log(cm$^{-2}$))</td>
<td>$F^h_{\text{gs}}$ (Jy)</td>
<td>$F^h_{\text{pf}}$ (Jy)</td>
<td>Ref$^i$</td>
</tr>
<tr>
<td>----------------</td>
<td>------</td>
<td>---------</td>
<td>-------------</td>
<td>------------------------------------</td>
<td>------------------------------------------</td>
<td>---------------------------------</td>
<td>---------</td>
<td>-----------------------------</td>
<td>----------------------</td>
<td>----------------------</td>
<td>---------</td>
</tr>
<tr>
<td>NGC 7469</td>
<td>1.5</td>
<td>α</td>
<td>67 ± 4.7</td>
<td>36.92$^{+0.061}_{-0.071}$</td>
<td>36.17 ± 0.059</td>
<td>6.96$^{+0.048}_{-0.05}$</td>
<td>10</td>
<td>$\geq 24.4$</td>
<td>0.39$^{+0.03}_{-0.03}$</td>
<td>0.22$^{+0.03}_{-0.03}$</td>
<td>Bu</td>
</tr>
<tr>
<td>Mrk 509</td>
<td>1.5</td>
<td>α</td>
<td>148 ± 10.4</td>
<td>37.24$^{+0.2}_{-0.61}$</td>
<td>37.09 ± 0.076</td>
<td>8.05$^{+0.035}_{-0.035}$</td>
<td>10</td>
<td>$\geq 20.7$</td>
<td>0.28$^{+0.058}_{-0.076}$</td>
<td>0.14$^{+0.07}_{-0.09}$</td>
<td>Th</td>
</tr>
<tr>
<td>Fairall 49</td>
<td>2</td>
<td>α</td>
<td>88 ± 6.4</td>
<td>37.07$^{+0.043}_{0.048}$</td>
<td>36.32 ± 0.092</td>
<td>7.39$^{+0.025}_{-0.025}$</td>
<td>14</td>
<td>22.2 ± 0.45</td>
<td>0.26$^{+0.02}_{0.02}$</td>
<td>0.26$^{+0.02}_{0.02}$</td>
<td>Th</td>
</tr>
<tr>
<td>Fairall 51</td>
<td>1</td>
<td>ε</td>
<td>62 ± 4.4</td>
<td>36.64$^{+0.013}_{-0.014}$</td>
<td>36.03 ± 0.025</td>
<td>6.84$^{+0.5}_{-0.5}$</td>
<td>13</td>
<td>22.4 ± 0.12</td>
<td>0.14$^{+0.004}_{0.004}$</td>
<td>0.21$^{+0.004}_{0.004}$</td>
<td>Th</td>
</tr>
<tr>
<td>MCG-06-30-15</td>
<td>1</td>
<td>ε</td>
<td>38.3 ± 2.7</td>
<td>36.16$^{+0.036}_{0.04}$</td>
<td>35.79 ± 0.092</td>
<td>5.93$^{+0.25}_{-0.25}$</td>
<td>9</td>
<td>20.2 ± 0.45</td>
<td>0.19$^{+0.01}_{-0.01}$</td>
<td>0.14$^{+0.009}_{0.009}$</td>
<td>Th</td>
</tr>
<tr>
<td>NGC 2110</td>
<td>2</td>
<td>α</td>
<td>35.5 ± 2.5</td>
<td>36.13$^{+0.15}_{0.23}$</td>
<td>35.66 ± 0.084</td>
<td>8.47$^{+0.25}_{0.25}$</td>
<td>5</td>
<td>22.5 ± 0.06</td>
<td>0.20$^{+0.01}_{-0.05}$</td>
<td>0.16$^{+0.05}_{0.05}$</td>
<td>Th</td>
</tr>
<tr>
<td>NGC 7213</td>
<td>1.5</td>
<td>β</td>
<td>22.8 ± 1.6</td>
<td>35.46$^{+0.061}_{0.061}$</td>
<td>35.18 ± 0.05</td>
<td>7.29$^{+0.25}_{0.25}$</td>
<td>5</td>
<td>20.3 ± 0.45</td>
<td>0.07$^{+0.01}_{-0.007}$</td>
<td>0.12$^{+0.08}_{-0.01}$</td>
<td>Th</td>
</tr>
<tr>
<td>NGC 7674</td>
<td>2</td>
<td>α</td>
<td>122 ± 8.6</td>
<td>37.27$^{+0.069}_{0.082}$</td>
<td>37.0 ± 0.46</td>
<td>7.08$^{+0.25}_{0.25}$</td>
<td>5</td>
<td>$\geq 24.4$</td>
<td>0.10$^{+0.02}_{-0.02}$</td>
<td>0.11$^{+0.02}_{0.02}$</td>
<td>Th</td>
</tr>
<tr>
<td>ESO 323-G77</td>
<td>1.2</td>
<td>α</td>
<td>70 ± 5.0</td>
<td>36.74$^{+0.13}_{0.19}$</td>
<td>35.7 ± 0.1</td>
<td>7.39$^{+0.5}_{0.5}$</td>
<td>13</td>
<td>23.6 ± 0.45</td>
<td>0.14$^{+0.036}_{0.035}$</td>
<td>0.23$^{+0.06}_{0.06}$</td>
<td>Le</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>1.2</td>
<td>α</td>
<td>206 ± 14.4</td>
<td>37.58$^{+0.08}_{0.07}$</td>
<td>36.95 ± 0.092</td>
<td>8.36$^{+0.078}_{0.116}$</td>
<td>10</td>
<td>$\geq 20.5$</td>
<td>0.08$^{+0.01}_{-0.01}$</td>
<td>0.19$^{+0.01}_{0.01}$</td>
<td>Th</td>
</tr>
<tr>
<td>IC 3639</td>
<td>2</td>
<td>α</td>
<td>52.7 ± 3.7</td>
<td>36.42$^{+0.16}_{0.26}$</td>
<td>36.4 ± 0.75</td>
<td>5.96$^{+0.25}_{0.25}$</td>
<td>9</td>
<td>$\geq 25$</td>
<td>0.24$^{+0.02}_{0.02}$</td>
<td>0.09$^{+0.09}_{0.09}$</td>
<td>F8</td>
</tr>
<tr>
<td>NGC 1052</td>
<td>3b</td>
<td>α</td>
<td>19.1 ± 1.4</td>
<td>35.13$^{+0.48}_{0.11}$</td>
<td>34.51 ± 0.067</td>
<td>7.96$^{+0.37}_{0.37}$</td>
<td>15</td>
<td>$\geq 23.045$</td>
<td>0.05$^{+0.01}_{-0.001}$</td>
<td>0.118$^{+0.01}_{0.01}$</td>
<td>F9</td>
</tr>
</tbody>
</table>

Table B.1: The Luminosities and black hole masses used in this work.  

- b) Hubble Distances (CMD) from NED;  
- c) Total 12 $\mu$m Luminosity values derived fluxes provided by Asmus et al. (2014);  
- d) Absorption corrected X-ray Luminosity derived from Asmus et al. (2015);  
- f) $N_{\text{H}}$ values from Asmus et al. (2015);  
- g) extended component flux;  
- h) unresolved source flux;  
<table>
<thead>
<tr>
<th>Date</th>
<th>Time</th>
<th>Notes</th>
<th>No Track</th>
<th>Programme</th>
<th>#Files</th>
<th>PA (deg)</th>
<th>BL (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fairall 51</td>
<td></td>
<td></td>
<td>n</td>
<td>086.B-0019(B)</td>
<td>2</td>
<td>63</td>
<td>73.3</td>
</tr>
<tr>
<td>2010-10-19</td>
<td>00:04:05</td>
<td></td>
<td>n</td>
<td>086.B-0019(C)</td>
<td>1</td>
<td>119</td>
<td>82.4</td>
</tr>
<tr>
<td>2010-10-20</td>
<td>00:09:14</td>
<td>Poor tracking&lt;sup&gt;ab&lt;/sup&gt;, included</td>
<td>n</td>
<td>091.B-0025(K)</td>
<td>2</td>
<td>20.0</td>
<td>130.2</td>
</tr>
<tr>
<td>2013-06-21</td>
<td>01:50:34</td>
<td>Off centre target</td>
<td>n</td>
<td>091.B-0025(K)</td>
<td>2</td>
<td>32.0</td>
<td>130.0</td>
</tr>
<tr>
<td>2013-06-21</td>
<td>02:44:46</td>
<td>Fringe tracking failed&lt;sup&gt;a&lt;/sup&gt;</td>
<td>n</td>
<td>091.B-0025(H)</td>
<td>1</td>
<td>9</td>
<td>44.6</td>
</tr>
<tr>
<td>2013-06-23</td>
<td>01:54:23</td>
<td>Fringe tracking failed&lt;sup&gt;ab&lt;/sup&gt;</td>
<td>n</td>
<td>091.B-0025(H)</td>
<td>1</td>
<td>146</td>
<td>62.3</td>
</tr>
<tr>
<td>2013-08-19</td>
<td>04:35:40</td>
<td>Fringe tracking failed&lt;sup&gt;ab&lt;/sup&gt;</td>
<td>y</td>
<td>091.B-0025(A)</td>
<td>1</td>
<td>150</td>
<td>62.2</td>
</tr>
<tr>
<td>2013-08-19</td>
<td>04:51:42</td>
<td></td>
<td>y</td>
<td>093.B-0287(A)</td>
<td>2</td>
<td>4</td>
<td>130.2</td>
</tr>
<tr>
<td>2014-05-16</td>
<td>03:00:53</td>
<td></td>
<td>y</td>
<td>093.B-0287(A)</td>
<td>2</td>
<td>32</td>
<td>86.1</td>
</tr>
<tr>
<td>2014-05-16</td>
<td>04:10:22</td>
<td></td>
<td>y</td>
<td>093.B-0287(A)</td>
<td>2</td>
<td>43</td>
<td>87.3</td>
</tr>
<tr>
<td>2014-05-16</td>
<td>04:56:02</td>
<td></td>
<td>y</td>
<td>093.B-0287(A)</td>
<td>3</td>
<td>70</td>
<td>89.4</td>
</tr>
<tr>
<td>2014-05-16</td>
<td>06:51:08</td>
<td></td>
<td>y</td>
<td>093.B-0287(A)</td>
<td>2</td>
<td>102</td>
<td>86.4</td>
</tr>
<tr>
<td>2014-05-16</td>
<td>09:14:33</td>
<td></td>
<td>y</td>
<td>093.B-0287(A)</td>
<td>2</td>
<td>113</td>
<td>83.9</td>
</tr>
<tr>
<td>2014-05-16</td>
<td>10:02:03</td>
<td></td>
<td>y</td>
<td>093.B-0287(E)</td>
<td>1</td>
<td>48</td>
<td>128.5</td>
</tr>
<tr>
<td>2014-05-16</td>
<td>10:02:03</td>
<td>Poor fringe tracking&lt;sup&gt;ac&lt;/sup&gt;</td>
<td>n</td>
<td>093.B-0287(E)</td>
<td>2</td>
<td>51</td>
<td>128.0</td>
</tr>
<tr>
<td>2014-05-16</td>
<td>10:02:03</td>
<td>Insufficient number of central fringes</td>
<td>y</td>
<td>093.B-0287(E)</td>
<td>3</td>
<td>69</td>
<td>123.0</td>
</tr>
<tr>
<td>2014-05-16</td>
<td>10:02:03</td>
<td>Low S/N, short exposure time</td>
<td>y</td>
<td>093.B-0287(E)</td>
<td>3</td>
<td>14</td>
<td>49.8</td>
</tr>
<tr>
<td>2014-05-16</td>
<td>10:02:03</td>
<td>Low S/N, short exposure time</td>
<td>n</td>
<td>093.B-0287(E)</td>
<td>2</td>
<td>130</td>
<td>79.6</td>
</tr>
<tr>
<td>2014-05-16</td>
<td>05:41:38</td>
<td>Low S/N, short exposure time</td>
<td>n</td>
<td>093.B-0287(E)</td>
<td>2</td>
<td>51</td>
<td>128.0</td>
</tr>
<tr>
<td>2014-05-16</td>
<td>05:41:38</td>
<td>Low S/N, short exposure time</td>
<td>n</td>
<td>093.B-0287(E)</td>
<td>2</td>
<td>9</td>
<td>50.1</td>
</tr>
<tr>
<td>2014-05-16</td>
<td>05:41:38</td>
<td>Low S/N, short exposure time</td>
<td>n</td>
<td>093.B-0287(E)</td>
<td>2</td>
<td>11</td>
<td>50.0</td>
</tr>
<tr>
<td>2014-05-16</td>
<td>05:41:38</td>
<td>Low S/N, short exposure time</td>
<td>n</td>
<td>093.B-0287(E)</td>
<td>2</td>
<td>19</td>
<td>49.3</td>
</tr>
<tr>
<td>Date</td>
<td>Time</td>
<td>Notes</td>
<td>No Track</td>
<td>Programme</td>
<td>#Files</td>
<td>PA (deg)</td>
<td>BL (m)</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
<td>-------------------------------</td>
<td>----------</td>
<td>--------------</td>
<td>--------</td>
<td>----------</td>
<td>--------</td>
</tr>
<tr>
<td>2014-08-09</td>
<td>01:24:55</td>
<td></td>
<td>y</td>
<td>093.B-0647(A)</td>
<td>1</td>
<td>24</td>
<td>48.7</td>
</tr>
<tr>
<td>2014-08-09</td>
<td>05:33:02</td>
<td></td>
<td>y</td>
<td>093.B-0647(A)</td>
<td>2</td>
<td>62</td>
<td>36.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fairall 49</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2009-08-03</td>
<td>05:30:13</td>
<td>Very high S/N</td>
<td>n</td>
<td>083.B-0288(A)</td>
<td>2</td>
<td>57</td>
<td>38.9</td>
</tr>
<tr>
<td>2009-08-04</td>
<td>05:29:50</td>
<td>Very high S/N</td>
<td>n</td>
<td>083.B-0288(C)</td>
<td>2</td>
<td>67</td>
<td>69.9</td>
</tr>
<tr>
<td>2013-06-21</td>
<td>03:18:09</td>
<td>No fringes&lt;sup&gt;a&lt;/sup&gt;, seeing of 1.89</td>
<td>n</td>
<td>091.B-0025(K)</td>
<td>1</td>
<td>40</td>
<td>129.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fairall 9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2013-12-16</td>
<td>00:38:44</td>
<td>No fringes, seeing of 1</td>
<td>y</td>
<td>092.B-0738(D)</td>
<td>1</td>
<td>42</td>
<td>47.6</td>
</tr>
<tr>
<td>2013-12-17</td>
<td>00:54:48</td>
<td>OPD&gt;100µm</td>
<td>y</td>
<td>092.B-0738(C)</td>
<td>1</td>
<td>88</td>
<td>89.8</td>
</tr>
<tr>
<td>2013-12-17</td>
<td>01:33:03</td>
<td>OPD&gt;100µm</td>
<td>y</td>
<td>092.B-0738(C)</td>
<td>1</td>
<td>87</td>
<td>98.0</td>
</tr>
<tr>
<td>2013-12-17</td>
<td>03:06:08</td>
<td>OPD&gt;100µm</td>
<td>y</td>
<td>092.B-0738(C)</td>
<td>1</td>
<td>81</td>
<td>119.5</td>
</tr>
<tr>
<td>2014-08-08</td>
<td>04:42:40</td>
<td></td>
<td>n</td>
<td>093.B-0287(E)</td>
<td>2</td>
<td>84</td>
<td>23.7</td>
</tr>
<tr>
<td>2014-08-08</td>
<td>05:05:15</td>
<td></td>
<td>y</td>
<td>093.B-0287(E)</td>
<td>2</td>
<td>84</td>
<td>29.5</td>
</tr>
<tr>
<td>2014-08-09</td>
<td>10:36:28</td>
<td></td>
<td>y</td>
<td>093.B-0647(A)</td>
<td>2</td>
<td>44</td>
<td>45.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MCG-06-30-15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010-03-01</td>
<td>03:49:58</td>
<td>Poor fringe tracking&lt;sup&gt;a&lt;/sup&gt;</td>
<td>n</td>
<td>084.B-0366(A)</td>
<td>1</td>
<td>175</td>
<td>56.6</td>
</tr>
<tr>
<td>2010-03-01</td>
<td>04:35:22</td>
<td></td>
<td>n</td>
<td>084.B-0366(A)</td>
<td>4</td>
<td>2</td>
<td>56.6</td>
</tr>
<tr>
<td>2010-03-02</td>
<td>06:46:10</td>
<td>Insufficient number of central fringes&lt;sup&gt;ad&lt;/sup&gt;</td>
<td>n</td>
<td>084.B-0366(C)</td>
<td>2</td>
<td>27</td>
<td>102.3</td>
</tr>
<tr>
<td>2010-03-03</td>
<td>03:48:11</td>
<td></td>
<td>n</td>
<td>084.B-0366(B)</td>
<td>1</td>
<td>79</td>
<td>40.7</td>
</tr>
<tr>
<td>2014-05-15</td>
<td>04:46:12</td>
<td>Failure in fringe tracking&lt;sup&gt;a&lt;/sup&gt;, partial tracking only</td>
<td>n</td>
<td>093.B-0287(A)</td>
<td>1</td>
<td>99</td>
<td>80.3</td>
</tr>
<tr>
<td>2014-05-15</td>
<td>05:08:16</td>
<td></td>
<td>y</td>
<td>093.B-0287(A)</td>
<td>2</td>
<td>102</td>
<td>76.9</td>
</tr>
<tr>
<td>2014-05-15</td>
<td>06:03:23</td>
<td></td>
<td>y</td>
<td>093.B-0287(A)</td>
<td>1</td>
<td>113</td>
<td>66.9</td>
</tr>
<tr>
<td>2014-05-16</td>
<td>00:57:54</td>
<td></td>
<td>y</td>
<td>093.B-0287(A)</td>
<td>2</td>
<td>45</td>
<td>127.1</td>
</tr>
<tr>
<td>2014-05-16</td>
<td>02:06:01</td>
<td></td>
<td>y</td>
<td>093.B-0287(A)</td>
<td>2</td>
<td>56</td>
<td>130.2</td>
</tr>
<tr>
<td>Date</td>
<td>Time</td>
<td>Notes</td>
<td>No Track</td>
<td>Programme</td>
<td>#Files</td>
<td>PA (deg)</td>
<td>BL (m)</td>
</tr>
<tr>
<td>------------</td>
<td>------------</td>
<td>-------------------------------</td>
<td>----------</td>
<td>--------------</td>
<td>--------</td>
<td>----------</td>
<td>--------</td>
</tr>
<tr>
<td>2014-05-16</td>
<td>05:53:57</td>
<td></td>
<td>y</td>
<td>093.B-0287(A)</td>
<td>4</td>
<td>111</td>
<td>68.0</td>
</tr>
<tr>
<td>Mrk 509</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2014-08-07</td>
<td>01:40:17</td>
<td>Insufficient number of central fringes</td>
<td>y</td>
<td>093.B-0287(E)</td>
<td>2</td>
<td>42</td>
<td>101.3</td>
</tr>
<tr>
<td>2014-08-07</td>
<td>03:33:21</td>
<td>Insufficient number of central fringes</td>
<td>y</td>
<td>093.B-0287(E)</td>
<td>2</td>
<td>57</td>
<td>124.3</td>
</tr>
<tr>
<td>2014-08-07</td>
<td>04:29:20</td>
<td>Insufficient number of central fringes</td>
<td>y</td>
<td>093.B-0287(E)</td>
<td>2</td>
<td>61</td>
<td>129.6</td>
</tr>
<tr>
<td>2014-08-07</td>
<td>01:28:26</td>
<td></td>
<td>y</td>
<td>093.B-0287(E)</td>
<td>2</td>
<td>4</td>
<td>51.6</td>
</tr>
<tr>
<td>2014-08-08</td>
<td>01:39:32</td>
<td></td>
<td>n</td>
<td>093.B-0287(E)</td>
<td>1</td>
<td>6</td>
<td>51.7</td>
</tr>
<tr>
<td>2014-08-08</td>
<td>03:55:01</td>
<td>Suppressed 12 micron emission\ac</td>
<td>n</td>
<td>093.B-0287(E)</td>
<td>1</td>
<td>80</td>
<td>88.6</td>
</tr>
<tr>
<td>2014-08-08</td>
<td>04:12:05</td>
<td></td>
<td>y</td>
<td>093.B-0287(E)</td>
<td>2</td>
<td>80</td>
<td>89.2</td>
</tr>
<tr>
<td>NGC 2110</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2013-12-14</td>
<td>02:36:09</td>
<td></td>
<td>y</td>
<td>092.B-0738(B)</td>
<td>2</td>
<td>107</td>
<td>55.0</td>
</tr>
<tr>
<td>2013-12-14</td>
<td>03:28:23</td>
<td>Insufficient number of central fringes</td>
<td>y</td>
<td>092.B-0738(B)</td>
<td>1</td>
<td>107</td>
<td>60.1</td>
</tr>
<tr>
<td>2013-12-14</td>
<td>04:07:39</td>
<td></td>
<td>y</td>
<td>092.B-0738(B)</td>
<td>2</td>
<td>108</td>
<td>62.0</td>
</tr>
<tr>
<td>2013-12-14</td>
<td>04:56:54</td>
<td></td>
<td>y</td>
<td>092.B-0738(B)</td>
<td>2</td>
<td>109</td>
<td>62.2</td>
</tr>
<tr>
<td>2013-12-14</td>
<td>05:36:26</td>
<td>Insufficient number of central fringes</td>
<td>y</td>
<td>092.B-0738(B)</td>
<td>1</td>
<td>111</td>
<td>60.6</td>
</tr>
<tr>
<td>2013-12-15</td>
<td>02:27:37</td>
<td>Insufficient number of central fringes/high background\b</td>
<td>y</td>
<td>092.B-0738(A)</td>
<td>2</td>
<td>7</td>
<td>50.4</td>
</tr>
<tr>
<td>2013-12-15</td>
<td>04:54:22</td>
<td>Insufficient number of central fringes/high background\b</td>
<td>y</td>
<td>092.B-0738(A)</td>
<td>2</td>
<td>26</td>
<td>54.4</td>
</tr>
<tr>
<td>2013-12-15</td>
<td>05:36:05</td>
<td>High background\b</td>
<td>y</td>
<td>092.B-0738(A)</td>
<td>1</td>
<td>30</td>
<td>55.6</td>
</tr>
<tr>
<td>2013-12-16</td>
<td>02:14:24</td>
<td>High background\b</td>
<td>y</td>
<td>092.B-0738(D)</td>
<td>1</td>
<td>20</td>
<td>38.6</td>
</tr>
<tr>
<td>2013-12-16</td>
<td>02:44:45</td>
<td>Insufficient number of central fringes/high background\b</td>
<td>y</td>
<td>092.B-0738(D)</td>
<td>4</td>
<td>26</td>
<td>39.9</td>
</tr>
<tr>
<td>2014-11-05</td>
<td>09:01:36</td>
<td></td>
<td>y</td>
<td>094.B-0918(B)</td>
<td>3</td>
<td>115</td>
<td>56.3</td>
</tr>
<tr>
<td>NGC 7213</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2013-08-18</td>
<td>04:45:11</td>
<td>Insufficient fringes, too faint to track</td>
<td>n</td>
<td>091.B-0647(A)</td>
<td>1</td>
<td>106</td>
<td>61.3</td>
</tr>
<tr>
<td>2013-08-18</td>
<td>05:28:56</td>
<td></td>
<td>y</td>
<td>091.B-0647(A)</td>
<td>1</td>
<td>114</td>
<td>62.3</td>
</tr>
<tr>
<td>Date</td>
<td>Time</td>
<td>Notes</td>
<td>No Track</td>
<td>Programme</td>
<td>#Files</td>
<td>PA (deg)</td>
<td>BL (m)</td>
</tr>
<tr>
<td>------------</td>
<td>-------------</td>
<td>-----------------------------------------------</td>
<td>----------</td>
<td>------------------</td>
<td>--------</td>
<td>----------</td>
<td>--------</td>
</tr>
<tr>
<td>2013-08-18</td>
<td>06:30:12</td>
<td>No fringes</td>
<td>y</td>
<td>091.B-0647(A)</td>
<td>2</td>
<td>125</td>
<td>62.2</td>
</tr>
<tr>
<td>2013-08-18</td>
<td>08:01:22</td>
<td>y 091.B-0647(A)</td>
<td>2</td>
<td>144</td>
<td>60.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2013-08-18</td>
<td>09:03:47</td>
<td>y 091.B-0647(A)</td>
<td>2</td>
<td>159</td>
<td>58.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2013-08-19</td>
<td>05:50:13</td>
<td>y 091.B-0647(A)</td>
<td>2</td>
<td>119</td>
<td>62.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2013-10-20</td>
<td>02:37:37</td>
<td>Low S/N, spike in seeing from clouds</td>
<td>y</td>
<td>092.B-0718(D)</td>
<td>1</td>
<td>47</td>
<td>88.5</td>
</tr>
<tr>
<td>2013-12-15</td>
<td>01:07:59</td>
<td>Insufficient number of central fringes/high background&lt;sup&gt;b&lt;/sup&gt;</td>
<td>y</td>
<td>092.B-0738(A)</td>
<td>1</td>
<td>52</td>
<td>39.4</td>
</tr>
<tr>
<td>2014-08-09</td>
<td>02:38:57</td>
<td>Insufficient number of central fringes</td>
<td>y</td>
<td>093.B-0647(A)</td>
<td>2</td>
<td>45</td>
<td>81.6</td>
</tr>
<tr>
<td>2014-08-09</td>
<td>06:34:44</td>
<td>y 093.B-0647(A)</td>
<td>3</td>
<td>35</td>
<td>51.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2014-08-09</td>
<td>08:10:11</td>
<td>No fringes</td>
<td>y</td>
<td>093.B-0647(A)</td>
<td>1</td>
<td>87</td>
<td>106.2</td>
</tr>
<tr>
<td>2014-08-09</td>
<td>09:47:50</td>
<td>y 093.B-0647(A)</td>
<td>3</td>
<td>53</td>
<td>37.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2014-11-03</td>
<td>02:08:41</td>
<td>Insufficient number of central fringes</td>
<td>y</td>
<td>094.B-0918(C)</td>
<td>2</td>
<td>83</td>
<td>111.2</td>
</tr>
</tbody>
</table>

**NGC 7674**

<table>
<thead>
<tr>
<th>Date</th>
<th>Time</th>
<th>Notes</th>
<th>No Track</th>
<th>Programme</th>
<th>#Files</th>
<th>PA (deg)</th>
<th>BL (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2013-08-19</td>
<td>07:23:06</td>
<td>Insufficient number of central fringes</td>
<td>y</td>
<td>091.B-0647(A)</td>
<td>2</td>
<td>106</td>
<td>55.9</td>
</tr>
<tr>
<td>2013-08-19</td>
<td>08:14:06</td>
<td>Insufficient number of central fringes</td>
<td>y</td>
<td>091.B-0647(A)</td>
<td>3</td>
<td>107</td>
<td>48.8</td>
</tr>
<tr>
<td>2013-08-19</td>
<td>09:46:12</td>
<td>y 091.B-0647(A)</td>
<td>4</td>
<td>112</td>
<td>31.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2013-10-20</td>
<td>00:13:28</td>
<td>Insufficient fringes&lt;sup&gt;ab&lt;/sup&gt;, very faint</td>
<td>n</td>
<td>092.B-0718(D)</td>
<td>3</td>
<td>23</td>
<td>74.6</td>
</tr>
<tr>
<td>2013-10-20</td>
<td>00:31:26</td>
<td>Insufficient number of central fringes</td>
<td>y</td>
<td>092.B-0718(D)</td>
<td>2</td>
<td>26</td>
<td>76.9</td>
</tr>
<tr>
<td>2013-10-20</td>
<td>01:19:37</td>
<td>Insufficient number of central fringes</td>
<td>y</td>
<td>092.B-0718(D)</td>
<td>3</td>
<td>32</td>
<td>83.4</td>
</tr>
<tr>
<td>2014-08-09</td>
<td>08:57:45</td>
<td>y 093.B-0647(A)</td>
<td>2</td>
<td>60</td>
<td>128.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table B.2: a) Due to short coherence time (<4ms), b) high atmospheric dust, c) clouds, d) high wind (pointing limited)
Table B.3: List of ISAAC Observations

<table>
<thead>
<tr>
<th>Object</th>
<th>Date</th>
<th>Time</th>
<th>Programme</th>
<th>Band</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fairall 51</td>
<td>2013-06-26</td>
<td>08:15:25.8863</td>
<td>290.B-5113(A)</td>
<td>L</td>
</tr>
<tr>
<td>Fairall 51</td>
<td>2013-06-26</td>
<td>08:16:51.9090</td>
<td>290.B-5113(A)</td>
<td>L</td>
</tr>
<tr>
<td>Fairall 51</td>
<td>2013-06-26</td>
<td>08:18:31.3442</td>
<td>290.B-5113(A)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 51</td>
<td>2013-06-26</td>
<td>08:20:18.0000</td>
<td>290.B-5113(A)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 49</td>
<td>2013-06-26</td>
<td>07:51:08.0927</td>
<td>290.B-5113(A)</td>
<td>L</td>
</tr>
<tr>
<td>Fairall 49</td>
<td>2013-06-26</td>
<td>07:53:09.7430</td>
<td>290.B-5113(A)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 49</td>
<td>2013-06-26</td>
<td>07:54:34.9486</td>
<td>290.B-5113(A)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2010-10-07</td>
<td>02:45:49.1390</td>
<td>086.B-0242(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2010-10-07</td>
<td>02:47:16.1162</td>
<td>086.B-0242(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2010-10-15</td>
<td>02:18:14.8860</td>
<td>086.B-0242(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2010-10-15</td>
<td>02:19:41.1381</td>
<td>086.B-0242(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2010-10-22</td>
<td>03:46:13.8033</td>
<td>086.B-0242(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2010-10-22</td>
<td>03:47:38.1333</td>
<td>086.B-0242(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2010-10-27</td>
<td>01:56:13.4726</td>
<td>086.B-0242(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2010-10-27</td>
<td>01:57:38.9651</td>
<td>086.B-0242(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2010-11-10</td>
<td>00:14:07.9850</td>
<td>086.B-0242(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2010-11-10</td>
<td>00:15:33.5360</td>
<td>086.B-0242(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2010-11-11</td>
<td>00:01:09.7147</td>
<td>086.B-0242(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2010-11-11</td>
<td>00:02:34.0413</td>
<td>086.B-0242(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2010-11-22</td>
<td>01:02:22.1393</td>
<td>086.B-0242(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2010-11-22</td>
<td>01:03:48.2911</td>
<td>086.B-0242(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2010-11-26</td>
<td>01:13:47.6723</td>
<td>086.B-0242(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2010-11-26</td>
<td>01:15:13.2734</td>
<td>086.B-0242(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2010-12-07</td>
<td>00:31:34.9685</td>
<td>086.B-0242(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2010-12-07</td>
<td>00:33:01.7285</td>
<td>086.B-0242(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2010-12-13</td>
<td>00:56:50.4999</td>
<td>086.B-0242(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2010-12-13</td>
<td>00:58:14.5939</td>
<td>086.B-0242(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2011-01-09</td>
<td>01:16:23.4416</td>
<td>086.B-0242(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2011-01-09</td>
<td>01:17:47.7227</td>
<td>086.B-0242(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2011-07-14</td>
<td>06:41:46.3601</td>
<td>087.B-0018(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2011-07-14</td>
<td>06:43:12.1778</td>
<td>087.B-0018(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2011-07-20</td>
<td>09:45:08.6944</td>
<td>087.B-0018(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2011-07-20</td>
<td>09:46:33.2340</td>
<td>087.B-0018(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2011-07-21</td>
<td>07:52:47.3671</td>
<td>087.B-0018(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2011-07-21</td>
<td>07:54:11.5805</td>
<td>087.B-0018(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2011-07-21</td>
<td>08:13:06.3934</td>
<td>087.B-0018(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2011-07-21</td>
<td>08:14:33.8256</td>
<td>087.B-0018(B)</td>
<td>M</td>
</tr>
<tr>
<td>Object</td>
<td>Date</td>
<td>Time</td>
<td>Programme</td>
<td>Band</td>
</tr>
<tr>
<td>-------------</td>
<td>------------</td>
<td>------------</td>
<td>-----------</td>
<td>------</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2011-08-18</td>
<td>09:17:22.2906</td>
<td>087.B-0018(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2011-09-04</td>
<td>09:29:24.9498</td>
<td>087.B-0018(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2011-09-04</td>
<td>09:30:49.2816</td>
<td>087.B-0018(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2011-09-12</td>
<td>09:35:55.6440</td>
<td>087.B-0018(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2011-09-12</td>
<td>09:37:22.9466</td>
<td>087.B-0018(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2011-09-15</td>
<td>06:54:45.6165</td>
<td>087.B-0018(B)</td>
<td>M</td>
</tr>
<tr>
<td>Fairall 9</td>
<td>2011-09-15</td>
<td>06:56:11.3908</td>
<td>087.B-0018(B)</td>
<td>M</td>
</tr>
<tr>
<td>MCG-6-30-15</td>
<td>2013-07-04</td>
<td>01:51:18.5046</td>
<td>290.B-5113(A)</td>
<td>L</td>
</tr>
<tr>
<td>MCG-6-30-15</td>
<td>2013-07-04</td>
<td>01:52:44.5524</td>
<td>290.B-5113(A)</td>
<td>L</td>
</tr>
<tr>
<td>Mrk 509</td>
<td>2003-04-21</td>
<td>08:11:01.1533</td>
<td>71.B-0062(A)</td>
<td>H</td>
</tr>
<tr>
<td>Mrk 509</td>
<td>2003-04-21</td>
<td>08:19:52.8216</td>
<td>71.B-0062(A)</td>
<td>Ks</td>
</tr>
<tr>
<td>Mrk 509</td>
<td>2003-04-21</td>
<td>08:26:10.1533</td>
<td>71.B-0062(A)</td>
<td>Ks</td>
</tr>
<tr>
<td>Mrk 509</td>
<td>2011-08-02</td>
<td>04:02:48.1658</td>
<td>087.B-0018(B)</td>
<td>M</td>
</tr>
<tr>
<td>Mrk 509</td>
<td>2011-08-02</td>
<td>04:04:12.1794</td>
<td>087.B-0018(B)</td>
<td>M</td>
</tr>
<tr>
<td>Mrk 509</td>
<td>2011-09-13</td>
<td>23:28:42.6615</td>
<td>087.B-0018(B)</td>
<td>M</td>
</tr>
<tr>
<td>Mrk 509</td>
<td>2011-09-13</td>
<td>23:30:05.9334</td>
<td>087.B-0018(B)</td>
<td>M</td>
</tr>
<tr>
<td>Mrk 509</td>
<td>2011-09-23</td>
<td>23:45:18.2757</td>
<td>087.B-0018(B)</td>
<td>M</td>
</tr>
<tr>
<td>Mrk 509</td>
<td>2011-09-23</td>
<td>23:46:42.7027</td>
<td>087.B-0018(B)</td>
<td>M</td>
</tr>
<tr>
<td>Mrk 509</td>
<td>2011-09-23</td>
<td>23:51:45.4285</td>
<td>087.B-0018(B)</td>
<td>M</td>
</tr>
<tr>
<td>Mrk 509</td>
<td>2013-07-03</td>
<td>05:26:37.4303</td>
<td>290.B-5113(A)</td>
<td>L</td>
</tr>
<tr>
<td>Mrk 509</td>
<td>2013-07-03</td>
<td>05:28:02.8710</td>
<td>290.B-5113(A)</td>
<td>L</td>
</tr>
<tr>
<td>Mrk 509</td>
<td>2013-07-03</td>
<td>05:30:03.3439</td>
<td>290.B-5113(A)</td>
<td>L</td>
</tr>
<tr>
<td>Mrk 509</td>
<td>2013-07-03</td>
<td>05:31:28.8123</td>
<td>290.B-5113(A)</td>
<td>M</td>
</tr>
<tr>
<td>Mrk 509</td>
<td>2013-07-03</td>
<td>05:32:47.8805</td>
<td>290.B-5113(A)</td>
<td>M</td>
</tr>
<tr>
<td>Mrk 509</td>
<td>2013-07-03</td>
<td>05:34:14.6913</td>
<td>290.B-5113(A)</td>
<td>M</td>
</tr>
<tr>
<td>NGC 2110</td>
<td>2006-11-19</td>
<td>08:18:03.5029</td>
<td>078.B-0303(B)</td>
<td>Ks</td>
</tr>
<tr>
<td>NGC 2110</td>
<td>2007-01-03</td>
<td>02:51:45.8785</td>
<td>078.B-0303(B)</td>
<td>Ks</td>
</tr>
<tr>
<td>NGC 2110</td>
<td>2007-01-03</td>
<td>02:52:35.9237</td>
<td>078.B-0303(B)</td>
<td>Ks</td>
</tr>
<tr>
<td>NGC 2110</td>
<td>2007-01-03</td>
<td>02:53:29.9559</td>
<td>078.B-0303(B)</td>
<td>Ks</td>
</tr>
<tr>
<td>NGC 2110</td>
<td>2007-01-03</td>
<td>02:54:20.6548</td>
<td>078.B-0303(B)</td>
<td>Ks</td>
</tr>
<tr>
<td>NGC 2110</td>
<td>2007-01-03</td>
<td>02:55:09.8860</td>
<td>078.B-0303(B)</td>
<td>Ks</td>
</tr>
<tr>
<td>NGC 2110</td>
<td>2007-01-03</td>
<td>02:56:00.0158</td>
<td>078.B-0303(B)</td>
<td>Ks</td>
</tr>
<tr>
<td>NGC 2110</td>
<td>2007-01-03</td>
<td>03:22:05.0696</td>
<td>078.B-0303(B)</td>
<td>Ks</td>
</tr>
<tr>
<td>NGC 2110</td>
<td>2007-01-03</td>
<td>03:23:34.4361</td>
<td>078.B-0303(B)</td>
<td>Ks</td>
</tr>
<tr>
<td>NGC 2110</td>
<td>2007-01-03</td>
<td>03:25:02.9489</td>
<td>078.B-0303(B)</td>
<td>Ks</td>
</tr>
</tbody>
</table>
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