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Railway vehicles are important means of transportation and vital to the public. However, the noise within railway vehicles is an important aspect that can affect the passengers’ and train crew’s comfort. High interior noise can be attributed to strong external noise sources and insufficient sound insulation by the train wall structures. To predict the interior noise is challenging. Existing approaches such as the finite and boundary element (FE/BE) method or statistic energy analysis (SEA) are not suitable for a wide frequency spectrum solution and are either of high computational cost or of low accuracy. The aim of this thesis is to develop a comprehensive modelling approach to predict the interior airborne noise of modern railway vehicles, taking into account different noise sources and transmission paths as well as the complexity of the car body structure.

An approach is presented for modelling the noise propagation beneath the train floor and this is applied to rolling noise sources by assuming that the sound incident on the train floor is made up of a direct and a reverberant component. An equivalent source model is used to represent the direct component, and SEA model is used for the reverberant part. The sound power of the rolling noise is obtained by using the TWINS model. A wavenumber-domain boundary element (2.5D BE) approach is adopted to predict the propagation of rolling noise to the train external surfaces. Comparisons are made with measurements showing good agreement. Noise propagation from the pantograph to the train external surfaces is studied considering the influence of flow on the sound propagation. The total sound power from the pantograph is calculated based on the component-based approach and a database of factors of influence created by previous researchers. The 2.5D BE method is again employed to calculate the relevant sound propagation. The influence of flow on the sound propagation is modelled either by a uniform mean flow or by allowing for the variation of velocity through the turbulent boundary layer. Laboratory experiments and the ray tracing approach verified the 2.5D models for predicting the pantograph noise propagation. To calculate the noise transmission through extruded train wall structures, use is made of a 2.5D FE/BE model and an SEA model. The 2.5D FE model is used to study the bending waves in the extruded panel to calibrate the input parameters for the SEA model. With the aid of such a calibration using the 2.5D FE model, the SEA model can give good quality predictions of the sound transmission loss and radiation efficiency of the extruded panel in comparison with the measurements.

Finally, an overall framework is provided to predict the airborne noise inside railway vehicles, in which another SEA model is created for the interior space of the train. The power input to the interior SEA model is determined from the incident sound power on the train external surfaces. The framework of interior noise prediction is verified against measurements on a metro train. It is found that the predictions agree reasonably well with the measurements in terms of sound spectra and overall sound pressure levels.
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<tbody>
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</tr>
<tr>
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</tr>
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<td>$B$</td>
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</tr>
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<td>Coefficients when assigning the boundary conditions</td>
</tr>
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<td>rms fluctuating lift coefficient</td>
</tr>
<tr>
<td>$c_0$</td>
<td>Speed of sound</td>
</tr>
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<td>$c_{eq}$</td>
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</tr>
<tr>
<td>$c_B$</td>
<td>Phase velocity of bending waves</td>
</tr>
<tr>
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<td>Doppler factor</td>
</tr>
<tr>
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<td>Directivity factor of the noise</td>
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<td>Young’s modulus</td>
</tr>
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<td>Stored energy of the global subsystems</td>
</tr>
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</tr>
<tr>
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</tr>
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<td>$\tilde{F}$</td>
<td>Vector of forces in the wavenumber domain</td>
</tr>
<tr>
<td>$f$</td>
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</tr>
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<td>First natural frequency</td>
</tr>
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<td>Shear modulus</td>
</tr>
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<td>$G$</td>
<td>Matrices of Green’s functions</td>
</tr>
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<td>$H$</td>
<td>Matrices of Green’s functions</td>
</tr>
<tr>
<td>$H$, $h$</td>
<td>Thickness</td>
</tr>
<tr>
<td>$I$, $\bar{I}$</td>
<td>Sound intensity</td>
</tr>
<tr>
<td>$I_i$</td>
<td>Second moment of area</td>
</tr>
<tr>
<td>$i$</td>
<td>$\sqrt{-1}$</td>
</tr>
<tr>
<td>$K$</td>
<td>Stiffness matrices</td>
</tr>
<tr>
<td>$K_H$</td>
<td>Linearized contact stiffness</td>
</tr>
<tr>
<td>$k_0$</td>
<td>Acoustic wavenumber</td>
</tr>
<tr>
<td>$k_x$</td>
<td>Wavenumbers in the $x$ direction</td>
</tr>
<tr>
<td>$k_r$</td>
<td>Structural wavenumbers, propagating part</td>
</tr>
</tbody>
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</tr>
</thead>
<tbody>
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<td>$v_s$</td>
<td>Velocity at the source</td>
</tr>
<tr>
<td>$v$</td>
<td>Particle velocity in the spatial domain</td>
</tr>
<tr>
<td>$\tilde{v}$</td>
<td>Particle velocity in the wavenumber domain</td>
</tr>
<tr>
<td>$v_r,v_w,v_c$</td>
<td>Vibrational velocity amplitude (of rail, wheel and contact)</td>
</tr>
<tr>
<td>$W$</td>
<td>Sound power</td>
</tr>
<tr>
<td>$X, x$</td>
<td>Cartesian coordinate</td>
</tr>
<tr>
<td>$Y, y$</td>
<td>Cartesian coordinate</td>
</tr>
<tr>
<td>$Y$</td>
<td>Mobility in the spatial domain</td>
</tr>
<tr>
<td>$\tilde{Y}$</td>
<td>Mobility in the wavenumber domain</td>
</tr>
<tr>
<td>$Y_r,Y_w,Y_c$</td>
<td>The mobility of the rail (of rail, wheel and contact)</td>
</tr>
<tr>
<td>$Z, z$</td>
<td>Cartesian coordinate</td>
</tr>
<tr>
<td>$z_n$</td>
<td>Surface normal impedance</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Angle</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Absorption coefficient</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Angle</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Structural wavenumbers, evanescent part</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>The perimeter of acoustic domain boundary</td>
</tr>
<tr>
<td>$\gamma_l$</td>
<td>Scaling factor</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>Time step</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Thickness of the boundary layer</td>
</tr>
<tr>
<td>$\eta_l$</td>
<td>Dissipation loss factor</td>
</tr>
<tr>
<td>$\eta_{ij}$</td>
<td>Coupling loss factors</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Angle</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Fluid viscosity</td>
</tr>
<tr>
<td>$v$</td>
<td>Poisson’s ratio</td>
</tr>
<tr>
<td>$\rho_0, \rho$</td>
<td>Air density</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Radiation efficiency</td>
</tr>
<tr>
<td>$\sigma_e$</td>
<td>Equivalent flow resistivity</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Emission time</td>
</tr>
<tr>
<td>$\tau, \tau_d$</td>
<td>Transmission coefficient</td>
</tr>
<tr>
<td>$\Phi$</td>
<td>Nodal displacement vector in the spatial domain</td>
</tr>
<tr>
<td>$\tilde{\Phi}$</td>
<td>Nodal displacement vector in the wavenumber domain</td>
</tr>
<tr>
<td>$\varphi$</td>
<td>Angle</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Angular frequency</td>
</tr>
</tbody>
</table>
List of symbols and abbreviations

<table>
<thead>
<tr>
<th>2D</th>
<th>Two dimensional</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5D FE</td>
<td>Wavenumber domain finite element method</td>
</tr>
<tr>
<td>2.5D BE</td>
<td>Wavenumber domain boundary element method</td>
</tr>
<tr>
<td>2.5D FE/BE</td>
<td>Wavenumber domain coupled finite element and boundary element method</td>
</tr>
<tr>
<td>3D</td>
<td>Three dimensional</td>
</tr>
<tr>
<td>CFD</td>
<td>Computational fluid dynamics</td>
</tr>
<tr>
<td>dB</td>
<td>Decibel</td>
</tr>
<tr>
<td>ISVR</td>
<td>Institute of Sound and Vibration Research</td>
</tr>
<tr>
<td>SEA</td>
<td>Statistical energy analysis</td>
</tr>
<tr>
<td>SPL</td>
<td>Sound pressure level</td>
</tr>
<tr>
<td>STL</td>
<td>Sound transmission loss</td>
</tr>
<tr>
<td>TWINS</td>
<td>Track-Wheel Interaction Noise Software</td>
</tr>
<tr>
<td>WANDS</td>
<td>Wave Number Domain Software</td>
</tr>
</tbody>
</table>
Chapter 1  Introduction

1.1  Background and motivation

Railway noise, both inside and outside the train, is troubling for the railway industry and slowing the development of railways. External noise sources, such as rolling noise and aerodynamic noise will cause environmental impact, and also, the noise around the outside area of the train will be transmitted to the interior of the coach. The interior noise plays an important role for the comfort of passengers and train crew. It is often a contractual requirement to keep the interior noise below a certain level although there is no universal standard that specifies the acceptable noise levels. Moreover, there is a tendency to require the same interior noise limits even for trains that will run at higher speeds.

Train manufacturers dedicate much attention to the development of quieter vehicles, but the interior noise of trains is still a significant problem [1]. There are various reasons for high levels of interior noise in railway vehicles. Apart from the acoustical design of the interior area, there are at least two other main reasons:

(1).There are strong noise sources

There are quite a few noise sources associated with railway vehicles, such as rolling noise, caused by wheel/rail interaction [2], and aerodynamic noise, caused by flow/structure interaction [3], as seen in Figure 1.1. Rolling noise is important in a wide range of speeds. At high speeds, aerodynamic noise is also a significant noise source. Besides, noise from motors and electrical equipment should also be considered, although they are usually less important than rolling noise or aerodynamic noise at high speeds. Moreover, there are other noise sources which can also contribute significantly to the train interior acoustic environment, for example, duct noise from train heating/cooling system. The ducts of the ventilation system usually open directly into the train cabin. Hence although the source may have lower levels than rolling noise, it has a higher contribution to the interior noise as it transmitted directly to the interior volume. Other noise sources include curve squeal, bridge noise, traction noise from diesel engines and so on. The noise transmission from these sources is not studied further in the current work.
Figure 1.1. Noise source and transmission paths. Adapted from [2].

(2). The sound insulation of the train wall structures may not be sufficient

To achieve a light-weight and high strength train body, the use of extruded aluminium panels for train walls and floors leads to poor sound insulation. An example of an extruded panel used in railway vehicles is shown in Figure 1.2. For noise transmission through panels, including the train wall structures, the paths can be briefly classified into two categories; one is airborne noise and the other is structure-borne noise [4]. For airborne paths, the sound from the exterior noise sources is incident on the train external surfaces, like walls, floors,
etc., and then it is transmitted from the outside to the inside. For structure-borne paths, the mechanical vibration caused by the wheel/rail contact is transmitted through the suspensions and the bogie to the car body, inducing it to vibrate and eventually radiate sound to the internal cabin.

Figure 1.2. Examples of extruded aluminium panels for railway vehicles [5].

To improve the interior acoustic environment, a better understanding of the mechanisms of railway noise sources and the noise transmission paths is required. The motivation of this work is to provide a deeper understanding of the mechanism of the exterior noise sources, the transmission through extruded panels and the interior noise, which will benefit the manufacturer and as well the passengers.

1.2 Research aims and objectives

The aim of this thesis is to develop a comprehensive modelling approach to predict the interior airborne noise of modern railway vehicles, taking into account different noise sources and different transmission paths. Also, it will be necessary to take account of the complexity of the car body structure, the distribution of sound around the outside of the vehicle as well as the interior acoustics of the vehicle. The research objectives are listed as follows:

- To modify / extend an existing 2.5D boundary element (2.5D BE) model to calculate the rolling noise and the sound incident on the train sides and roof due to rolling noise. Rolling noise is generated underneath the train floor and mostly covered by fairing at the train bottom. There is no direct sound incident on the train sides. The 2.5D BE method will be used to calculate the sound diffraction and scattering.
To investigate the acoustic environment below the train floor.

To model the aerodynamic noise from the pantograph using the Computational Fluid Dynamics (CFD) method and to calculate its transmission to the train external surfaces using the 2.5D BE model.

To develop a relatively efficient and accurate model to predict the sound transmission through the train wall structures. The statistical energy analysis (SEA) method is of high efficiency and the 2.5D coupled finite and boundary element (2.5D FE/BE) method is of high accuracy. Making the use of the 2.5D FE approach to determine the essential parameters for the SEA model will combine the advantages of the two methods.

To develop an SEA model to predict noise inside a railway vehicle and to apply the overall framework to a real case for validation.

1.3 Original contributions

The original contributions of this thesis are

- The acoustic environment beneath a railway vehicle is thoroughly investigated. The direct and reverberant sound beneath the train floor and their relative contributions to the total sound power incident on the train floor are quantified.

- An existing 2.5D BE model is applied to a scattering case, in which the ground effect is considered, to model the sound from sources beneath the vehicle incident on the train sidewalls where there is no direct sound impinging.

- Fundamental monopole and dipole sources are implemented in a 2.5D BE model. They are used to model sound from the wheel and the pantograph.

- The influence of flow on the sound transmission is modelled in the 2.5D BE model when investigating the pantograph noise transmission. At low frequency it is modelled by using a uniform mean flow and the results are compared with analytical
results, while at high frequency it is modelled by using an equivalent acoustic wavenumber obtained from the ray tracing model.

- The sound transmission loss of the train wall structures and as well the radiation efficiency are studied by the 2.5D FE/BE approach and also studied by the SEA method with parameters determined by the 2.5D FE models.

- The radiation efficiency of an extruded panel is studied for mechanical excitation at different locations on the panel. The vibrational properties of the extrusion are used to explain the differences in their radiated sound power and radiation efficiencies.

- An interpolation method is developed in the 2.5D BE model. Specifically, the results are calculated in 2D as a function of frequency, and they are mapped and interpolated to the wavenumber domain based on the consistency of wavenumber in the transverse plane.

- Comparisons are made with measurements of noise on the train external surfaces to quantify the relative contributions of the wheel, the rail and the sleeper to the total sound.

1.4 Structure of the thesis

The layout of the thesis is as follows. After the introduction in this chapter, a review of existing research of railway noise, noise transmission through panels and interior noise is first presented in Chapter 2. Chapter 3 explains the noise generation and propagation beneath the train floor. Chapter 4 presents the method to work out the sound distribution on the train side and roof surfaces. Chapter 5 focuses on the noise radiated from the train pantograph and its propagation to the train external surfaces, considering the influence of flow. In Chapter 6 the 2.5D FE/BE method is used to study the noise radiation and transmission through an extruded aluminium panel which is typical of those widely used in railway vehicles. Chapter 7 considers the use of the SEA method for the noise radiation and transmission loss of the same panel, but with essential parameters determined from the 2.5D FE model. Chapter 8 provides a framework to predict the airborne noise inside a railway vehicle using the sound pressure on the train external surfaces calculated from the previous chapters. Chapter 9 gives the main conclusions of this work and recommendations for further work. The TWINS model used to calculate the sound power of rolling noise is presented in the Appendix A.
Chapter 1

The field measurements used for validation carried out by Vibratec and Polytechnic University of Valencia (UPV) in the RUN2Rail project are described in the Appendix B.1 (rolling noise validation) and Appendix B.2–B.6 (exterior and interior noise measurements).
Chapter 2  Literature review

In order to mitigate and control the interior noise of a railway vehicle, it is first necessary to understand and study the various sources that are generating noise and understand the various noise transmission paths. For train applications wayside noise measurements are sometimes carried out with devices such as a microphone array. It is found that rolling noise is usually the main noise source associated with a railway vehicle [2] and aerodynamic noise can also be important when the speed is high [6, 7], see Figure 2.1. Another aspect that has to be considered in predicting the interior noise is the noise transmission through the train wall structures.

![Figure 2.1. Acoustic map obtained during a pass-by measurement of an ICE 3 at a speed of 350 km/h [6]. (a) Acoustic array, (b) noise around the pantograph, (c) noise around the bogie.](image-url)
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In general, to study the noise sources and the noise diffraction/transmission associated with a railway vehicle, and go further to predict the interior noise, the candidate approaches must comply with three main criteria for successful application in the industrial design process. (1) Accuracy: the candidate methods should be able to predict interior noise for various excitation types, including structural, acoustical, and turbulent boundary layer forces; besides, the prediction should be produced with at least one-third octave band resolution; (2) Computational cost: prediction results should be available in an acceptable amount of time to allow different design solutions to be assessed and compared; (3) Frequency range: potential methods should be functional in a wide frequency range, roughly from 100 Hz to 5 kHz for railway noise.

The above requirements make many traditional approaches unsuitable for application to railway noise, at least not suitable for a wide frequency spectrum solution. For example, the application of traditional FE/BE methods to railway vehicles would be a great challenge because of the frequency range of interest (generally up to 5 kHz) and also because of the typical dimensions of a railway vehicle (roughly $3 \times 3 \times 20$ m$^3$). An attractive way to deal with noise radiation and transmission through the structure of a railway vehicle at higher frequencies is to use statistical energy analysis (SEA) methods [8] and the waveguide approach [9]. They have many advantages but they also have their own limitations.

In this literature review existing methods, approaches and studies that have been done on the modelling of noise sources (including the rolling noise and the aerodynamic noise), noise transmission and interior noise are reviewed. At the end, by analyzing these different methods, those considered further in this thesis are introduced.

2.1 Review of studies on noise sources

2.1.1 Rolling noise

Rolling noise, including the interaction between the wheel and the track, has been well studied by Thompson in recent decades and validated models exist, such as TWINS [10] in which, the wheel/rail system is excited by the combined roughness of the wheel and rail through a contact spring [2]. Thompson studied the dynamic behaviour based on both theoretical and experimental methods, finding for example that the dynamic behaviour of a railway track in the frequency region 100-5000 Hz is of great importance in relation to the generation of noise by moving trains. The high frequency dynamics of the track at the
excitation point plays an important role in the wheel-rail interaction. The sleeper is the dominant source of noise at low frequency, the rail is dominant between about 500 and 1600 Hz, and at higher frequencies the wheel becomes predominant \([2, 11]\). One example of the relative sound contributions due to the vibration of the wheels, the rails and the sleepers to the total noise generated in the railway system obtained using the Track-Wheel Interaction Noise Software, TWINS \([10, 12]\) (also in Appendix A) is shown in Figure 2.2.

![Figure 2.2. Prediction of contribution of rail, sleeper and wheel noise to total noise using the TWINS model \([10, 12]\).](image)

When the rail is excited, various structural waves propagate along it \([13]\). The noise performance of the track is closely linked to the rate of decay of structural waves along the rail, since it controls the effective radiating length of the rail. Jones et al. \([14]\) pointed out that decay rates could be used as an indicator of the acoustic performance of the track. Jones and his colleagues also proposed a direct and automated method for calculating the decay rates from measurement data.

To investigate sound radiation from waves in rails, two-dimensional models of the rail cross-section are often employed. In \([15]\), Thompson suggested that a two-dimensional model gives satisfactory results for sound radiation for most practical cases, whereas three-dimensional effects need only be considered for frequencies below about 250 Hz. Kitagawa and Thompson \([16]\) modelled the rail vibration as a Timoshenko beam and used an equivalent source model, based on \([15]\), to study the sound radiation from it. Their results
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show the direction of sound radiation is determined by the ratio of the wavenumbers in the rail and in air. However, the presence of the vehicle was not considered in any of the studies mentioned here.

In an alternative approach, Nilsson et al. [17] developed a coupled waveguide finite element and boundary element approach (also called a 2.5D FE/BE approach) to predict the noise from railway and tram rails in a two-dimensional (2D) geometrical domain. In that work, the vibration of the rail and the related sound radiation were determined using a 2D model of the cross-section with a spectrum of wavenumber in the third dimension (along the track). The 2.5D method allows a number of the simplifying assumptions in the established methods to be avoided. For example, the deformation of the cross-section of the rail can be considered in the 2.5D model. It also takes advantage of the 2D geometry of a rail to provide an efficient numerical approach but nevertheless takes into account the three-dimensional nature of the vibration and sound field and the infinite extent of the rail. Nilsson et al.,[17] used this method to calculate the radiated power of the normal railway rails and the embedded tram rails. The 2.5D method achieved reasonable accuracy. Ryue et al. [18] used the 2.5D FE/BE model to investigate the sound radiation efficiency and directivity of the rail in the presence of a reflective ground. An absorptive ground was modelled by applying impedance boundary conditions at the ground surface to investigate the influence of the ground on the rail noise. For rails attached to a rigid ground or located at a certain distance above it, the influence of the ground was examined in terms of the radiation ratio and longitudinal directivity. It was found out that the presence of the ground and its impedance condition have considerable effects on the level and directivity patterns of the noise radiated from the rail. However, one limitation of the 2.5D method in this case is that the rail is considered to be on a continuous support, whereas it is discretely supported on sleepers in reality. This might cause non-negligible errors when the stiffness of the rail pad is high.

More recent research on railway rolling noise has led to improved models for the track vibration [19] and rail radiation [20]. Zhang et al. [19] recently proposed a model of the vibration of a discretely supported track by using the 2.5D FE method. In their work, the rail was coupled to a finite number of sleepers, by means of an array of springs representing each rail pad, using a receptance coupling method. The sleepers were represented by flexible beams, supported on an elastic foundation. Their results were presented in terms of the point mobility and track decay rate and these were compared with the corresponding field measurements for two tracks, one with soft rail pads and one with stiff rail pads. Very good
agreement was found between the predictions and the measurement results, but this model has not been extended to the noise radiation. Zhang et al. [20] have also extended the sound radiation models used for the railway track to take account of the proximity of the ground by using the boundary element method in 2D. Allowance is made for the effect of wave propagation along the rail by applying a correction in the 2D modelling. It is shown that a correction to the 2D model is necessary at low frequency, for both vertical and lateral motion of an unsupported rail, especially in the vicinity of the corresponding critical frequency. However, for a supported rail no correction is needed to the 2D result for vertical motion while for lateral motion the corresponding correction would depend on the pad stiffness.

Of interest is also the effect of slab track [21, 22] and the influence of the rail fastener stiffness [23]. A Fourier transform-based method has been formulated in reference [21] for calculating the response of a slab track subject to a moving harmonic load. Zhang et al. [22] investigated the differences in the noise radiation characteristics of ballasted and slab tracks. They found that differences were included in the sound radiation of the rails and sleepers due to the presence of absorptive or reflective ground. Li et al. [23] experimentally studied the influence of the fastener stiffness on the rail radiation and its effect on the interior noise inside a railway vehicle.

The acoustic environment beneath the train floor is complicated. When rolling noise is generated, some of this noise is absorbed by the ballast, some propagates away from the vehicle through gaps at the sides, and the rest is incident on the floor. The sound reaching the floor is mostly reflected back beneath the train. The equipment under the train adds additional reflections and scattering and a reverberant sound field can develop beneath the vehicle [24]. This can also be enhanced by the presence of fairings along the sides, which cause further reflections into the region beneath the train. Understanding and improving the acoustic environment beneath the vehicle can help in controlling the airborne component of interior noise that would be transmitted through the train floor as well as the exterior noise.

However, research on the acoustic environment beneath a vehicle is limited. One of the few studies was carried out by Jones et al. [24]. They developed numerical modelling methods to study the acoustical behaviour beneath a railway vehicle with acoustic shields mounted on the train and the track using a combination of SEA and the BE method. As the focus of their work was mainly on the performance of the shields in reducing exterior noise, the distribution of sound incident on the train floor was not studied. Some other researchers have
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studied the airborne noise transmission of rolling noise to the vehicle interior, but they did not specifically study the acoustic environment below the vehicle. To obtain the sound pressure incident on the train floor for interior noise prediction, they mainly employed commercial software or measurements [1, 25-27].

2.1.2 Pantograph noise

Although rolling noise is the dominant source over a wide speed range, it is found that the aerodynamic noise associated with trains becomes dominant above a certain speed, which is called the transition speed. Many studies have shown that the transition speed occurs at approximately 300 km/h [3, 28], although it depends on the specific design of train. Modern trains allow operational speeds up to 350 km/h so in such a situation, aerodynamic noise is no doubt significant. The main aerodynamic noise sources identified from different studies on various high-speed trains [29-31] are classified as two groups. One is the noise generated by flow over structural elements like the pantograph and the bogie, etc. [6]. This type of aerodynamic noise source is associated with the surfaces of the structure and cavity flows and the noise has a dipole-like property [32]. The other group of noise sources is generated by turbulent flow, including aerodynamic noise from the nose and rear of the train. The second type of aerodynamic noise source has a quadrupole-like property [32]. Based on the scaling law [33, 34] the sound power of the dipole-like aeroacoustic sources is proportional to the 6\(^{th}\) power of the Mach number while for the quadrupole-like sources it is proportional to the 8\(^{th}\) power. The Mach number corresponding to the train speed is much smaller than 1 (for instance, the Mach number of a 300 km/h train is 0.24). Besides, the aerodynamic noise from turbulence in railway engineering is mainly broadband while that from the train pantographs and bogies has tonal components with high pitch (depending on the dimensions). Therefore in general the aerodynamic noise from turbulent flow is not as significant as that from the first group in railway engineering.

Aerodynamic noise of the dipole type is generated by unsteady airflows induced by the various structural components, generating both aeolian tone noise and broadband noise [35, 36]. Both the bogies and the pantograph belong in this group and they are strong aerodynamic noise sources. An example of the tonal noise and broadband noise from a Japanese pantograph is shown in Figure 2.3. However, it is difficult to separate the aerodynamic noise of the bogies from the rolling noise. The presence of the ground and other auxiliary equipment around the bogie affects the flow behaviour beneath the train and increases the difficulty to study the aerodynamic noise from the bogie. On the other hand,
Pantographs are mounted in cavities on the train roof, which might introduce flow and cavity interaction. Unlike the aerodynamic noise of the bogies, the noise barriers cannot shield the sound from the pantograph. The pantograph will no doubt cause more considerable effect to the environment.

![Pantograph Image](image1)

(a)

![Graph](image2)

(b)

Figure 2.3. (a) Pantograph PS9037, (b) investigation of aero-acoustic noise from pantograph PS9037 with noise control strategies. [36]

In Japan the importance of pantograph noise was noticed in the development of the Shinkansen bullet trains [30]. Many experimental studies and efforts have been made to reduce the pantograph noise of high-speed trains since then, including optimisation of the pantograph to achieve low noise radiation [30, 35, 36] and adding more effective shape of noise insulation plates on the roof [36]. A multi-segment slider was attached to the low-noise pantographs to collect current, in turn contributing to the reduction of the pantograph peak noise levels [36]. Besides, porous materials [37] and flow control technology [38] for the reduction of pantograph noise were studied. To identify the relative contributions of each part to the whole pantograph in terms of sound power, Grosche and Meier [39] measured the noise from a full-scale DSA pantograph using acoustic mirrors in a wind tunnel. They found that the panhead, the knee joint and the foot region are significant noise sources.

Latorre et al. [40] experimentally studied the noise from a single component of a pantograph. In order to gain a better understanding of the aeroacoustic characteristics of the pantograph arms which are inclined to the airflow, Latorre et al. assessed the dependence of the noise on the yaw angle, flow speed, cross-sectional shape, angle of attack and radiation angle (directivity). They found that the amplitude and frequency of the vortex shedding noise decrease with increasing yaw angle. The relative bandwidth of the vortex shedding peak was
found to increase with the yaw angle for all the cylinder cross-sections considered except for the elliptical cylinders. They also noticed that the cross-sectional shape of the cylinder affects the frequency, amplitude and speed dependence of the vortex shedding noise. A square cylinder was found to be the noisiest and elliptical cylinders the quietest.

Explaining the mechanism of the aerodynamic noise from the pantograph becomes possible after Curle [32] extended Lighthill’s acoustical analogy [33] to noise generation in the flow with the presence of stationary solid boundaries. This was later extended to moving surfaces by Ffowcs Williams and Hawkings [41], who showed the existence of monopole and dipole-like noise sources on the structure surfaces. In company with the development of computer science and advanced turbulence models such as the large eddy simulation (LES) [42] and detached eddy simulation (DES) [43], computational aeroacoustics (CAA) became possible, but due to the complexity of the geometry and the flow, it is extremely time consuming to perform a detailed aerodynamic noise simulation for a full-scale pantograph. Even though Lei, et al. [44] for example have numerically studied a full pantograph in considerable detail, the CFD techniques they used to obtain the noise sources are based on the Reynolds Averaged Navier-Stokes (RANS) model, which is not sufficient to capture the small turbulent structures that are expected to be important for aerodynamic noise.

Liu et al. [45] numerically studied the noise from individual cylinders representing pantograph components. They proposed the idea that by adding spanwise waviness to square bars, the aerodynamic noise can be dramatically reduced, see Figure 2.4. They showed that a straight square bar in cross-flow produces strong tonal noise associated with the vortex shedding. When they introduced waviness along the bar span they found that when the wave amplitude is nearly half the bar width, a large noise reduction of as much as 30 dB is achieved from both numerical simulations and measurements, including a 10 dB reduction in the broadband level. Through analysis of the flow features, they explained the reasons that had led to the reduction of the noise. With increased wave amplitudes along the bar, the spanwise flow becomes significant and strong crossflow vortices develop in the near wake which effectively suppress the primary vortex shedding. This reduces the noise level significantly, especially the tonal noise associated with the vortex shedding.
To predict noise from complex structures, a semi-empirical approach has been proposed, which is called the component-based approach. The component-based approach was first derived particularly for predicting aircraft landing gear noise [46]. Because it has been found effective in practical applications, later it was employed to predict the train pantograph noise by Behr, et al. [47]. Latorre et al. [48] used this approach to predict the aerodynamic noise of a high-speed train pantograph. They initially used empirical constants obtained from existing noise measurements from full-scale pantographs to calibrate the spectral shape and amplitude for each group of components. A good agreement between the experimental results and the predictions was obtained in terms of overall noise level but the measured spectral shape was governed by individual peaks that were not reproduced by the model. Latorre et al. [49] and Liu et al. [50] then developed a more detailed model where each strut of the pantograph was modelled using existing experimental data for various aerodynamic parameters of cylinders with different cross-sections in an air flow, such as the Strouhal number, fluctuating lift coefficient and correlation length. Besides, the spectral shape, the effect of the inclination of each of the struts (the yaw angle), and the influence from cross-section and the incoming flow turbulence intensity, etc were used to adjust the results for different situations. Now the component-based approach has a good agreement with the measurement in terms of sound pressure prediction from a pantograph. However, one drawback of this approach is it needs to be calibrated by using a database of experimental or numerical results and the prediction is limited to the range of that database. Moreover, flow interactions are neglected which can be important in some situations.

From these above contributions, the sound pressure from a pantograph can be predicted well using the existing models. To study how the pantograph noise contributes to the train interior noise and affects train crew and passengers’ comfort, there is a lack of study of the transmission of sound from the pantograph to the train external surfaces. Previously, the
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boundary element method has been adopted to investigate the sound field around a pantograph using a commercial software [44], but in this approach it is difficult to handle high frequencies and large structures. Moreover, the influence of flow on sound propagation was not considered. An efficient and reliable method for predicting noise propagation from the pantograph to the train external surfaces is therefore required.

2.2 Review of studies on extruded panel

Noise transmission through panels has been studied for many years, particularly in the field of building acoustics. For a single homogeneous panel, the sound transmission loss (STL) can be theoretically expressed and described by the mass law region, the damping-controlled region and the stiffness-controlled region [51]. If the properties of the panel are known, the sound transmission loss can be obtained straightforwardly. Unfortunately, the principle for noise transmission through a single homogeneous panel can only be applied to train wall structures (an example is shown at Figure 1.2) at low frequencies where there are no local modes of the wall structure because in that frequency region, the train wall structures can be considered as a uniform single panel [5].

There are many studies on sound transmission and insulation of double panels. Different existing models are available. Hongisto et. al [52] listed seventeen existing prediction models for double panels and gave a qualitative and quantitative comparison of them. In his work, a quantitative comparison between models was made in four groups and compared with measurement data containing altogether 52 laboratory tests for double walls. They pointed out that those models work for particular cases and the most accurate model should be selected according to the type of the double wall. The models for double walls can be used for the train windows because they are often made of two layers of glass. Zhang et al. [53] investigated the noise transmission through a high speed train window by using a double layer panel model. The theoretical results agreed well with the measurements.

However, the train wall structures are more complicated than double walls. They are often made of extruded aluminium panels with stiffners in the middle and beams on the two sides. Theoretical study of the transmission loss of these extruded panels will be difficult. Various strategies have been presented for noise transmission through train wall structures such as the SEA method [54] and the 2.5D FE/BE approach [55, 56]. The SEA method can give understanding of how the energy flows through the complex wall structure of a train with high efficiency, which is beneficial at the design stage. The 2.5D FE/BE approach is more
accurate and gives a deeper understanding of the mechanism of noise transmission through complex walls. Both approaches can be used for both the airborne and the structure-borne paths.

An example of applying SEA methods for modelling structures made from extruded panels was presented by Geissler and Neumann [57]. In their study, the profiles were modelled as either sandwich or orthotropic panels. Commercial software Auto-SEA was used in their research and not many details were given. Later, Brühl et al. [58] applied both a sandwich representation and a more detailed model for their analysis in the Auto-SEA software. The authors used SEA without any comparison with measurements. Xie et al. [55] used the SEA method to predict the vibro-acoustic behaviour of aluminium extrusions. In their study, an extruded panel was represented by a single global mode subsystem and three subsystems representing the local modes of the various strips which occur for frequencies typically above 500 Hz. To calculate the modal density and radiation efficiency, an approximate model for the modal density of extruded panels was developed [59] and verified by using FE calculations. Besides, the formula for modal average radiation of a lightly damped plate produced by Maidanik [59] was slightly modified to give a better estimation for long thin strips [60]. Xie et al.’s SEA model gave good prediction of the panel vibration levels but there were some differences with the experimental data in terms of sound radiation efficiency. Zhang et al. [27] used the SEA method to analyse the noise transmission through train wall structures and the contributions of high-speed train interior noise. In their research, a full vehicle model was created in the commercial software ‘VA One’, including many details such as windows, passenger seats and interior panels, and windshields on the two ends of the coach. The noise sources included bogie area noise, car-body structural vibration, noise from auxiliary equipment and aerodynamic noise from the pantograph and others. All these sources were characterised by measurements. In their SEA model, the train wall structures were modelled very simply by using a thin plate instead of a combination of strips and stiffeners. The wall structure’s radiation ratio and sound transmission loss were obtained by measurements. Their SEA model gave a good agreement with the measured data. However, their SEA model does not give insight into the mechanism of noise transmission through the train wall structures, and the conclusions obtained are not sufficiently general to be easily applicable in practice.

The waveguide approach, also known as the 2.5D method, has been developed and applied to noise transmission through extruded panels using a coupled 2.5D FE/BE method by
Nilsson et al. [55, 56]. This 2.5D method is promising to study noise transmission through waveguide structures (with uniform properties in one direction) with complex cross sections. It only considers the cross-section of the structure by considering the third direction in terms of a spectrum of wavenumbers, which will greatly reduce the computational time compared with their corresponding 3D numerical models. Besides, it gives the vibrational behaviour of the structures which could explain the vibro-acoustic performance. The 2.5D method has been applied in the literature to study a variety of problems successfully, including composite plates [61], thin-walled beams [62], rib-stiffened plates [63], and extrusions [64, 65].

Numerical predictions by means of 2.5D FE/BE methods were made to predict the sound radiation efficiency and sound transmission loss of train wall structures well [55, 56]. Calculated results indicate good agreement with measurements as well as providing means that aid interpretation of the physics of the system. Kim et al. [64, 65] also predicted the radiation efficiency from and sound transmission through a complex extruded panel using the 2.5D FE/BE method. Part of an actual train wall structure was studied. It consisted of a 1 m wide and infinitely long extruded panel and included stiffeners, beams and a stiff rubber layer on the receiving side. The predicted radiation ratio and sound transmission loss agreed well with measured results at high frequency. Some differences in the sound transmission loss appeared at low frequency in reference [65] and were believed to be caused by the differences in the boundary condition. In their experiments, the extrusion was 1.5 m long and its boundary was approximately clamped, whereas, in their numerical models, the extrusion was infinitely long and simply supported at the ends and sides. After applying a window the agreement at low frequency improved [66]. Zhang et al. [66] used coupled 2.5D FE/BE to study the acoustic performance of extruded panels in order to determine the sound transmission loss. In their studies, an extensive parametric study was carried out to investigate the effect of different reinforcement rib styles on the sound transmission loss (STL). The effect of using extruded panels with rectangular, triangular and trapezoidal truss-core sections was studied in detail. They found out that the number of bays in a given width has a great influence on the sound insulation, and structures with better STL usually have fewer free wavenumbers below the acoustic wavenumber.

Previous research has shown that the 2.5D FE/BE method is suitable for acoustical modelling of extruded panels. However, in Kim’s model [64, 65], the width of the extruded cross section was only 1 m. The total number of degrees of freedom in that model were 1364
including 1012 for FEs and 352 for BEs. To represent the whole train cross-section, a much larger number of elements would need to be used. This increases the difficulties in creating the model and increases the computational time significantly as well. Moreover, it is not suitable to use the 2.5D FE/BE method in the early design stage as it is not flexible to handle design changes.

Compared with the SEA method, the 2.5D FE/BE method is computationally expensive and it is not flexible to handle design changes. However, the SEA method has its own drawbacks, such as the difficulties to derive the essential parameters for a complicated structure. The 2.5D FE/BE method is able to calculate the dynamic response of the extrusions, which is used to derive the SEA parameters, and the 2.5D FE/BE method can also predict the sound radiation ratio and transmission loss with a good quality [64, 65], which can be used to validate the SEA model.

Orrenius et al. [5] modelled the acoustic transmission through extruded profiles of railway vehicles by using SEA combined with the 2.5D FE/BE method. In their SEA model, at low frequency, an equivalent plate was used to represent the extrusion by assuming that the orthotropic properties of the extrusion are not significant for its sound reduction, while above the cut-on frequency of local modes (modes of attached strips), these were included in the model. Orrenius et al.’s method gave a good prediction of sound reduction through a floating floor, but their SEA model is complicated and the vibrational levels of the panel were not well estimated.

In recent years, new strategies for predicting the noise transmission through extruded walls with the influence of mean flow on the outer surface [67] and including porous materials [68] have also been developed. All these have increased the understanding of how sound is transmitted through complicated extruded structures that are commonly used in trains or aeroplanes. However, as well as the sound transmission through the walls that are enclosing the interior of a vehicle, it is necessary to know the distribution of sound pressure on the exterior surfaces of the vehicle to be able to predict the interior noise.

2.3 Review of studies of the interior noise

The noise inside railway vehicles is an important aspect of passenger comfort. Noise from various sources is transmitted into the vehicle by both airborne and structure-borne paths [2, 4]. For the airborne paths, the sound field beneath the vehicle is important in determining
the sound incident on the floor. Besides, the gangway region often has poor sound insulation so that the sound incident on the gangway region may contribute importantly to the interior noise. The noise incident on the side surfaces of the train is also important. For structure-borne paths, the vibration transmitted from the rail/wheel region to the bogie and then to the train body needs to be considered.

Established approaches that can be used to predicted train interior noise are summarised in [26]. The FE/BE method can be used at low frequency, hybrid FE-SEA approach at medium frequency and SEA at high frequency. Kim and Ih [69] employed the FE/BE method to study noise in an enclosed space at low frequency. The vibrational velocity, sound pressure, and acoustic power on the vibrating boundary comprising an enclosed space were reconstructed by the boundary element method. A half-scaled automotive cabin was considered as an example for validating and demonstrating the proposed reconstruction process. It was noted that the method they used can improve the resolution of the reconstructed field; thus vibro-acoustic parameters of the vibrating boundary can be estimated with reasonably good precision. Shorter et al. [70] provided a qualitative definition of the mid-frequency problem and suggested that a statistical description of the local dynamic properties of a system is an essential element of any mid-frequency prediction method. A hybrid approach to the mid-frequency problem was described in [70] which employs a statistical description of the local modal properties of various subsystems in a system. Experimental investigations of the spatial statistics of a frame-panel structure were presented and measurements of the acoustic power radiated by the structure were compared with numerical predictions. Reasonable agreement was found. Application of SEA to solve interior problems is common [71-73]. For instance, Sadri et al. [72] used the SEA model to predicted the noise inside a passenger vehicle, see Figure 2.5. The use of the SEA method to predict noise inside a railway vehicle has its advantages because the train cabin is very large. Even at relatively low frequency, there are a large number of acoustic modes involved in the train cabin. SEA has the reputation of solving problems associated with large structures, with little computational effort. It has been used by many researchers to investigate the sound distribution in the train cabin.
Forssén et al. [73] employed an SEA model to predict the noise inside a 1:5 scale railway vehicle for the whole frequency range of interest by subdividing it into five coupled subsystems. As the usual SEA solution only gives the average energy of each system, in their work the spatial decay within a subsystem was adjusted using formulas from the literature on sound decay in corridors. They analysed the sound in the vehicle in the one-third octave bands between 125 and 4000 Hz (at full scale). The SEA predicted sound pressure levels in the train cabin along its axis were in reasonable agreement with the measured results at most frequencies. Forssén et al. [73] adopted noise sources located inside the train whereas the most important noise sources located outside were not considered.

Zheng et al. [26] proposed a statistical energy flow method to predict the full spectrum sound inside a railway vehicle. Their models included most rolling noise and aerodynamic noise. Due to the large size of the train and the complexity of the source modelling, they modelled the interior noise at low, by using finite element analysis (FEA) or boundary element analysis (BEA), at medium frequencies by using a hybrid finite element analysis-statistical energy analysis (FE-SEA) and at high frequencies by using statistical energy analysis (SEA). Rigid multi-body dynamics, fast multi-pole BEA, and large-eddy simulation with indirect boundary element analysis were first employed to extract the multi-physical-field excitations, which include the wheel/rail interaction forces and the secondary suspension forces, the wheel/rail rolling noise, and aerodynamic noise. A model of a fully-trimmed FE carriage was constructed to validate the model shapes and acoustic excitations. The combination of models and methods were coupled with the statistical acoustic energy flow method that they
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proposed in [26] to predict the interior noise. The predictions had good agreements with measured data with differences less than 3 dB in terms of overall sound pressure levels. When Zheng et al. modelled the rolling noise and aerodynamic noise sources and their sound power incident on the train external surfaces, full-scale 3D models were created, thus leading to very large computational times. The strength of the noise sources and the transmission from the sources to the train walls were obtained mainly from measurements or from commercial software simulations based on boundary element analysis or computational fluid dynamics; however, the details of the modelling strategies of the sources were not given in detail. Zhang et al. [27] used an SEA model to study the train interior noise based on experimental or estimated parameters, including the sound transmission loss, modal densities, damping and coupling loss factors. They analysed the contributions from factors such as the vibration of sidewalls, the sources in the bogie area, and the transmission loss of the floor. They found bogie area noise has a greater effect on interior noise than aerodynamic noise. The results from their SEA model were in good agreement with experimental measurements. Kohrs et al. [74] compared different approaches and methods, including BEM, ray tracing and SEA to calculate the pressure field around the car body for either artificial sources or real operation in free field and in tunnel. Acceptable accuracy was achieved although various simplifications and assumptions had to be made and there were uncertainties in the various parameters involved. Apart from those predictive methodology, Deng et al. [75] investigated the sound absorption seats in high speed trains. Seats that made of high-performance absorbing materials were designed and installed in high speed trains for reducing interior noise. The test results showed that the installation of the sound absorption seats decreased the noise level at the standard point in the passenger compartment by 1.5 dB compared with the train equipped with normal seats.

Even though the SEA approach has shown its advantage for predicting the interior noise, there are some problems in using SEA to model acoustic environments that are extended in one or more dimension, such as a train cabin or the region below the floor. Fahy [76] noted that the SEA assumption of ‘weak coupling’ would not be valid for two coupled cavity subsystems without any impedance mismatch at the open boundary between them. However, he suggested that if the sound field within a vehicle compartment approximates to a diffuse field in the ‘mid-frequency’ range, it could nevertheless be acceptable to divide the enclosed air volume into arbitrarily small subsystems. Jang and Hopkins [77] compared an SEA model and ray tracing model for the prediction of sound transmission in long spaces with a point source at one end. They showed that predictive SEA that includes only direct coupling...
between subsystems tends to over-predict the decrease in sound pressure level compared with the results of ray tracing at low frequency while under-predicting it at high frequency. However, if SEA is used with modified coupling loss factors that include indirect coupling it can give good agreement with ray tracing model.

Different from the traditional methods mentioned above, Orrenius et al. [78] compared the 2.5D FE/BE method and the periodic cell method in which a small finite element model of a periodic cell is used to create an infinite structure when determining the sound transmission loss of composite sandwich structures for interior noise prediction. They showed that the 2.5D method gave better prediction of sound transmission loss below 500 Hz than the periodic cell method while the periodic cell method is more efficient than the 2.5D method. In the same reference, Orrenius et al. also used the 2.5D FE/BE method to predict the noise inside a train cabin, see Figure 2.6. They obtained the cross-section of the train and generated 2D geometry with thick plate elements for the structure which is coupled with fluid elements in the cabin. They compared the numbers of degrees of freedom (DOF) and efficiency of the 2.5D model and the corresponding 3D model with a length of 4 m in the third direction. These had 15000 DOFs and three million DOFs respectively. A direct calculation with 3 million DOFs under the excitation of hundreds of incident angles of sound waves in a wide frequency range is hardly possible, whereas with the 2.5D model it is achievable with high efficiency. Even though there is no data to validate their 2.5D FE/BE model, it shows the efficiency of the method for structures that can be approximated by extruding a representative cross-section, of e.g. a railway vehicle. However, they did not consider the actual noise sources associated with a railway vehicle. In their work, only plane waves were considered as the acoustic excitation.
Figure 2.6. 2.5D FEM calculation of a train car-body section excited by an oblique incident plane wave. (a) Mesh of the railway car cross-section; (b) deformation of the panel at 900 Hz; (c) pressure field at \( x = 1 \) m at 900 Hz; (d) interior pressure field at 900 Hz. [78].

For both the traditional methods like the SEA, FE/BEM and the recently developed 2.5D approach, one of the main challenges is a correct prediction of the external noise sources and the sound incident on the train external surfaces. When Zheng et al. [26] modelled the rolling noise and aerodynamic noise sources and their sound power incident on the train external surfaces, full-scale 3D models were created, thus greatly increasing computational times. Bistagnino et al. [79] adopted a Fast Multipole BEM and Beam-tracing technique to predict the sound pressure on the train walls due to rolling noise, but the noise source was simplified as a point source with measured strength beneath the train, which is not able to precisely predict the noise from the rail and sleepers. To develop a comprehensive modelling approach for the interior airborne noise of modern railway vehicles is the aim of the thesis.

2.4 Summary

To predict the noise inside a railway vehicle, various existing models are available, for instance, the FE/BE method and SEA approach. They can be successfully used for a particular frequency range. Besides, the 2.5D FE/BE coupled method can also predict the interior noise for a wide frequency range. However, a big challenge in the process to predict the noise inside a railway vehicle is to model the exterior noise sources and their transmission through the train wall structures.
Rolling noise has been well studied and the mechanism of the noise generation from wheel/rail interaction is relatively clear. Established models based on those understanding and knowledge are able to predict the rolling noise precisely. However, the sound environment beneath the train floor and the sound incident on the train side surfaces have not been studied in as much detail. One reason is because of the complexity of the configuration of the train floor due to the equipment mounted on it, the acoustical behaviour beneath the train floor is not easy. Another reason maybe thanks to the development of commercial software, which can be used to obtain the results directly, so the mechanism of this part is ignored by researchers. As a consequence, the existing approaches in the literature are either computationally expensive or over-simplified, for instance, the rolling noise was very simplified by a point source with measured sound power in [79].

The aerodynamic noise from the bogie is not easy to separate from the rolling noise experimentally. The aerodynamic noise from the pantograph has been extensively studied. Computational fluid dynamics with the component based approach can be used to predict the far field sound pressure and total sound power of the pantograph with reasonable accuracy. Like the rolling noise, however, the sound transmission from the pantograph to the train external surfaces is lacking investigation, especially when flow is present. No relevant research or understanding is available on this.

Besides, more work is needed to investigate the vibro-acoustic performance of the train floor and wall structures and to model their sound radiation efficiency governing the sound due to structural excitation, and sound transmission loss governing the air-borne sound transmission from exterior sources to the interior. Predictive models like SEA, ray tracing, FE/BE method can be successfully used in a certain range of frequency to predict the interior noise in a railway vehicle, but they can be more accurate to predict the interior noise if they are connected to the exterior excitation.

In this thesis, a combination of existing methods will be adopted and used to predict the noise inside a railway vehicle. These methods are chosen based on the overall consideration of accuracy, efficiency and convenience. The equivalent source model [16] and the SEA method are used to calculate the noise beneath the train floor to handle the complexity of the configuration of the auxiliary equipment. The 2.5D BE method is introduced with the aim of predicting the sound pressure on the train external surfaces due to rolling noise to achieve the accuracy and efficiency in comparison with the SEA and the FE/BE method. The CFD
method and the component based approach are employed to calculate the noise from the pantograph and the 2.5D BE method and the ray tracing method are used to model its transmission to the train external surfaces. An SEA model with parameters determined by the 2.5D FE model is used to investigate the noise transmission through the train wall structures with the purpose of improved efficiency and easy modification of the model at an early design stage. All the studies of exterior noise and transmission will benefit the internal SEA model in predicting the interior noise inside the railway vehicle.
Chapter 3  Rolling noise on train floor

The noise inside railway vehicles is an important aspect of passenger comfort. Noise from various sources beneath the train floor is transmitted into the vehicle by both airborne and structure-borne paths [2, 4]. For the airborne paths, the sound field beneath the vehicle is important in determining the sound incident on the floor. One of the most important noise sources in this region is the rolling noise radiated by the wheels and track.

When rolling noise is generated, some of the noise below the vehicle is absorbed by the ballast, some propagates away from the vehicle through gaps at the sides, and the rest is incident on the floor. Because the floor is nearly rigid, the sound reaching the floor is mostly reflected back underneath the train. It is common that auxiliary equipment is mounted under the train floor, see Figure 3.1.

![Figure 3.1. View from below of a train floor. Photo provided by Vibratec.](image)

The equipment under the train adds additional reflection and scattering and a reverberant sound field can be developed underneath the vehicle [24]. This is illustrated in Figure 3.2(a) and Figure 3.2(b). This can also be enhanced by the presence of fairings along the underside of the vehicle, which cause further reflections into the region, leading to a stronger reverberant volume beneath the train, see Figure 3.2(c).
Understanding and improving the acoustic environment beneath the vehicle can help in controlling the airborne component of interior noise that would be transmitted through the train floor as well as the exterior noise. To achieve this goal, this chapter builds upon existing knowledge for rolling noise modelling and proposes a method to predict the sound field under the train floor. Jones et al. [24] assumed that the sound beneath a train is composed of a direct and a reverberant part. The same assumption is used in this work. Equivalent sources [16] will be used to study the direct sound due to the wheel, the rail and the sleepers. The
SEA method can be adopted to study the noise in regions of space characterised by a diffuse field.

### 3.1 Sound power of the rolling noise

The prediction presented in this section is carried out for an example wheel with a straight web and radius 0.435 m running on a typical ballasted track fitted with a UIC 60 rail. The rail pads have a vertical dynamic stiffness of 100 MN/m, and lateral dynamic stiffness of 13 MN/m, corresponding to a relatively soft support. A typical measured rail roughness spectrum is used in the TWINS model [10] to predict the sound power. A summary of the theory in TWINS can also be found in Appendix A. The main parameters of the wheelset are listed below in Table 3.1 and those for the track in Table 3.2.

**Table 3.1. Parameters used to represent the wheel.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wheel radius</td>
<td>0.435 m</td>
</tr>
<tr>
<td>Width of tyre</td>
<td>0.135 m</td>
</tr>
<tr>
<td>Width of web</td>
<td>0.032 m</td>
</tr>
<tr>
<td>Tyre inner radius</td>
<td>0.36 m</td>
</tr>
<tr>
<td>Hub radius</td>
<td>0.135 m</td>
</tr>
<tr>
<td>Wheelset gauge</td>
<td>1.5 m</td>
</tr>
<tr>
<td>Wheelset mass</td>
<td>1100 kg</td>
</tr>
</tbody>
</table>

**Table 3.2. Parameters used to represent a railway track (UIC60).**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Vertical</th>
<th>Lateral</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rail bending stiffness (Nm²)</td>
<td>6.42 × 10⁶</td>
<td>1.07 × 10⁶</td>
</tr>
<tr>
<td>Rail shear coefficient</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>Rail damping loss factor</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>Mass per length (kg/m)</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>Pad stiffness (N/m)</td>
<td>100 × 10⁶</td>
<td>13 × 10⁶</td>
</tr>
<tr>
<td>Pad loss factor</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Sleeper mass (half, kg)</td>
<td>140</td>
<td></td>
</tr>
<tr>
<td>Distance between sleepers (m)</td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td>Ballast stiffness (N/m)</td>
<td>200 × 10⁶</td>
<td>35 × 10⁶</td>
</tr>
<tr>
<td>Ballast damping loss factor</td>
<td>1.0</td>
<td>2.0</td>
</tr>
</tbody>
</table>
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The roughness of the rail that is used is based on previous measurements at Fishbourne in the UK, and is shown in Figure 3.3.

![Roughness spectrum on the running surface of the rail](image)

Figure 3.3. Roughness spectrum on the running surface of the rail. \textcolor{blue}{-}: Fishbourne measurements; \textcolor{red}{- -}: ISO 3095:2013 limit curve [80].

Based on these parameters, the sound power predicted using the TWINS model is shown in Figure 3.4. These results are for a single wheel and the corresponding track vibration (one rail). Due to the soft rail pads, the rail is the largest source of sound power and dominates the spectrum from the 315 Hz band to the 2 kHz band. Below this frequency range the sleeper is the most important source while the wheel becomes significant at high frequency [10].
Figure 3.4. Sound power of rolling noise obtained from TWINS model based on parameters from Tables 3.1 and 3.2.

In the modelling approach outlined below, the procedure is based on the sound power from a single wheel and the corresponding track vibration as shown here. The total contribution from all the wheels in a vehicle can be obtained by combining the results for different wheels assuming they are incoherent sources [81].

After the sound power of rolling noise have been derived, the next step is to derive the sound pressure on the train floor due to rolling noise. The direct component and the reverberant part will be discussed separately.

3.2 Direct sound

3.2.1 Modelling wheel noise by using point sources model

The sound power from the wheel can be divided into components associated with its radial and axial vibration. Generally, for the radial direction, the sound pressure field around the wheel can be adequately approximated by an omni-directional source, whereas, for the axial motion of the wheel, a dipole approximation is more reasonable [2]. Therefore, a monopole and a lateral dipole are used to model the directivity of the sound radiated by the radial and axial components of the wheel motion, respectively.
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The methodology used to calculate the direct sound incident on the train floor due to the wheel is illustrated in Figure 3.5. The point source ($S_q$ in Figure 3.5) is located at the geometrical centre of the wheel, which is assumed in this example to be 0.61 m above the sleepers and ballast (the height of the rail plus the wheel radius). For harmonic motion at circular frequency $\omega$, the amplitude of the sound pressure incident on the train floor from a monopole source is expressed as [51]

$$p(r_m) = ikc_0\rho_0 Q \frac{e^{-ikR_{S_qm}}}{4\pi R_{S_qm}}$$

(3.1)

where $Q$ is the volume velocity amplitude of the monopole, $R_{S_qm}$ is the distance from the source location ($S_q$) to the receiver location ($m$) on the train floor, $k = \omega/c_0$ is the acoustic wavenumber, $\rho_0$ is the air density, $c_0$ is the speed of sound and $\omega$ is the angular frequency.

In the numerical model the source strength is initially set to be unity and the mean square pressure is later adjusted by using the sound power calculated in TWINS (see Section 3.3). The particle velocity of the sound incident on the train floor is

$$u(r_m) = (1 + iKR_{S_qm}) \frac{Q(r_m - r_{S_q})}{4\pi R_{S_qm}^3} e^{-ikR_{S_qm}}$$

(3.2)

The sound pressure and particle velocity of the sound incident on the ground surface due to this source can be calculated similarly. The sound power from the source (representing the wheel) incident on the ground will be discussed later in the reverberant sound part in Section 3.4. The sound pressure and particle velocity due to a dipole are calculated in a similar way but including the dipole directivity factor.

Figure 3.5. Direct sound from wheel, $\rightarrow$: to the train floor, $\rightarrow$: sound from the wheel to the ground.
3.2.2 Modelling rail noise by using equivalent source model

The rail noise radiation is also treated separately for the vertical and lateral vibration directions [2]. For vibration in the vertical direction, the rail is replaced by a line array of $N$ correlated monopoles located with equal spacing $D$ along its axis. Based on [16], the source separation $D$ is set to be smaller than a quarter of the acoustic wavelength at the frequency of interest, as well as less than a quarter of the structural wavelength. A different source spacing is chosen for each frequency according to this criterion. For the lateral direction a similar approach is used but the rail is represented by an array of lateral dipoles.

The volume velocity amplitude of source $n$ is denoted by $Q_n$ and its location by $r_n$. A series of receivers located on the train floor is considered, defined by vectors $r_m$. The distance between source $n$ and receiver location $m$ is denoted by $R_{mn} = |r_m - r_n|$. The methodology to calculate the direct sound at the train floor due to the rail is illustrated in Figure 3.6.

![Figure 3.6. The equivalent noise source model for the rail. •: point sources, →: to the train floor.](image)

For each direction and frequency, $\omega$, the sources representing the rail are assumed to be mutually coherent, so that their relative phase must be taken into account [51]. The sound pressure amplitude at receiver location $m$ due to rail vertical vibration is given by

$$p(r_m) = \sum_{n=1}^{N} \left( i\rho_0 c_0 k \frac{Q_n}{4\pi R_{mn}} e^{-ikR_{mn}} \right)$$  \hspace{1cm} (3.3)

When calculating the sound pressure at the floor location (the floor is omitted in calculating the incident sound), the ground reflection and absorption are considered. This is not shown in the above Equation (3.3) but is incorporated in the source term that is obtained from the TWINS model [10]. When using the sound power of rolling noise to adjust the equivalent source models, the ground reflection and absorption is thus included. By differentiating Equation (3.3), the particle velocity can be written as
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\[ \mathbf{u}(\mathbf{r}_m) = \sum_{n=1}^{N} (1 + i k R_{mn}) \frac{Q_n (\mathbf{r}_m - \mathbf{r}_n)}{4 \pi R_{mn}^3} e^{-i k R_{mn}} \]  

(3.4)

The complex volume velocity amplitudes \(Q_n\) are chosen to correspond to the vibration velocity of the rail at each position along the rail due to a unit force at \(x = 0\), calculated according to the transfer mobility of the rail.

\[ Q_n = Q_0 Y(x_n) \]  

(3.5)

where \(x_n\) is the distance from the excitation point and \(Q_0\) is a ‘calibration factor’ which depends on the separation between the sources, the size of the rail cross-section and the frequency. The transfer mobility \(Y(x)\) of the rail is derived from a model of a Timoshenko beam on a continuous support [2], expressed as

\[ Y(x) = u_1 e^{-i k_r |x|} - i u_2 e^{-\beta |x|} \]  

(3.6)

where \(k_r\) is the wavenumber corresponding to the predominantly propagating wave and \(\beta\) corresponds to the evanescent wave. \(u_1\) and \(u_2\) are the corresponding wave amplitudes. These wavenumbers and amplitudes include the effect of the support layers [2]. The results in this Chapter are calculated with the data shown in Table 3.2, which correspond to a UIC60 rail in a track with concrete sleepers. The sleepers are represented by an equivalent continuous layer of mass. The real part of \(k_x\) corresponds to the propagating waves, they are plotted in Figure 3.7(a). The imaginary part of \(k_x\) corresponds to the decay with distance along the rail, which can be expressed as a decay rate in dB/m as:

\[ \Delta = -8.686 \text{Im}(k_x) \]  

(3.7)

The vertical and lateral decay rates of the rail for the current parameters are plotted in Figure 3.7(b).
The transfer mobility of the rail from Equation (3.6) is a function of $x$ and its real and imaginary parts are illustrated at two example frequencies in Figure 3.8. Figure 3.8(a) shows the results at 100 Hz where the decay rate is relatively high, while Figure 3.8(b) shows the results at 2000 Hz with a relatively low decay rate.

Figure 3.8. Rail mobility as a function of $x$ in the spatial domain, (a) 100 Hz; (b) 2000 Hz.

### 3.2.3 Sleeper noise

Sleepers are typically about 2.5 m long and 0.2 to 0.25 m wide. When the vibration is transmitted from the rail to the sleepers, it causes the sleepers to vibrate mainly in the vertical direction. The distribution of the sleeper vibration in the $x$-direction (i.e., along the track) can be derived from the rail transfer mobility and the ratio of the sleeper displacement to that of the rail, based on assumption that the sleeper is represented as a mass, which is given by [2]
where $s_p$ is the pad stiffness in vertical direction, $s_b$ is the ballast stiffness and $m_s$ is the sleeper mass. Damping is introduced by making the stiffnesses complex. From the rail transfer mobility and this ratio, the sleeper vibration velocity can be obtained. In this work, the sleepers are treated as rigid bodies and are represented acoustically by sets of monopole sources radiating noise into a half space. Five equally-spaced monopole sources are used to replace each half sleeper.

### 3.3 TWINS adjustment

The direct sound pressure incident on the train floor is calculated due to each point source as described above. The strength of the point sources used in the previous calculations are based on a unit force acted on the rail at all frequencies. Thus, the calculated sound distribution on the train floor only gives the decay pattern but not the actual sound level. The latter is also of interest. To obtain it, the results from the equivalent point source model need to be calibrated by comparison with results from the TWINS model.

The sound power obtained from the TWINS model is used to adjust these results according to the ratio of the sound power obtained from the TWINS model to that from the point source models used to replace the wheel, the rail and the sleepers. The adjustment is performed based on the relation below:

$$ p_r^2 = p_{eq}^2 \frac{W_{TWINS}}{W_{eq}} $$

where $W_{TWINS}$ is the sound power of the rolling noise components obtained from the TWINS model and it is considered as the actual sound power of the rolling noise. $W_{eq}$ is the sound power calculated from the equivalent source model under unit force (for the rail and sleepers) and unit vibrational velocity (for the wheel). $p_{eq}^2$ is the mean square pressure on the train external surfaces calculated from the same equivalent source model. $p_r^2$ refers to the mean square pressure on the train external surfaces during running. The aim of the adjustment is to find $p_r^2$ according to the other three terms. Because the effect of the ground on the radiation of rolling noise from the rail and sleeper has been incorporated in the source
term \(W_{\text{TWINS}}\) that is obtained from the TWINS model [10], it is not included in the equivalent source model.

The adjustments are determined separately for each source (wheel axial and radial, rail vertical and lateral, and sleepers) and each frequency band and applied to the corresponding mean square pressure. The sound power from the equivalent source models \(W_{\text{eq}}\) is found by integrating the sound intensity over a suitable far-field surface: the sound power of the equivalent sources representing the wheel is calculated by enclosing the point sources by a virtual sphere (radius 5 m) and integrating the sound intensity; for the rail, the radiating length is limited to 60 m on either side of the excitation position and this part of the rail is enclosed in a virtual cylinder with radius 2.5 m and length 60 m on each side of the excitation, see Figure 3.9. This length ensures that, even for the lowest decay rate, the contribution from the parts of the rail not included in the calculation is negligible. In fact, at the lowest decay rate, 0.3 dB/m at 500 Hz in the lateral direction (see Figure 3.7(b)), the vibration has decayed by 18 dB after 60 m.

![Figure 3.9. Calibration of the equivalent source model by integrating the sound intensity over a virtual cylinder with radius 2.5 m and length \(L = 60\) m on each side of the excitation.](image.png)

### 3.4 Reverberant sound

#### 3.4.1 SEA model

The reverberant component of the sound beneath the train is studied by using Statistical Energy Analysis (SEA) [82]. This is an efficient method for obtaining the average response
of complicated structures. The space beneath the vehicle floor is subdivided into several segments as indicated in Figure 3.10. The length of a train coach is normally in the range 17 to 26 m. Here, a 26 m long train coach without fairings is used as an example. The centre of the bogie is assumed to be 3.2 m from its end. The width of the underfloor cavity is assumed to be 3.6 m and the height of the train floor above the ballast and sleepers is taken as 1.2 m. The region beneath the train floor is divided into seven segments, as shown in Figure 3.10. The length of segments 1 and 7 is taken as 5 m to include the whole bogie region; the remaining five segments are 3.2 m long. These lengths are sufficient to ensure that the number of acoustic modes in each one-third octave band is large enough to allow SEA to be used (here there are more than five modes in the frequency bands above 160 Hz) but they are also small enough to give an adequate resolution of the sound distribution beneath the vehicle.

![Figure 3.10. SEA model for investigating acoustic behaviour below the train.](image)

The power balance for the SEA system is given by [82]

\[
\begin{bmatrix}
P_{\text{in},1} \\
P_{\text{in},2} \\
\vdots \\
P_{\text{in},7}
\end{bmatrix} = \omega \begin{bmatrix}
\eta_1 + \eta_{12} + \cdots \\
-\eta_{12} \\
\vdots \\
\end{bmatrix} \begin{bmatrix}
\eta_2 + \eta_{21} + \eta_{23} + \cdots - \eta_{32} \\
\vdots \\
\end{bmatrix} \begin{bmatrix}
E_1 \\
E_2 \\
\vdots \\
E_7
\end{bmatrix} \tag{3.10}
\]

where \(P_{\text{in},i}\) is the power input to subsystem \(i\), \(E_i\) is the energy in the respective subsystem, \(\omega\) is the angular frequency, \(\eta_{ij}\) are coupling loss factors between subsystems \(i\) and \(j\) \((i \neq j)\) and \(\eta_i\) is dissipation loss factor in subsystem \(i\). If the input powers, coupling loss factors and dissipation loss factors are known, the energy in each subsystem can then be calculated. Expressions for the dissipation loss factor \(\eta_i\) in each subsystem and the coupling loss factors \(\eta_{ij}\) between two acoustic subsystems can be found in [82]

\[
\eta_i = \frac{c_0 S_i \alpha_i}{4\omega V_i} \tag{3.11}
\]
\[ \eta_{ij} = \frac{c_0 S_{ij} \tau}{4\omega V_i} \]  

(3.12)

where \( c_0 \) is the speed of sound, \( S_i \) is the total surface area of subsystem \( i \), \( \alpha_i \) is its average absorption coefficient, \( V_i \) is the volume for subsystem \( i \), \( S_{ij} = S_{ji} \) is the area of the boundary between cavities \( i \) and \( j \), \( \tau \) is transmission coefficient through them. As there is no partition between adjacent subsystems, it can be assumed that \( \tau \) can be set to 1 [73].

To calculate the dissipation loss factor, the absorption coefficient of the surfaces of each volume is required. As the sides are open, the ‘absorption coefficients’ of the open areas are expected to be 1. If there are fairings on the train sides, an appropriate absorption coefficient should be used for these surfaces. The absorption coefficient on the train floor (and the fairings) is set to be 0.2. For the absorption coefficient of the ballast, measured values from [83] are used, see Figure 3.11. The sleepers are made of concrete in most cases, so their absorption coefficient is set to be 0. The average absorption coefficient of the ground takes account of the respective areas of the ballast and the sleepers. The respective areas of the ballast and sleepers depend on particular design of the track. It is common that the sleeper spacing is 0.6 m and the sleeper width is 0.2 m, therefore the ballast takes 2/3 of the ground area and the sleepers cover the remaining 1/3 in this work.

![Absorption coefficient of 33 cm layer of ballast](image-url)

Figure 3.11. Absorption coefficient of 33 cm layer of ballast [83].
3.4.2 Input power and reverberant sound

The power input to the SEA system is calculated from the direct sound after the first reflection, allowing for the absorption coefficient of the surface. This is done for the train floor, the fairings and the ground. The sound power incident on the train floor can be calculated by

\[
W = \int_{y_1}^{y_2} \int_{a}^{b} I_z \, dy \, dx
\]  

(3.13)

where \(y\) is the coordinate in the width direction, extending from \(y_1\) to \(y_2\) relative to one rail, and \(a, b\) are the limits of \(x\) for each segment in the train length direction. \(I_z\) is the normal component of the sound intensity incident on the train floor

\[
I_z = \frac{1}{2} \text{Re}(pu_z^*)
\]  

(3.14)

where \(p\) and \(u_z\) are the sound pressure and normal velocity amplitudes of the sound incident on the train floor. These are calculated for each source separately as described in Section 3.2.

The sound power reflected by the ground consists only of the contribution from the wheels. This is because the direct sound radiated by the rails (and sleepers) is calculated allowing for the ground reflection and absorption. The sound power incident on the ground surface due to the wheel can be calculated in a similar manner to Equation (3.13) and (3.14). The power reflected from the ground (allowing for its absorption) is finally added as an input for each segment. The same is done for fairings if they are present. The final power input to each subsystem of the SEA model is expressed as

\[
P_{in} = W_f (1 - \alpha_f) + W_b (1 - \alpha_b)
\]  

(3.15)

where \(W_f\) is the sound power incident on the train floor, and the fairings if present, \(W_b\) is the sound power from the wheel incident on the ground, \(\alpha_f\) and \(\alpha_b\) are the absorption coefficients of the floor and ground. Figure 3.12(a) shows the input power for each subsystem for several example one-third octave bands. The relative levels of the different bands correspond to the inputs determined from the TWINS results and the sound power decays with distance at different rates in each band. By solving the SEA problem as given in Equation (3.10), the energy in each subsystem can then be calculated. This is shown in Figure 3.12(b) for the same example frequency bands.
Figure 3.12. (a) Power input to each segment in the SEA system due to one wheel and associated track vibration, (b) Stored energy in each subsystem of the SEA system ($x = 0$ is the end of the carriage).

The spatially-averaged mean-square sound pressure in each subsystem is calculated from

$$p_{rev,i}^2 = \frac{\rho c_0^2 E_i}{V_i}$$

which forms the reverberant component of the sound.

### 3.5 Discussion

The direct sound incident on the train floor is determined by summing the mean-square sound pressures from the wheels, rails and sleepers. The total direct sound pressure incident on the train floor in three example frequency bands is shown in Figure 3.13, in which the end of the vehicle is at $x = 0$ and the wheel/rail contact location is at $(3.2 \text{ m}, 0 \text{ m})$. The reverberant sound incident on the train floor is plotted in Figure 3.14.
Figure 3.13. Direct sound pressure level on the train floor, dB re $2.0 \times 10^{-5}$ Pa. (a) 200 Hz, (b) 800 Hz, (c) 3150 Hz.

Figure 3.14. Reverberant sound pressure level on the train floor, dB re $2.0 \times 10^{-5}$ Pa. (a) 200 Hz, (b) 800 Hz, (c) 3150 Hz.

At 200 Hz, the sleeper radiation is dominant (see Figure 3.4), and the direct sound pressure at the train floor decays quickly with distance (Figure 3.13(a)). At 800 Hz, the rail is dominant in terms of sound power; the decay of sound pressure levels with distance along the train floor corresponds to the low decay rate of the rail vibration at this frequency.
At 3150 Hz, the wheel contribution becomes significant and the sound pressure decays quickly away from the source (Figure 3.13(c)). The reverberant sound distribution on the train floor shown in Figure 3.14 has similar trend with the direct one.

The sound pressure levels at the train floor along the train centreline at four example frequency bands are plotted in Figure 3.15. The direct sound shown here is the incident sound field, which represents the sound pressure at the floor position without allowing for the reflection from the floor. Again only the noise from one wheel and the noise from the track excited by one wheel are considered here. The SEA model gives the average sound pressure for each subsystem, so the reverberant sound pressure levels are assumed constant within a given subsystem.

Figure 3.15. Incident sound pressure levels on the centreline of the train floor in example one-third octave bands, (a) 400 Hz, (b) 800 Hz, (c) 1600 Hz, (d) 3150 Hz.
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Figure 3.16 shows spectra of the contributions of the direct sound and reverberant sound to the total sound pressure levels at the train floor for selected subsystems. The direct sound is calculated at the centre of the floor for each subsystem and the reverberant sound is the average for that subsystem.

Figure 3.16. Comparison of the direct sound and reverberant sound in each subsystem, dB re 2.0 × 10^{-5} Pa. (a) Subsystem 1, (b) subsystem 2, (c) subsystem 4, (d) subsystem 7.

Figure 3.17 shows the relative contributions of the direct and reverberant components of the overall sound power incident on the train floor. The direct sound power incident on the train floor is calculated from Equation (3.13). The reverberant sound power incident on the train floor is obtained by [51]

\[ W = \langle p_{rev}^2 \rangle \frac{S}{4\rho_0 c_0} \]  

(3.17)

where \( S \) is the area of the train floor.
Figure 3.17. Relative contribution of direct and reverberant sound to the overall sound power incident on the train floor.

Although the reverberant sound pressure levels are higher than the direct sound pressure levels, as seen in Figure 3.16, the reverberant sound power is slightly lower than the direct sound power in Figure 3.17. This is a consequence of the fact that the relation between the sound pressure and the incident intensity is different for the direct field (approximately plane waves) and the reverberant field (Equation (3.17)).

3.6 Comparison with laboratory measurements

3.6.1 Experimental set-up

Experiments were conducted to measure the sound distribution on the floor of a 1:5 scale train model, including the scale track [84] and the scale train body [85], which were developed in previous projects at ISVR. For the measurement, a 1:5 scale ballasted track was installed in the anechoic chamber at the ISVR, University of Southampton and mounted on wooden panels to represent an acoustically reflecting ground (see Figure 3.18). A 1:5 scale simplified car body, made of a dense foam which was sealed with varnish, was set up above the track using wooden supports; the track and the car body were not in contact. The track model is 2 m long and 0.8 m wide, and the train is 2.5 m long, 0.56 m wide and 0.45 m tall. The distance from the top of the sleepers to the train floor was about 0.23 m.
Chapter 3

In the measurements, a sound source is used that consists of a driver connected to a stiff tube with a nozzle of diameter 1.5 cm. The sound emitted from the tube is approximately omnidirectional and has a volume velocity that is independent of the source location. This arrangement allows the source to be placed at a precise location within the model. The source was excited with white noise, although the sound emitted is modified by the acoustic properties of the tube. The nozzle was located directly above the rail at 0.32 m from one end. A microphone was used to measure the sound pressure along the centreline of the bottom surface of the train body with a spatial resolution of 0.1 m.

![Experimental setup](image)

Figure 3.18. Experimental set up in anechoic chamber, (a) front view, (b) end view (note the microphone was located on the centreline of the train floor in the measurement, shown by the dashed line).

### 3.6.2 Comparison of numerical and experimental results

In the measurements, the sound pressure spectrum at the train floor was measured and was converted to 1/3 octave bands. For comparison, the sound field was predicted using the model with a monopole source with a source strength (volume velocity) determined from free-field measurements of the source. The absorption coefficient of the reduced scale ballast has been measured [86]. The absorption coefficient of the train floor has not been measured but it is set to 0.2 to be consistent with the field measurements in the next section. The direct and reverberant sound at the train floor have been calculated and their mean square pressures are added to obtain the total sound on the train floor. The results have been calculated in the frequency region between 1 and 5 kHz, corresponding to a range of 200-1000 Hz at full scale. The lower frequency limitation is chosen at 1 kHz as the signal-to-noise ratio is not sufficient below it in the measurement. Results in each one-third octave band are shown in Figure 3.19. The average differences in terms of the spatial sound pressure levels at each frequency band between the predictions and the measurements are shown in Table 3.3.
Figure 3.19. Comparison of sound pressure levels on the train floor obtained from the numerical simulation and experiment. (a) 1000 Hz, (b) 1250 Hz, (c) 1600 Hz, (d) 2000 Hz, (e) 2500 Hz, (f) 3150 Hz, (g) 4000 Hz, (h) 5000 Hz.
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Table 3.3. Average difference in terms of the sound pressure level between the predictions and measurements (dB).

<table>
<thead>
<tr>
<th></th>
<th>1 kHz</th>
<th>1.25 kHz</th>
<th>1.6 kHz</th>
<th>2 kHz</th>
<th>2.5 kHz</th>
<th>3.15 kHz</th>
<th>4 kHz</th>
<th>5 kHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>-0.9</td>
<td>0.2</td>
<td>-0.2</td>
<td>-1.1</td>
<td>0.5</td>
<td>-1.3</td>
<td>-0.1</td>
<td>-0.3</td>
</tr>
<tr>
<td>difference</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

From these results it can be concluded that the SEA model combined with the equivalent source model is able to predict the sound beneath the train floor for frequencies above 200 Hz at full scale.

3.7 Comparison with field measurements

Field measurements have been performed on a metro train. More details can be found in Appendix B.2 and B.3. The vehicle tested had a length of 17.92 m. In a first step an artificial source was introduced beneath the floor and the spatial decay of the sound was measured. In a second step measurements were made during train operation and the results were compared with predictions from the model.

3.7.1 Measurement on a stationary train

Field measurements have been performed to measure the sound decay below a stationary train due to a source located below the train floor [87], details included in Appendix B.2. The field measurement is shown in Figure 3.20(a). The diameter of the source is 0.45 m. This was excited by broadband noise and the sound pressure results were expressed in one-third octave bands between 100 and 5000 Hz. The microphones were placed 0.32 m above the sleepers at positions along the vehicle centreline with a spatial interval of 1.0 m (Figure 3.20(b)). The first microphone position was 2 m from the source.
Various pieces of equipment are mounted under the train floor, which will tend to weaken the direct sound and strengthen the reverberant one. The bottom of the equipment was 0.38 m above the sleepers while the train floor was 1.2 m above the sleepers. The equipment was simplified in the model as shown by the darker coloured areas in Figure 3.21. For this case, the area below the vehicle is divided into eight subsystems. Subsystems 1 and 8 are below the gangways at the two ends, subsystems 2 and 7 are for the two bogie areas and subsystems 3-6 are for the middle region.

The source is located in subsystem 7. It is represented in the model by a monopole in a similar manner to the wheel noise described in Section 3.2. Account is also taken of the end surfaces of the equipment in subsystem 6 which can also reflect sound into the reverberant field in subsystem 7. An equivalent sound absorption coefficient 0.2 is used for the train floor and the equipment boxes. The predicted spatial decay beneath the train floor is
compared with the measurements. As the source strength of the loudspeaker in the measurement is unknown, the predicted sound pressure levels have been shifted so that the predictions and measurements correspond to each other at the first position, \( x = 2 \) m, to allow direct comparison. The results for example one-third octave frequency bands are shown in Figure 3.22; other bands show similar results.

Figure 3.22. Comparison of sound pressure levels between predictions and field measurements on stationary train, (a) 160 Hz, (b) 315 Hz, (c) 630 Hz, (d) 1250 Hz, (e) 2500 Hz, (f) 5000 Hz.
3.7.2 Measurement on a running train

Field measurements were performed to measure the sound pressure below the same train during operation at 50 km/h [87]. More details can be found in Appendix B.3. The sound pressure was recorded at various positions, including six microphones located below the train floor which are used here. These are labelled as 1002, 1007, and 1008 which were in the bogie area, microphone 1003 below the gangway and microphones 1012 and 1013 in the central part below the vehicle, see Figure 3.23.

![Figure 3.23. Measurement set up for microphone locations below the train.](image)

Because of the presence of the underfloor equipment, direct sound is assumed only to reach the train floor region belonging to subsystems 1, 2, 5, 7 and 8. The equipment also blocks the direct sound from one end of the carriage from reaching the other end; therefore when calculating the direct sound on the train floor for these subsystems, only the sources below these subsystems are considered. The sound pressure impinging on the bottom of the equipment is assumed to be reflected into the corresponding subsystem and to contribute to the reverberant sound. The sound pressure below the vehicle is predicted following the procedure outlined in Sections 3.2~3.4. Although point 1002 was measured below the adjacent carriage, it is compared with an equivalent location in segment 7 as the configuration of the equipment below each coach is similar (the adjacent carriage had a motor bogie but the motor did introduce noise as it was switched off for the tests).

The sound power of the rolling noise was obtained from the TWINS model and used to adjust the results. The track parameters are listed in the Appendix B.1. The wheels had a nominal diameter of 860 mm and were fitted with dampers. The predictions of the sound pressure levels at the measurement positions below the floor are compared with field measurements, as shown in Figure 3.24. Points 1002, 1007 and 1008 are located in the same
subsystem in the bogie region, so the predictions at the three points are nearly the same, and they are compared together in Figure 3.24(a).

![Graphs showing sound pressure level comparisons](image)

Figure 3.24. Comparison of sound pressure levels between predictions and field measurements, (a) comparisons at the bogie area, (b) comparison at point 1003, (c) comparison at point 1012, (d) comparison at point 1013.

The overall sound pressure levels and the average differences between the predictions and the measurements are shown in Table 3.5. The predictions of sound pressure levels at the three positions in the bogie area (1002, 1007 and 1008) agree well with the measurements; the relative error of their overall sound pressure levels is less than 2 dB. For the two positions, 1012 and 1013, in the middle region of the vehicle, the predictions agree well with the measurements apart from the region between 250 Hz and 500 Hz, where the predictions are higher. At point 1003, the one below the gangway, very good agreement is found but again in the middle frequency region, in this case between 500 and 1000 Hz, some differences appear. The differences in overall level at these three locations outside the bogie area are between 2 and 3 dB, see Table 3.4.
Table 3.4. Overall sound pressure levels on train floor (dB(A)).

<table>
<thead>
<tr>
<th>Point</th>
<th>Point</th>
<th>Point</th>
<th>Point</th>
<th>Point</th>
<th>Point</th>
</tr>
</thead>
<tbody>
<tr>
<td>1002</td>
<td>1003</td>
<td>1007</td>
<td>1008</td>
<td>1012</td>
<td>1013</td>
</tr>
<tr>
<td>(bogie)</td>
<td>(gangway)</td>
<td>(bogie)</td>
<td>(bogie)</td>
<td>(centre)</td>
<td>(centre)</td>
</tr>
<tr>
<td>Prediction</td>
<td>96.7</td>
<td>93.2</td>
<td>97.2</td>
<td>96.8</td>
<td>94.8</td>
</tr>
<tr>
<td>Measurement</td>
<td>96.9</td>
<td>90.3</td>
<td>96.1</td>
<td>94.9</td>
<td>92.5</td>
</tr>
<tr>
<td>Difference</td>
<td>-0.2</td>
<td>2.9</td>
<td>1.1</td>
<td>1.9</td>
<td>2.3</td>
</tr>
</tbody>
</table>

3.8 Summary

A methodology has been presented to predict the sound pressure beneath a train floor due to rolling noise during train operation. It can also be used for other sources such as traction and auxiliary equipment if the corresponding sound powers are known. The sound is separated into the direct and reverberant components, with a set of equivalent sources being used to predict the direct sound and SEA being used for the reverberant sound. The source strengths of the wheel, the rail and the sleepers have been determined by using sound powers obtained from the TWINS model. The sound pressure on the train floor is highest in the bogie region and decays with increasing distance from the source, but the decay rate is dependent on frequency.

Comparisons have been made with both laboratory and field measurements of sound pressure below a vehicle. In the laboratory measurements, performed on a 1:5 scale model, the sound pressure distribution along the train floor centreline was found to agree well with the predicted results above 200 Hz (full scale frequency). Field measurements on a static train using an omnidirectional source also show good agreement with the sound pressure decay under the vehicle. For a train in running operation, the sound pressure spectrum measured at six locations below the vehicle was in reasonable agreement with the predictions, with overall sound pressure levels differing by less than 3 dB.

This approach can benefit the prediction of train interior noise as the incident sound on the train floor is an essential component for interior noise calculations. The sound incident on the side and roof of the train is also important so this is addressed in the next chapter.
Chapter 4  Rolling noise on train side and roof

When calculating the train interior noise, the sound incident on the train sides and roof may also be important. It is therefore necessary to know the distribution of sound pressure on the side surfaces of the vehicle to be able to predict the interior noise. In this chapter, a wave-domain boundary element model, which is also called the 2.5D BE model is introduced with the aim of predicting the sound pressure on the train side surfaces due to rolling noise. One of the first applications of the 2.5D BE method was made by Duhamel [88] to predict the sound pressure around a noise barrier and it showed high efficiency to solve that three dimensional acoustic problem. In this work, the noise sources, the wheel, the rail and the sleepers, are represented in a 2.5D BE model that accounts for the train cross-section and includes the presence of the ground.

For use in a railway noise study this method needs to handle discrete compact sources, such as the wheels of the train, as well as extended sources, such as the rail. One of the challenges is to represent discrete sources in a 2.5D BE model, where by definition the different components of the model extend indefinitely in the $x$ direction. This is achieved by applying suitable wavenumber spectra to equivalent extended sources, as outlined in the next section. The track, in contrast, extends in the $x$ direction and can readily be represented as an infinite structure.

The numerical approach is briefly described in Section 4.1. Section 4.2 explains how the rolling noise sources are represented in a 2.5D model. Section 4.3 presents the 2.5D model for predicting the noise incident on the train external surfaces. Sections 4.4 and 4.5 verify the validity of this approach by means of comparison with laboratory tests on a scale model in an anechoic chamber and field tests on a metro vehicle.

4.1 Numerical method

4.1.1 2.5D boundary element method

The derivation of the 2.5D BE method starts from a three-dimensional (3D) problem. Assuming time-harmonic variations with dependence $e^{i\omega t}$, the boundary integral for a 3D acoustic problem is [89]
\[ p(x', y', z') = - \int_S \left( i \rho \omega v(x, y, z) \psi(x, y, z|x', y', z') 
+ p(x, y, z) \frac{\partial \psi(x, y, z|x', y', z')}{\partial n} \right) dS \]  

(4.1)

where \( S \) is the surface of the vibrating boundaries, \( p(x', y', z') \) is the sound pressure amplitude at a receiver \( P \), \( \rho \) is the density of air, \( v(x, y, z) \) and \( p(x, y, z) \) are the normal velocity and pressure amplitudes on the vibrating surface and \( \psi(x, y, z|x', y', z') \) is the Green’s function. If the geometry of the problem can be considered uniform and of infinite length in one direction, e.g. \( x \), Equation (4.1) can be conveniently solved in the 2D domain for a range of wavenumbers \( k_x \) in the \( x \) direction. To achieve this, the Fourier transform pair for the sound pressure \( p(x, y, z) \) with respect to \( x \) can be expressed as

\[ \tilde{p}(k_x, y, z) = \int_{-\infty}^{\infty} p(x, y, z) e^{ik_x x} dx \]  

(4.2)

\[ p(x, y, z) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{p}(k_x, y, z) e^{-ik_x x} dk_x \]  

(4.3)

Equation (4.3) indicates that the sound pressure at a receiver \( P \) has the form of a sum of harmonic waves with angular frequency \( \omega \), propagating in the \( x \) direction with wavenumbers \( k_x \). The distribution of sound pressure can therefore be obtained from Equation (4.3) once \( \tilde{p}(k_x, y, z) \) is determined. This can be achieved through a 2.5D formulation of Equation (4.1) where pressure, velocity and the Green’s function are expressed as functions of \( k_x \), \( y \) and \( z \) and the boundary integrals are solved over the perimeter of the boundary region \( \Gamma \) in the \( y-z \) plane. The wavenumber domain integral equation therefore becomes:

\[ \tilde{p}(k_x, y', z') = - \int_{\Gamma} \left( i \rho \omega \tilde{v}(k_x, y, z) \psi(k_x, y, z|y', z') 
+ \tilde{p}(k_x, y, z) \frac{\partial \psi(k_x, y, z|y', z')}{\partial n} \right) d\Gamma \]  

(4.4)

\( \tilde{v}(k_x, y, z) \) in Equation (4.4) is the normal particle velocity in the wavenumber domain, which is obtained by applying the Fourier transform to the normal velocity in the spatial domain,
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\[ \tilde{v}(k_x, y, z) = \int_{-\infty}^{\infty} v(x, y, z) e^{ik_xx} \, dx \]  

(4.5)

In Equation (4.4), the wavenumber in the \( x \) direction, \( k_x \), is not dependent on \( y, z \) and the Green’s function \( \psi(k_x, y, z | y', z') \) takes the same form as the 2D fundamental solution [88]

\[ \psi(k_x, y, z | y', z') = -\frac{1}{4} i H_0^{(2)}((k_0^2 - k_x^2)^{1/2}r) \]  

(4.6)

with \( H_0^{(2)}(x) \) being the Hankel function of the second kind of order 0, and \( k_0 \) the wavenumber in air. If \( k_x > k_0 \), the wavenumber in the 2D domain is imaginary, and the sound waves will decay exponentially with distance \( r = (y^2 - z^2)^{1/2} \).

The presence of the ground can be taken into account by means of an image source located symmetrically beneath the ground. If a rigid ground is considered, the fundamental solution takes the form

\[ G = -\frac{1}{4} i H_0^{(2)}((k_0^2 - k_x^2)^{1/2}r) - \frac{1}{4} i H_0^{(2)}((k_0^2 - k_x^2)^{1/2}r') \]  

(4.7)

where \( r \) is the distance from the actual source to the receiver, and \( r' \) is the distance from the image source to the receiver. The phase difference between the two sources is therefore included automatically in this equation.

Partially absorbing boundaries can be modelled through their surface normal impedance, which can be obtained by means of analytical or empirical models. In this case the corresponding part of the boundaries is meshed using boundary elements. For simplicity, the Delany-Bazley model for the impedance [90] is adopted in the current work to model the sound reflection from a partially absorbing ground surface:

\[ z_n' = 1 + 9.08 \left( \frac{1000f}{\sigma_e} \right)^{-0.75} - 11.9i \left( \frac{1000f}{\sigma_e} \right)^{-0.73} \]  

(4.8)

where \( z_n' \) is the surface normal impedance normalised by the impedance of air \( \rho_0 c_0 \), \( \sigma_e \) is the equivalent flow resistivity and \( f \) is the frequency.
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4.1.2 Monopole sources in 2.5D

In 3D, monopole sources can be represented with pulsating spheres, see Figure 4.1(a), but this is not possible in a 2.5D waveguide approach. An equivalent result can be found by using a circle in the y-z plane, see Figure 4.1(b). The boundaries of the circle are given unit normal velocity and a spatial window is applied in the x direction with its shape set through its wavenumber spectrum. The distribution of the velocity is chosen to be constant in the x direction over a length corresponding to twice the radius of the circle a, such that:

$$v_n(x) = \begin{cases} 1 & x \in [-a, a] \\ 0 & x \notin [-a, a] \end{cases}$$  \hspace{1cm} (4.9)

The corresponding velocity in the wavenumber domain is given by

$$\tilde{v}_n(k_x) = 2 \frac{\sin (k_x a)}{k_x}$$  \hspace{1cm} (4.10)

As a consequence, the source in 2.5D corresponds to a pulsating cylinder of radius a and length 2a. Additionally, as the geometry of the source extends indefinitely in the x direction, the numerical model contains a cylinder that is rigid for |x| > a. The pulsating sphere and the corresponding 2.5D model have the same source strength.

Figure 4.1. A sphere and its cross-section in y-z plane. (a) A pulsating sphere; (b) the cross-section in the y-z plane.

The velocity distribution in the x direction and in the wavenumber domain are plotted below in Figure 4.2(a) and (b) respectively.
To verify the validity of this representation of the source, the sound pressure levels around the monopole-like source calculated by using the 2.5D model (36 linear elements were used to represent the source) were compared with the theoretical results for a pulsating sphere [51]. In the 2.5D model, the volume velocity was fixed as $10^{-5}$ m$^3$/s and the source radius was varied from 0.001 m to 0.1 m. The frequency varies from 100 Hz to 5 kHz. The comparisons were first made in terms of the sound pressure levels at a set of receivers at different distances from the source in the $x$-$y$ plane and in the $y$-$z$ plane, and second receivers were on a circle 5 m away from the source centre, in both the $x$-$y$ and $y$-$z$ planes. The definition of the two planes is illustrated in Figure 4.3.

Figure 4.3. The definition of the coordinates for the source.

Figure 4.4 shows the sound pressure at different distances from the source centre in both the $x$-$y$ and $y$-$z$ planes obtained by fixing the volume velocity but varying the source radius from
0.001 m to 0.02 m. It is found that the numerically predicted sound pressure levels are almost identical to the analytical values within less than 0.3 dB difference and the influence due to the radius of the circle is negligible as long as it is small enough.

Figure 4.4. Sound decay comparisons (in dB) around a pulsating sphere with volume velocity $10^{-5}$ m$^3$/s in corresponding 2.5D model, radius 0.005 m, at 200 Hz. (a) in the y-z plane along the y direction. (b) in the x-z plane along the x direction. The comparisons were also made in terms of the sound pressure levels at the receivers on a circle 5 m away from the source centre, in both the x-y and y-z planes. A similar trend was found. Figure 4.5 gives an example of the sound pressure levels obtained from the 2.5D model compared with the analytical solutions at 1000 Hz for a source radius of 0.005 m. In the y-z plane, the 2.5D prediction and the analytical solution are almost the same. In the x-y plane, the prediction has some fluctuations at around 90° and 270°, but the maximum errors between the prediction and the analytical values are still close within 0.3 dB difference. The results at other frequencies are similar, not shown here. The comparisons demonstrate that the 2.5D model proposed for a monopole source can be used reliably.
Figure 4.5. Sound pressure level distribution (in dB) around a pulsating sphere with volume velocity $10^{-5}$ m$^3$/s and corresponding 2.5D model, radius 0.005 m, at 1000 Hz. (a) In y-z plane; (b) in x-y plane.

The maximum errors between the 2.5D predictions and the analytical solutions are plotted against the product of the acoustic wavenumber and the radius of the source in Figure 4.6.

Figure 4.6. (a) Maximum errors for receivers in the x-y plane, (b) maximum errors for receivers in the y-z plane.

It is found from Figure 4.6 that the difference between the predictions and the analytical solutions increases with increasing $k_0a$. It is suggested to make $k_0a$ less than 0.5 to achieve less than 1 dB error. Because the frequency bands are fixed, by making $a$ small, its influence can be minimised.
Dipole sources in 2.5D

In a similar way, a dipole source in 3D is represented by an oscillating sphere, see Figure 4.7(a). It is simulated in the 2.5D model by applying the velocity pattern of an oscillating sphere to a circle in 2.5D, see Figure 4.7(b). The normal velocity in the y-z plane can be expressed as \( v_n(y,z) = v \cos \theta \), where \( \theta \) is the angle between the vector that is in the circle’s normal direction and the oscillating axis. The velocity distribution in the x-z plane is the same as that in y-z plane, just replacing \( y \) by \( x \). Similar to the monopole source, the 2.5D model represents approximately an oscillating cylinder of radius \( a \) and length \( 2a \) for the dipole source. Additionally, as the geometry of the source extends indefinitely in the \( x \) direction, the numerical model again contains a cylinder that is rigid for \( |x| > a \).

\[ v_n(x) = \begin{cases} v \cos \left( \frac{2\pi}{4a} x \right) & x \in [-a, a] \\ 0 & x \notin [-a, a] \end{cases} \quad (4.11) \]

and the corresponding velocity in the wavenumber domain is given by

\[ \tilde{v}_n(k_x) = \nu \left[ \sin \left( \frac{k_x + \frac{\pi}{2a}}{k_x + \frac{\pi}{2a}} \right) + \sin \left( \frac{k_x - \frac{\pi}{2a}}{k_x - \frac{\pi}{2a}} \right) \right] \quad (4.12) \]

The representation of the velocity in the spatial and in the wavenumber domain is shown in Figure 4.8(a) and (b) respectively.
As the source strength of a dipole depends on the distance between the positive and negative parts of the source as well as their individual strengths, its size should be taken into account in determining the source strength to be used in the 2.5D model that corresponds to a particular dipole. Assuming that the amplitude of the oscillating velocity of the surface is $V$, the dipole source strength of the oscillating sphere (or of the 2.5D model) can be calculated by

$$Q = \int_S (\mathbf{V} \cdot \mathbf{d}) dS$$  \hspace{1cm} (4.13)$$

where $\mathbf{d}$ is the distance vector to the surface from its centre and $S$ is the surface area. The dipole source strength of an oscillating sphere of radius $a$ is $\pi a^3 V$ (where $V$ is the magnitude of the oscillating velocity) and that of the 2.5D model is $4a^3 V$. Thus, for an oscillating sphere and the corresponding 2.5D model of the same radius, a factor of $\pi/4$ is required between their velocities.

To check the validity of the 2.5D model, it has been used to predict the sound distribution around an oscillating sphere with different radii and at different frequencies. It is found that the maximum error between the 2.5D predictions and the analytical solutions increases with the product of the acoustic wavenumber and the source radius, similar to what has been found for the monopole case. Figure 4.9 gives an example of the sound pressure levels obtained from the 2.5D model compared with the analytical solutions at 1000 Hz for an
oscillating sphere with radius 0.005 m (36 linear elements were again used to represent the source in the 2.5D model). The sound distribution at the receivers on a circle 5 m away from the source centre around the dipole with fixed oscillating velocity 1 m/s is calculated. The numerically predicted sound distribution in either the y-z plane or the x-y plane is almost identical to the analytical values. As expected there are some fluctuations when $\beta$ is approaching 90° and 270°, which can be seen from Figure 4.9(b), but as the sound pressure levels at these angle regions are small, they will not affect the validity of the 2.5D model. The results at other frequencies are similar, not shown here.

Figure 4.9. Sound pressure level distribution (in dB) around an oscillating sphere and corresponding 2.5D model, oscillating velocity 1 m/s, radius 0.005 m, at 1000 Hz. (a) In y-z plane, (b) in x-y plane.

### 4.2 Rolling noise

#### 4.2.1 Modelling wheel noise by using 2.5D model

The sound radiation from a train wheel can be divided into the axial and the radial components [2] and they can be represented approximately as a monopole and a horizontal dipole respectively, which has been explained in Chapter 3. In the 2.5D model, the radial component is modelled by implementing a monopole-like source and the axial component is modelled by giving a lateral oscillation to the same fundamental source (equivalent to a dipole). In the 2.5D BE model, the velocities of the sources are set to unity and the final results are re-scaled by the sound power levels calculated in TWINS.
As in Chapter 3, a wheel with diameter of 0.86 m is studied, and it is represented in the 2.5D model by using a point source located at its geometrical centre. This has been compared with a model in which three point sources at different heights were used to represent the wheel, but it is found that the sound pressure spectra at the receivers on the train side surfaces above the bogie obtained from the two models are similar. The difference in terms of overall sound pressure levels at those receivers was less than 0.5 dB. Therefore only a single point source is used in this work to reduce the computational cost.

4.2.2 Modelling rail noise by using 2.5D BE model

The rail is an extended source in the longitudinal direction which can be represented directly by its vibrating surface using the 2.5D BE method. For simplicity cross-section deformation of the rail [2] is not included in this study, although it could be included by using a 2.5D FE model of the rail [17] instead of the Timoshenko beam model. The noise radiation from the vertical and lateral vibration of the rail are considered separately. The response of the rail to a unit force is calculated in terms of the transfer mobility $Y(x)$ of the rail at a distance $x$ from the excitation point and circular frequency $\omega$ from a model of a Timoshenko beam on a continuous two-layer foundation [2]. The expression of the transfer mobility is given in Equation (3.6) in Section 3.2.2. Mobilities at two frequencies are shown in Figure 3.8.

Applying a Fourier transform to the mobility in the spatial domain (Equation (3.6)), the velocity in the wavenumber domain due to a unit force can be expressed as

$$\tilde{Y}(k_x) = u_1 \left( \frac{1}{i(k_r + k_x)} + \frac{1}{i(k_r - k_x)} \right) - iu_2 \left( \frac{1}{\beta + i k_x} + \frac{1}{\beta - i k_x} \right)$$  \hspace{1cm} (4.14)

where $k_x$ is the wavenumber in the $x$ direction introduced by the Fourier transform, which runs from $-\infty$ to $\infty$. The mobilities in the wavenumber domain corresponding to the mobilities in the spatial domain in Figure 3.8 are shown in Figure 4.10. At high enough frequency, once the waves have cut on in the rail, the wavenumber spectrum is dominated by the free wavenumber in the rail; at 2 kHz this can be seen as the peak at about 8 rad/m (compare Figure 3.7(a)). However, below 300 Hz waves have not cut on in the rail and no distinct peak is seen in the wavenumber spectrum.
When $k_x$ is smaller than the wavenumber in the air, the structural waves will produce propagating sound waves. In such a situation, the vibration of the rail radiates sound efficiently. However, when $k_x$ is greater than the wavenumber in air, near-field sound waves will be generated and these structural waves radiate sound inefficiently. However, the near-field sound waves cannot be neglected, especially at low frequency and in the region relatively close to the source. Neglecting them would introduce errors in the inverse Fourier transform when converting the sound pressure back to the spatial domain.

Finally, to obtain the radiation from the rail, the mobility in the wavenumber domain is applied as a velocity boundary condition to the boundary elements representing the rail cross-section. The rail cross-section is assumed to move uniformly in either vertical or lateral direction; the vibration in the vertical and lateral directions is dealt with separately. The boundary conditions are visually represented in Figure 4.11(a) for the vertical direction and in Figure 4.11(b) for the lateral one.

![Figure 4.10. Rail mobility in the wavenumber domain, (a) 100 Hz; (b) 2000 Hz.](image)
To verify the validity of the 2.5D rail model in predicting its sound radiation, a simple case is used. A single rail is represented in the 2.5D model and it is radiating in free space, see Figure 4.12. Comparison of the sound pressure distribution along the rail is made between the 2.5D model and the equivalent source model [16] that has explained in Section 3.2.2. The parameters used for the rail are taken from [16] for comparison. A receiver is located at \((y, z) = (1, 1.3)\) m in the plane of the cross-section of the rail to calculate the sound pressure in the wavenumber domain and this was transformed to the spatial domain to obtain the spatial decay of the sound along the rail axis direction (the \(x\) direction).

The comparisons are made in terms of the sound pressure due to the vertical vibration of the rail, and the results are plotted in Figure 4.13. Results are shown at two frequencies as example. The results at other frequencies are similar, so not shown here. In the equivalent source model the spacing of the point sources is chosen as \(1/k_0\) (\(k_0\) is the acoustic wavelength at the considered frequency) and in the 2.5D BE model the spacing of wavenumber is \(\pi/100\).
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From Figure 4.13, it can be concluded that the sound pressure levels predicted by the 2.5D model and by the equivalent source model have very close agreement although with small differences in sound pressure levels. At 125 Hz there is a difference of about 1 dB at 15~20 m and at 1600 Hz some fluctuations appear at 0~2 m causing a maximum difference of 1.2 dB.

Figure 4.13. Comparison of sound pressure between 2.5D BE model and the equivalent source model. (a) 125 Hz, (b) 1600 Hz.

4.2.3 Modelling the sleeper noise by using a 2.5D model

The vibration of the sleepers is also required to determine their contribution to the noise in the 2.5D model. The vibration of the sleepers can be derived from the rail mobility and from the ratio of the sleeper displacement to that of the rail. This has been explained in Section 3.2.3 and the expression of the ratio is presented in Equation (3.8).

In ballasted track, the sleepers are embedded in ballast, so the vibrational velocity is only given to their top surfaces. Moreover, the 2.5D model treats the sleepers as a continuous medium in the $x$ direction. To account for their discrete distribution and for the spacing between them, scaling factors are needed to adjust the sound power calculated from the 2.5D model. It was found that [91], at high frequency where the acoustic wavelength is smaller than the sleeper spacing, the sound power needs to be adjusted by a factor corresponding to the ratio of the sleeper width to the sleeper spacing. At low frequency, where the wavelength is larger than the sleeper spacing, the scaling factor corresponds to the square of that ratio. In this case the sleeper spacing is 1 m and the sleeper width is 0.2 m. The scaling factor is $1/5$ above 340 Hz and $1/5^2$ below it. The sound power obtained with the Rayleigh integral
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approach [92] and the 2.5D BE model prediction after being corrected with the scaling factor are compared in Figure 4.14. The results obtained by the 2.5D model and the Rayleigh integral approach have close agreements above 800 Hz and with some difference at low frequency. The averaged difference in sound power level between the two models is 2 dB.

![Figure 4.14. Sound power from the sleepers for a unit force on the rail.](image)

4.3 2.5D model for noise on train side and roof

Rolling noise is generated beneath the train floor, so it cannot propagate directly to the train sides and roof, see Figure 4.15. Sound incident on the sides and roof is caused by diffraction. 2.5D BE models have been created to predict the noise on the train external surfaces. In the 2.5D models, the train is represented by its cross-section. The equipment mounted on the train floor is ignored, so the sound incident on the train floor obtained by the 2.5D models is expected to be less accurate than the SEA model introduced in Chapter 3. The 2.5D models are only used to calculate the sound incident on the train sides and roof.

The train cross-section is represented by boundary elements. A part of the ground is also modelled by boundary elements and they are assigned impedance boundary conditions. In these numerical models, the modified Green’s function is used, which represents a half-space ground extending beyond the absorptive region.

The wheels, the rails and the sleepers are considered as separate sources in the 2.5D models and the different components. The rail is represented by its cross-section and the wheel is represented by point sources with small radius. The size of the elements needs to be at least
less than a quarter of the acoustic wavelength at the frequency of interest and they also should be dense enough to represent the profile of the rail or circle.

Figure 4.15. 2.5D model for calculating sound incident on train external surfaces.

The 2.5D models give the sound pressure on the train cross-section in the wavenumber domain. After applying the inverse Fourier transform, the sound pressure distribution in the spatial domain is obtained. Then the sound pressure on the train surfaces is determined from an incoherent sum of the contributions of the wheel radial and axial components, the rail vertical and lateral components, and the sleepers.

4.4 Experimental validation using laboratory measurements

To validate the modelling approach used to predict the sound distribution on the train external surfaces, results from two different sets of measurements have been used. First, laboratory measurements were performed in the anechoic chamber at the University of Southampton, which are presented in this section. The 1:5 scale model has been introduced in Section 3.6 and a similar experimental set up is used here, shown in Figure 4.16(a). With this arrangement, the sound pressure distribution around the scale model railway vehicle was determined.
4.4.1 Point source

The same compact source has been used as described in Section 3.6. The orifice of the source was located beneath the train floor, directly above one of the rails and 0.32 m from one of its ends, see Figure 4.16(b). Microphones were located along the centrelines of the four external surfaces of the train: floor, two walls and roof. On each surface, there were 21 measurement locations with a spacing of 0.1 m, which are illustrated as points P1, P3, P4, P5 in the corresponding numerical model in Figure 4.17. Another set of microphones was placed along the upper right corner on the side face, illustrated as P2.

![Figure 4.16. Measurement arrangement in laboratory test for point source, (a) overview and (b) source location.](image)

The receivers in the numerical model were located at the same locations as those in the measurements. The source was represented in the 2.5D model by a monopole, as described in Section 4.1, with a radius of 0.005 m. Its source strength was derived to give the same sound power spectrum in one-third octave bands as the source in the experiments. The ground (at height 0 m in Figure 4.17) was set to be rigid in the 2.5D model and the ballast was modelled by a rectangular box with an impedance boundary condition on its top surface and with rigid condition on the sides. The impedance of the scale ballast is calculated by the Delany-Bazley model [90] with measured ballast properties [93]. Linear boundary elements are used to create these models. 36 elements are used to model the fundamental sources representing the wheel. The sizes of the elements used for the train cross-section and the ballast box are 0.01 m, which should be sufficient for frequencies up to 5 kHz. Five ‘CHIEF’ points are set inside the train, and three are in the ballast box to overcome the non-uniqueness problem associated with resonances of the corresponding interior problem [94].
Figure 4.17. Geometry of the 2.5D BE model used for predicting wheel noise on train outside surfaces of the scale model.

Figure 4.18 shows a comparison of the predicted sound levels with the measured ones at P2 (the upper right corner position) for these four frequency bands. The distance $x$ is shown relative to the location of the source. These results are shown for the 1000 Hz, 1600 Hz, 2500 Hz, and 4000 Hz one-third octave bands for the scale train model. These correspond to 200 Hz, 315 Hz, 500 Hz and 800 Hz at full scale. In the numerical models, results were calculated at three frequencies in each band and averaged to obtain the sound pressure level in the band.
Figure 4.18. Sound decay comparison in four one-third bands at the right up corner point. (a) 1000 Hz, (b) 1600 Hz, (c) 2500 Hz, (d) 4000 Hz.

Figure 4.19 shows the equivalent results for receivers on the four different train surfaces. These results are given for the 4 kHz one-third octave band as an example, the results in the other one-third octave bands being similar.
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Figure 4.19. Sound decay comparison at the four surfaces in the 4 kHz band. (a) On the right side, P1, (b) on the top, P3 (c) on the left side, P4, (d) on the bottom, P5.

From Figure 4.18 and Figure 4.19, it can be concluded that the 2.5D BE approach is able to give reasonable predictions of the sound pressure levels on the train external surfaces due to a point source below it. The maximum errors at each measured position (predicted level-measured level) and the average level difference between the predictions and the measurements are listed in Table 4.1 for each frequency band. As the 2.5D model corresponds to an infinite carriage, the truncation at the end of the carriage might affect the agreement, so when calculating the difference between the predictions and the measurements, the two data points at each end are ignored. At the upper right corner position P2, the average difference between the prediction and the measurement is less than 3 dB in most of the 1/3 octave bands. The maximum difference at position P2 is found in the 2000 Hz one-third octave band and at the measurement positions located close to one of the ends of the carriage. The results in Table 4.1 indicate that the 2.5D model gives better predictions of the sound pressure on the bottom and the side surface that is closer to the source. Larger errors are found at the receivers on the top and the side that is further from the source.
Table 4.1. Level differences between predictions and measurements for point source below the scale model train body (dB). Maximum and average difference over 17 points at each location.

<table>
<thead>
<tr>
<th>Freq (Hz)</th>
<th>P 1 Near side</th>
<th>P 2 Upper corner</th>
<th>P 3 Top</th>
<th>P 4 Far side</th>
<th>P 5 Floor</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>8.3</td>
<td>2.8</td>
<td>6.6</td>
<td>1.1</td>
<td>11.1</td>
</tr>
<tr>
<td>1250</td>
<td>5.7</td>
<td>-1.7</td>
<td>5.3</td>
<td>-0.9</td>
<td>4.5</td>
</tr>
<tr>
<td>1600</td>
<td>2.8</td>
<td>0.2</td>
<td>4.6</td>
<td>0.8</td>
<td>6.9</td>
</tr>
<tr>
<td>2000</td>
<td>8.3</td>
<td>3.1</td>
<td>7.6</td>
<td>2.6</td>
<td>6.7</td>
</tr>
<tr>
<td>2500</td>
<td>3.5</td>
<td>-1.2</td>
<td>3.9</td>
<td>-0.1</td>
<td>10.4</td>
</tr>
<tr>
<td>3150</td>
<td>5.7</td>
<td>1.1</td>
<td>7.3</td>
<td>1.9</td>
<td>6.8</td>
</tr>
<tr>
<td>4000</td>
<td>3.6</td>
<td>-1.2</td>
<td>4.7</td>
<td>-0.7</td>
<td>4.8</td>
</tr>
</tbody>
</table>

4.4.2 Sound radiated by the rail

Measurements were also carried out on the 1:5 scale model to determine the sound pressure caused by vibration of the rail, see Figure 4.20. A reciprocal approach [95] was followed to infer the sound pressure distribution on the train external surfaces due to a vibrating rail. According to the principle of vibro-acoustic reciprocity, the transfer function between a point force $F$ acting on a structure at a point $A$ and the resulting sound pressure $p$ at a receiver $B$ is identical to the transfer function between a volume velocity $Q$ of a point monopole located at the point $B$ and the resulting vibration velocity $v$ produced at the original excitation point $A$. Thus, if a unit force is acting on the rail, the resulting sound pressure on the train external surfaces can be obtained by placing a source on the train surfaces and then measuring the vibration velocity of the rail as excited by the sound field. The source orifice was located at various positions along the right upper corner line and on the centreline of the bottom surface and the rail vibration was measured by accelerometers located on the rail measuring in both vertical and lateral directions, see Figure 4.20(b). However, in the present work only the vertical accelerometer is used.
Figure 4.20. Measurement arrangement for the laboratory test for rail source and the accelerometer locations on the rail. (a) Overview, (b) close-up view of accelerometers.

A numerical model was created with the same geometry as that in the measurement, see Figure 4.21. The velocity of the rail under a unit force obtained from the Timoshenko beam model was assigned to the boundary elements representing the rail in the numerical model. The properties used for the track are listed in Table 4.2. The velocity of the sleeper was derived using the method given in Section 4.2.3. The absorption property of the ballast was modelled by using its impedance in the same way as before but this was only applied in the region outside the sleepers.

Figure 4.21. Geometry of the 2.5D BE model for predicting rail noise on train outside surfaces of the scale model.
Table 4.2. Parameters used for vertical motion of the 1:5 scale track [93].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young's modulus</td>
<td>$2.1 \times 10^{11}$ N/m$^2$</td>
</tr>
<tr>
<td>Rail bending stiffness</td>
<td>0.01 MNm$^2$</td>
</tr>
<tr>
<td>Rail mass per unit length</td>
<td>3.4 kg/m</td>
</tr>
<tr>
<td>Rail damping loss factor</td>
<td>0.05</td>
</tr>
<tr>
<td>Rail density</td>
<td>7850 kg/m$^3$</td>
</tr>
<tr>
<td>Pad stiffness</td>
<td>15 MN/m</td>
</tr>
<tr>
<td>Pad damping loss factor</td>
<td>0.2</td>
</tr>
<tr>
<td>Sleeper mass (half)</td>
<td>1.41 kg</td>
</tr>
<tr>
<td>Sleeper spacing</td>
<td>0.12 m</td>
</tr>
<tr>
<td>Ballast stiffness (per half sleeper)</td>
<td>1.0 MN/m</td>
</tr>
<tr>
<td>Ballast damping loss factor</td>
<td>1.0</td>
</tr>
</tbody>
</table>

The comparisons between the predictions and the measurements were made for two positions, as shown in Figure 4.21. One, P1, is at the upper right-hand corner and the other, P2, is on the bottom of the train body. Based on the principle of reciprocity, the results obtained from the measurement correspond to the ratio of the sound pressure and the force, so they are compared with the predicted sound pressure on the train outside surfaces due to a unit force on the rail. These results are shown in Figure 4.22 for frequency bands between 1250 and 4000 Hz (between 250 and 800 Hz full scale). The spatial distribution of the rail vertical vibration is also plotted in the figure, from which it can be seen that the finite length leads to significant spatial variations that are not captured by the model of the infinite rail but the overall decay with distance is mostly captured.
Figure 4.22. Comparisons between predictions and measurements of the sound pressure level (SPL) on the train external surfaces in one-third octave bands, where $x$ is relative to the force location. dB re 2.0×10^{-5} Pa. 

- SPL at P1, 2.5D; 
- SPL at P1, measured; 
- SPL at P2, 2.5D; 
- SPL at P2, measured; 
- rail vibration, predicted; 
- rail vibration, measured.

(a) 1250 Hz, (b) 1600 Hz, (c) 2000 Hz, (d) 2500 Hz, (e) 3150 Hz, (f) 4000 Hz.
The predictions from the 2.5D model have similar average levels and decay trends as in the measurements, but the measured values contain large variations. An important difference between the measurements and the prediction is that the 2.5D waveguide approach is based on an infinite rail, whereas in the measurements the rail is finite with a length of only 2 m. The wave reflections at the ends of the rail therefore lead to the spatial variations seen here.

4.5 Experimental validation using field measurements

4.5.1 Measurements on a stationary train

Within the scope of the RUN2Rail EU project, field measurements were carried out on a metro train in Madrid, Spain [87] to measure the sound pressure distribution on the train sides when a loudspeaker was located beneath the train floor, see Figure 4.23. More details can be found in Appendix B.2. These are used to validate the 2.5D models. Five microphone positions are located on the train side surface right above the loudspeaker. The height of the first position is 0.1 m above the bottom edge of the sidewall, and the relative vertical separation between microphone positions is 0.5 m. Each microphone position was measured twice.

Figure 4.23. Measurements of sound pressure on a stationary train. (a) Loudspeaker location, (b) microphone positions, (c) separation of microphones. Photos provided by Polytechnic University of Valencia.

---

1 These measurements were carried out by Polytechnic University of Valencia in collaboration with Metro de Madrid
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A 2.5D BE model was created to predict the sound distribution along the vertical direction on the train sides. The geometry of the train profile in the numerical model corresponds to the train in the tests but the details of the train floor are simplified in the model. The bogie is also omitted. The surface normal impedance of the ballast is calculated based on the Delany-Bazley model with an equivalent flow resistivity of 50 kPa ∙ s/m² [93]. A half-space ground is considered outside this region. The source in the numerical model has the same size as the loudspeaker and same location relative to the train corresponding to the field test. Although the source diameter is much larger than the fundamental sources considered in Section 4.1, the response is only considered here in the plane at x = 0 m so no strong effect is expected.

Linear boundary elements are used to create the model with element size 0.02 m, which allows the calculation up to 4 kHz. Five field points are set on the side surface of the train (4 mm away from the side surface) in the 2.5D models to represent the microphones in the measurements (wind balls were used to cover the microphones in the tests, the microphones were supposed to be about 2 cm away from the train). As the source strength of the loudspeaker used in the field test is not available, the predictions are shifted to correspond to the measured sound pressure levels for ease of comparison. The cross-section of the train and the source and the comparisons of the predicted and the measured sound pressure levels in one-third octave bands (averaged over three frequencies in each one-third band for the prediction) are shown in Figure 4.24. It can be seen that the sound pressure levels decrease with the increasing height on the side surfaces and the predictions match the measurements well.
Figure 4.24. Comparison of prediction and measurement of sound distribution on the train side in one-third octave bands. (a) 200 Hz, (b) 400 Hz, (c) 800 Hz, (d) 1600 Hz.

4.5.2 Measurements on a running train

The sound pressure distribution was measured on the external surfaces of the metro train when the train was running at 50 km/h on a test track. More details can be found in Appendix B.3. Four surface microphones were located on the train side above the bogie area, see Figure 4.25. They are numbered as points 1006, 1009, 1010 and 1011. Microphones 1006, 1009, 1011 are all 0.7 m above the bottom edge of the sidewall whereas microphone 1010 is 1.5 m above it.
Figure 4.25. Field measurements to measure sound distribution on the train outside surface. Photo provided by Vibratec.

The sound power spectra of the rail, the wheel and the sleepers were calculated using the TWINS model. They are given in Appendix B.1. These TWINS predicted source strengths are then used in combination with the 2.5D predictions to determine the sound pressure levels at the four positions on the train external surfaces.

2.5D numerical models are created based on the actual train cross-section. Figure 4.26(a) shows the cross-section of the 2.5D model used for investigation of the noise transmission from the wheel to the train external surfaces, with the wheel located 0.61 m above the ballast. Figure 4.26(b) shows the cross-sections adopted to calculate the contribution of the rail, with the rail located 0.02 m above the ballast. In the 2.5D models for the wheel and the rail, the sleepers are omitted and the ballast is replaced by a rectangular box sitting on the ground with a height of 0.05 m. The cross-section adopted to calculate the contribution from the sleepers is shown in Figure 4.26(c). The upper surface of the sleepers in the numerical models is modelled as before in Section 4.5.1. The velocity of the rail/sleepers in the wavenumber domain is calculated as described in Section 3.2 and is assigned to the models as described before in Section 4.4. In these three numerical models, as before, a half-space ground extending beyond the region modelled using boundary elements.

As before in Section 4.4, the train bodies in all three models are made of linear boundary elements with size 0.02 m, as well as the rectangular box used for the ballast in Figure 4.26(a) and (b) and for the sleepers in Figure 4.26(c). Elements with different sizes are used for the
wheel and rail. As before, 36 elements are used to model the fundamental sources representing the wheel in Figure 4.26(a), which are modelled by using a circle of radius 0.005 m. 100 elements are used to model the rail cross-section in Figure 4.26(b). Five ‘CHIEF’ points are used inside the train and three are used in the rectangular box below it which represents the ballast or sleepers. The train cross-section in Figure 4.26(a) does not include the side fairings whereas side fairings are present in Figure 4.26(b) and Figure 4.26(c). This is because the train adopted in the validation tests described in Figure 4.25 did not have fairings to cover the bogie area and the model approximates this by using different cross-sections for the models of the wheel and track components of noise.

Figure 4.26. 2.5D models for (a) the wheel, (b) the rail, (c) the sleepers.

The total sound pressure on the train surfaces is determined from the incoherent sum of the contributions of the wheel radial and axial components, the rail vertical and lateral components, and the sleepers. Overall A-weighted sound pressure levels on the train external surfaces due to a single bogie (four wheels) are shown in Figure 4.27. The length of the carriage is 17.92 m and the centre of the bogie is 2.95 m from the carriage end. This sound pressure distribution shows that the highest levels of sound are incident on the train floor.
Moreover the presence of the fairings helps to create a partially reverberant enclosure below the train, as discussed in Chapter 3. However, noise can also diffract from the edge of the cover to the side surfaces of the train. The sound level reduces with increasing height. The noise on the train roof due to the wheel and rail is less significant and is estimated to be around 30 dB lower than the noise impinging on the floor.

![Figure 4.27. Overall sound pressure levels on the train outside surfaces. The bogie considered here is on the left.](image)

To compare the prediction with the measurements, the predicted sound pressure levels were calculated by including the contribution from the two bogies below the carriage on which the microphones were mounted and the closest bogie from the adjacent carriage on either side. The comparisons with the measurements are shown in Figure 4.28.

The predictions capture the main trend of the sound pressure spectra compared with the measurements. However, at low frequency, the predictions are lower than the measurements, whereas they are higher at high frequency. Comparison with the sound power obtained from the TWINS model in Figure B.5 from Appendix B.1 indicates that the peak at 500 Hz is dominated by lateral motion of the rail which may be overpredicted due to the neglect of torsion.

At high frequency, the predictions are higher than the measurements. One possible reason is because the simplified model could not consider the complex interaction between the source
and the equipment beneath the vehicle. Besides, there is no fairing in the model used for the wheel noise while in reality there is also a bogie frame which will shield the noise to some extent. The overall sound pressure levels from the predictions and the measurements, together with the relative error between them, are given in Table 4.3. The relative errors in terms of the overall sound pressure levels are less than 3 dB at these four measurement positions, which shows that the 2.5D model captured the main trend of the sound spectrum with acceptable errors.

![Graphs showing comparisons between the 2.5D predictions and the measurements.](image)

Figure 4.28. Comparisons between the 2.5D predictions and the measurements, (a) Point 1006, (b) Point 1009, (c) Point 1010, (d) Point 1011.

<table>
<thead>
<tr>
<th></th>
<th>P 1006</th>
<th>P 1009</th>
<th>P 1010</th>
<th>P 1011</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prediction (dB(A))</td>
<td>83.2</td>
<td>83.1</td>
<td>79.7</td>
<td>82.9</td>
</tr>
<tr>
<td>Measurement (dB(A))</td>
<td>80.6</td>
<td>81.1</td>
<td>78.3</td>
<td>80.4</td>
</tr>
<tr>
<td>Difference (dB(A))</td>
<td>2.6</td>
<td>2.0</td>
<td>1.4</td>
<td>2.5</td>
</tr>
</tbody>
</table>

Table 4.3. Overall sound pressure levels on the train sides.
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4.6 Summary

A 2.5D BE approach has been developed to calculate the noise propagation from the wheel, rail and sleepers to the external surfaces of a train. The wheel was modelled by using approximations to a monopole and a dipole in the 2.5D models. The rail and the sleepers were modelled by their cross-section in the 2D domain and their wavenumber spectrum in the third direction. An inverse Fourier transform was used to convert the sound pressure from the wavenumber domain back to the spatial domain. The TWINS model was used to determine the sound powers of the individual components which were then used to adjust the source levels in the 2.5D model predictions. The overall sound pressure level on the train external surfaces was obtained by adding the various components incoherently. Comparisons were made with measurements of sound pressure levels on the external surfaces of a 1:5 scale model train in an anechoic chamber and on a full-scale metro train, both statically and in running operation. The comparisons with the laboratory test show that the predicted sound pressure levels from the 2.5D model and the measured ones have a similar decay trend along the train axis direction and the average difference of the sound pressure levels is less than 3 dB. For the field measurement on a stationary train, the predicted sound pressure distribution along the train height on the train side is close to that obtained by measurement. In the field measurement on a running train, the predictions and the measurements agree fairly well in terms of sound pressure spectrum and the overall sound pressure levels have less than 3 dB error. The 2.5D boundary element model can therefore be used to predict the sound pressure on the external surfaces of a train due to rolling noise. In the next chapter the aerodynamic noise from the pantograph is considered.
Chapter 5  Aerodynamic noise from the pantograph on train external surfaces

The pantograph is chosen to illustrate the modelling approach of aerodynamic noise and how to model its propagation to the train external surfaces by using the 2.5D method in this chapter, also the influence of flow to noise propagation is considered. The pantograph is composed of many different components. The most representative components within a typical pantograph are the contact strips, horns, stroke limiting cage, control rod and pantograph arms, as shown in Figure 5.1 and detailed in reference [50].

![Figure 5.1. Configuration of the pantograph DSA350 [48, 50].](image)

The common thing among the various components is they can be simply modelled by cylinders or square bars with different dimensions and different yaw angles towards the flow. The sound radiation from each component is assumed to be the result of the fluctuating dynamic force on the cylinder caused by the interaction of the flow and the structure [34]. In previous research, aerodynamic noise from single components has been modelled by using CFD [48, 50] and a database related to the main factors of influence has been created based on these simulations and associated measurements [96]. The total sound power from the pantograph can be calculated from this database using the component-based approach.

When calculating the sound propagation from the pantograph to the train external surfaces, Lei et al. [44] used a three-dimensional boundary element model. This is able to represent the complicated structure of the pantograph, but it would be computationally expensive. The influence of flow on the sound propagation was not considered in their work. Besides, a thorough understanding of mechanism of pantograph noise propagation was not achieved.
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In this Chapter, the aerodynamic noise properties of the sound around a single cylinder are briefly reviewed first, which are helpful to understand the aerodynamic noise from a whole pantograph; the total sound power from a pantograph is then discussed. The 2.5D BE method is employed to solve the pantograph noise propagation to the train external surfaces. The pantograph is modelled by several equivalent dipole sources. The waveguide boundary element model gives the sound pressure on the train cross-section in the wavenumber domain. An inverse Fourier transform is applied to obtain the sound pressure distribution in the spatial domain.

The influence of flow on the sound propagation is modelled using two methods. At low frequency, when the acoustic wavelength is larger than the thickness of the turbulent boundary layer, the flow is modelled as a uniform mean flow, whereas at high frequency it is modelled by a velocity profile through the boundary layer. Equivalent sound speeds are determined to model the influence of flow on sound propagation. The turbulent boundary layer itself is an acoustic source, but here only its influence on pantograph noise propagation is considered and the noise radiation from the turbulent boundary layer is not taken into account. Laboratory experiments and the ray tracing approach are used to verify the 2.5D models for predicting the pantograph noise propagation.

5.1 Review of aerodynamic sound pressure from flow over a cylinder

Aerodynamic noise from a moving object is generated from the interaction of the fluid and the structure. The aerodynamic noise sources caused by interaction with a structure surface are classified as monopole and dipole sources [34]. The sound field generated by the monopole and dipole source terms can be calculated by [34]

\[
p(x, t) = \frac{\partial}{\partial t} \int_S \frac{Q(y, \tau)}{4\pi D|x - y|} \, dy - \frac{\partial}{\partial x_i} \int_S \frac{F_i(y, \tau)}{4\pi D|x - y|} \, dy
\]

(5.1)

where \(x\) and \(y\) are the vectors to represent the receiver and source positions. \(t\) is the receiving time at the receiver and \(\tau\) is the emission time at the source. They are related as

\[
t = \tau + \frac{|x - y(\tau)|}{c_0}
\]

(5.2)

\(Q\) and \(F_i\) are the monopole and dipole source terms. They are defined as below and can be obtained by simulations or measurements.
\[ Q = \rho (u_n - v_n) + \rho_0 v_n \]
\[ F_i = \rho u (u_n - v_n) + p n \cdot r \cdot n \]  

(5.3)

where \( \rho \) is the fluctuating density of air, \( \rho_0 \) is the equilibrium density of air, \( u_n \) and \( v_n \) are the flow velocity and object moving velocity in the direction normal to the surface. \( n \) is the unit vector normal to the surface and \( \tau \) is the viscosity stress tensor. If the object is not permeable, it yields \( u_n = v_n \). When an object is moving at a constant speed, the time derivative of the monopole source in Equation (5.1) is zero. If the viscosity stress is ignored and the divergence term in Equation (5.1) is rearranged and rewritten as a time derivative form for the dipole source, the sound pressure from a moving structure in the air can be expressed as

\[ p(x, t) = \int_\alpha \frac{1}{4\pi c_0 |r| D^2} \frac{r}{|r|} \cdot \frac{\partial F}{\partial \tau} \, d\alpha \]  

(5.4)

where \( D \) is the Doppler factor, given by

\[ D = 1 - \frac{v_s(\tau) - u_0}{c_0} \cdot \frac{r}{|r|} \]  

(5.5)

\( v_s(\tau) \) is the velocity at the source. \( u_0 \) is the flow velocity. \( r = x - y \). In Equation (5.4) \( \alpha \) is the source area. The dot product \( r \cdot F \) in Equation (5.4) introduced a dipole directivity to the sound field caused by flow crossing a cylinder. Pantographs are composed of cylinders and bars with different dimensions. It is well known that the aerodynamic noise radiated from them is characterised by tonal noise related to vortex shedding behind them [97]. Figure 5.2 shows an example of the flow structure behind a cylinder [50]. Obvious vortex shedding can be found in the rear region.

![Figure 5.2. Example of vortex shedding behind a cylinder [50].](image)
The periodic vortex shedding behind the cylinder causes fluctuating lift and drag forces on the cylinder. From Equation (5.4) it is known that the related lift and drag forces on the cylinder surface provide dipole source terms perpendicular to the cylinder. For a receiver in the far field, such that the distance from the source is much larger than the dimension of the source, the cylinder can be treated as a compact source, and the total fluctuating force on the surfaces can be calculated first by integrating the pressure over the surface of the cylinder.

Figure 5.3 illustrates an example of the sound distribution around a cylinder. This has been calculated for the case of a cylinder with diameter $d = 0.05$ m and flow speed $u_0 = 15$ m/s, similar to the case considered in reference [50]. It corresponds to a Reynolds number of $5 \times 10^4$ where $Re = \rho u_0 L / \mu$, with $\rho$ the fluid density, $L$ the characteristic length and $\mu$ the fluid viscosity. The lift and drag forces on the cylinder were extracted from the CFD simulation on the platform OpenFoam following the set up explained in [50]. The sound pressure field caused by the lift and drag forces due to the flow over this cylinder is then calculated using Equation (5.4) and plotted in Figure 5.3. The influence of flow on the sound transmission is not considered in Figure 5.3. Both the lift and drag forces provide a dipole-like source term but it is clear that the lift force is dominant, causing higher sound amplitudes in the $y$ direction.

Figure 5.3. Instantaneous sound pressure distribution around a cylinder. ($u_0 = 15$ m/s from left to right, $Re = 5 \times 10^4$).
5.2 Pantograph sound power

In the prediction of the noise from the whole pantograph, if it is assumed that noise contributions from each component are not correlated, the mean square sound pressure radiated by the whole pantograph can be predicted by the incoherent sum of the spectra of each individual strut. This is the basis of the component-based approach [48, 50]. It is assumed that the pantograph and receiver are both stationary and the flow is moving. This is equivalent to a moving train and moving receiver in stationary air. The sound pressure in the far field due to the pantograph is expressed as [48]

\[
p^2(f) = (\rho_0 c_0^2)^2 M^6 \sum_i \eta_i S_i F_i(f) \frac{D_{rad,i}(\phi, \psi)}{R_i^2 (1 - M \cos \theta)^4} \tag{5.6}
\]

where the subscript \(i\) refers to each strut, \(M\) is the Mach number, \(S_i\) is the total surface area of each component of the pantograph. \(F_i(f)\) is a normalized spectrum obtained using empirical relations. \(D_{rad,i}(\phi, \psi)\) is the directivity of the noise radiated by each strut, where \(\phi\) is the radiation angle in the vertical plane parallel to the flow direction and \(\psi\) is the radiation angle in the vertical plane normal to the flow direction. The directivity function for a theoretical dipole source is used for the peak noise at the vortex shedding frequency while the broadband noise is assumed to be omnidirectional [48]. The distance \(R\) between the cylinder and the receiver is defined separately for each cylinder. The Doppler factor \((1 - M \cos \theta)^4\) accounts for the effect of the convective amplification for a dipole source, depending on the observer position, where \(\theta\) is the angle between the direction of the flow and the observer position and \(M\) is the Mach number. \(\eta_i\) is the amplitude factor, given by

\[
\eta = \frac{St^2 C_{l, rms} L l_c d}{16 S} \tag{5.7}
\]

where \(St\) is the Strouhal number to describe oscillating flow mechanisms, defined by \(St = f d/U\) (\(f\) is the frequency of vortex shedding and \(d\) the cylinder diameter), \(C_{l, rms}\) is the rms fluctuating lift coefficient, (the lift coefficient \(C_l\) defined as \(C_l = F_l/(0.5 \rho U^2 d L)\) with \(F_l\) being the lift force). \(L\) is the length of the cylinders, \(l_c\) is the spanwise correlation length, normalised by the cylinder diameter, \(d\). Each component of the pantograph is modelled independently by choosing an appropriate normalized spectrum \(F_i(f)\). This allows prediction of the far-field noise spectrum based on empirical databases of \(S_i, C_{l, rms}\) for different cases of cylinders, rather than relying only on measurements or simulations of noise.
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The normalized spectrum, $F_i(f)$, is determined in different ways for peak and broadband noise [48].

The component-based approach has previously been validated by wind tunnel measurements of noise due to the pantograph. Figure 5.4 shows the predicted sound pressure at a receiver placed in the plane parallel to the pantograph head at half the height of the pantograph and a distance of 5 m from the centre of the pantograph head (type DSA350). The predictions were made at 170 km/h, 280 km/h and 400 km/h using the latest version of the component-based approach [50] and they are compared with the measurements from reference [96]. The comparisons indicate that the component-based model is reliable to predict both the peak and broadband noise from the pantograph in a wide frequency range; besides, it is qualified to predict the noise at a wide speed range.

![Figure 5.4. Comparison of A-weighted noise spectra at a receiver placed in the plane parallel to the pantograph head (half height of the pantograph and 5 m from the pantograph centre) between the predictions and the measurements for a full-scale pantograph DSA350 with different flow speeds.](image)

The total sound power from the pantograph can be determined from the sound pressure level over a surface by assuming a compact source in free space radiation. A directivity factor is needed in this case as the pantograph noise has a dipole property. For simplicity in this work, the sound power of the pantograph is calculated from the sound pressure by using a sphere (radius, 5 m) enclosing the pantograph, taking the assumption that it is a compact source and
using the approximate expression for the time-averaged sound intensity in the far field $\langle I \rangle = \frac{p^2}{\rho_0 c_0}$. The sound power from the pantograph is expressed as

$$W = \int_{S} \langle I \rangle ds$$  \hspace{1cm} (5.8)

where $W$ is the sound power of the pantograph and $\langle I \rangle$ (sound intensity) is on normal to the spherical surface. The sound directivity is considered when calculating the sound pressure ($\langle p^2 \rangle$) by using Equation (5.6). This approach can also be applied to calculate the sound power from each part of the pantograph. Figure 5.5 illustrates the total sound power from the pantograph DSA350 at train speed 290 km/h and the contributions from the head, the horns, the upper and lower arms.

![Figure 5.5](image)

Figure 5.5. Predicted sound power from the pantograph and contributions from each part, 290 km/h.

From Figure 5.5, it can be seen that most of the sound power is due to the head of the pantograph. It has a spectral peak at about 200 Hz, which is due to the contact strips (with bigger thickness) within the head. There is another peak at 4000 Hz in the power spectrum of the head, which is from the components with very small radius.

### 5.3 2.5D BE model for the pantograph noise

Due to the complexity of the pantograph structures, a 2.5D BE model is proposed to model the noise propagation from the pantograph to the train external surfaces. The 2.5D BE model was introduced in Chapter 4 where it was used to model the rolling noise propagation to the train external surfaces. The concept used to model the wheel in Chapter 4 is employed here
to model the dipole sources on the pantograph. The train is again represented by its cross-section.

However, to use the 2.5D model to model the pantograph, it needs to be noticed that the pantograph is a distributed source. Whether it can be treated as a compact source depends on the source dimension, the relative distance from the source to the receiver and the frequency. If the pantograph is subdivided into several segments, each segment has a relatively small dimension compared with the distance from the source to the train external surfaces, thus, they will roughly meet the geometrical far field assumption. The distance from the pantograph head to the train roof is estimated as 1.4 m from its configuration in [50], and the sound power of the pantograph is concentrated above 200 Hz when it runs at 290 km/h, which can roughly meet the acoustical far field condition ($k r >> 1$). In this work, the pantograph is therefore regarded as an array of dipole sources as each of its components has a dipole property in terms of sound radiation.

The pantograph is broken down into the panhead, the arms, and the horn, and each of them is modelled by using multiple dipole sources. When replacing the pantograph by an array of dipole sources, the locations and number of the dipoles should be chosen based on the correlation length of the components and the frequency and the direction of the dipole should be consistent with the reality, see Figure 5.6(a). The final 2.5D models are indicated in Figure 5.6(b). Five dipole sources are used to model the pantograph head, two inclined at 45 degrees are used to model the horn and another two horizontal dipoles are used to model the upper arms. Their relative locations are listed in Table 5.1. The knee and the foot parts of the pantograph are located in the boundary layer and their contributions to the total sound power are small compared with the pantograph head, so they are ignored in this work. The various sources are assumed to be incoherent, so they are created in separate 2.5D BE models. A typical train cross-section is included in the model with the roof of the train about 4 m above the ground. The modified Green’s function is used in the 2.5D models, which represents a half space ground, although it is far enough away that it could be neglected.

Linear boundary elements with length 0.01 m are used to represent the train cross section. Each source is represented by a circle in the 2.5D models and the radii of the sources are 0.005 m. As before 36 elements are used for each source. The boundary condition of the sources is given by a unit oscillating velocity. The oscillating direction is along the axis direction of the dipole in terms of its radiation directivity. The sound power of each part of
the pantograph obtained from the component-based approach is used to adjust the source levels later. For this exterior problem, five ‘CHIEF’ points are introduced inside the train body to avoid the non-uniqueness problem [94]. The relative locations of the nine dipoles above the roof are listed in Table 5.1.

![Diagram of pantograph on train roof and 2.5D model for pantograph noise.](image)

Figure 5.6. (a) Pantograph on train roof, (b) the 2.5D model for pantograph noise, (an enclosure is used to represent a typical train cross-section).
Table 5.1. Locations of the dipole source above the train roof.

<table>
<thead>
<tr>
<th>Points</th>
<th>Location ((y, z), \text{m})</th>
<th>Orientation</th>
<th>Part of</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>((0, 5.4))</td>
<td>Vertical</td>
<td>Head</td>
</tr>
<tr>
<td>2 and 2'</td>
<td>((\pm 0.271, 5.4))</td>
<td>Vertical</td>
<td>Head</td>
</tr>
<tr>
<td>3 and 3'</td>
<td>((\pm 0.542, 5.4))</td>
<td>Vertical</td>
<td>Head</td>
</tr>
<tr>
<td>4 and 4'</td>
<td>((\pm 0.808, 5.27))</td>
<td>Inclined at 45°</td>
<td>Horn</td>
</tr>
<tr>
<td>5 and 5'</td>
<td>((\pm 0.280, 5.08))</td>
<td>Lateral</td>
<td>Upper arm</td>
</tr>
</tbody>
</table>

By using the 2.5D BE model, the pressure on the train external surfaces can be obtained as a function of wavenumber and frequency. The spatial distribution of sound at each frequency can be calculated by the inverse Fourier transform

\[
p(x, y, z) = \frac{1}{2\pi} \int_{-k_0}^{k_0} \tilde{p}(k_x, y, z) e^{-ik_x x} \, dk_x
\]

(5.9)

in which the integral is chosen from \(-k_0\) to \(k_0\), with \(k_0\) being the acoustic wavenumber in air at rest. In Equation (5.9), the integral limitation should be from \(-\infty\) to \(\infty\) when applying the inverse Fourier transform, but here it is limited from \(-k_0\) to \(k_0\) since larger values than \(k_0\) nearly produce no radiated power to the far field. However, this might have some effect on the near field solution, especially at low frequency as their acoustic wavenumbers are relatively small. Truncating infinite wavenumbers to the region \((-k_0, k_0)\) will introduce discontinuities to the near field sound pressure spectra as a function of the wavenumber. Fluctuations will appear in the corresponding sound pressure in the spatial domain.

### 5.4 Sound pressure on the train external surfaces

The pantograph is symmetrical about the train centreline. The noise from point sources 1, 2, 3, 4 and 5 on the train external surfaces is calculated and the others are obtained by symmetry. Figure 5.7 shows the sound pressure on the train external surfaces in the spatial domain due to point sources 1, 3, 4 and 5.
Figure 5.7. Real part of the sound pressure \((\text{Pa})\) on the train external surfaces due to dipoles with unit oscillating velocity. (a) From point source 1, a vertical dipole located in the middle of the contact strip, (b) from point source 3, a vertical dipole close to one end of the contact strip, (c) from point source 4, a dipole inclined at 45° to the vertical direction for the horn (d) from point source 5, a lateral dipole for the upper arm.

A scale factor is used to adjust the sound power from the 2.5D prediction to correspond to the actual value obtained from the component-based model. As before, this is defined as the ratio of the sound power from each part of the pantograph to that of the dipole sources.

\[
\gamma_i = \frac{W_i}{nW_{dipole}}
\]  

(5.10)

where \(W_{dipole}\) is the sound power of a single dipole source in the 2.5D models (unit velocity is used in the predictions), \(W_i\) is the sound power from the component and \(n\) is the number of dipole sources used to model each of them. Five were used for the head, and two each for the horn and the upper arms. The total sound pressure level distribution on the train external surfaces is due to the contributions from all the three parts and calculated by adding their mean square pressures together. Figure 5.8(a) gives the sound pressure level at 200 Hz on the train external surfaces and Figure 5.8(b) is the overall sound pressure level. It can be seen that the sound pressure levels on the two sides of the pantograph are the same if the convective effect is ignored. In Figure 5.8(a), some ripples appear at the ends of the segment.
that created to represent the vehicle. They are introduced in the inverse Fourier transform process. These ripples can be avoided by including the near field sound waves (whose wavenumbers are greater than \( k_0 \)) in Equation (5.9).

![Figure 5.8](image)

Figure 5.8. Sound pressure on the train external surfaces due to a pantograph at 290 km/h, (a) 200 Hz, (b) overall sound pressure level. dB(A), re 2.0 \( \times 10^{-5} \) Pa.

5.5 Boundary layer on train external surface

In reality the pantograph is moving with the train, and the sound propagation from the pantograph is therefore considered as a moving source in a largely static medium. However, it is easier to consider it as a stationary source in a wind that is flowing in the opposite direction. Because of the viscosity of the air and the presence of the train surfaces, a turbulent boundary layer is generated when the train runs at high speeds. Detailed measurements on the boundary layer development over the roof of a train is limited in the literature study. A short series of measurements were made above a scale four-car ICE2 model in [98] but the scale effects and the lack of realistic roof roughness inherent in those measurements make their results difficult to interpret. Theory of flow over a flat plate is adopted in this work. In terms of the Reynolds number, when \( Re > 5 \times 10^5 \) the flow becomes unstable and transition to a turbulent boundary layer occurs if considering fluid flow over a flat plate [99]. For the flat plate case, the mean velocity profile in the boundary layer can be described by a power law [99]
where \( U \) is the train speed, \( z \) is the distance from the train surface in its normal direction, \( \delta \) is the thickness of the turbulent boundary layer which grows according to [99]

\[
\delta = 0.37 x Re^{-1/5}
\]  
(5.12)

where \( Re = \rho U x / \mu \). The thickness \( \delta \) thus varies along the train axis direction. For the boundary layer on the train roof, \( x \) is the distance from the location of the pantograph to the front of the train. The inter-coach gap is narrow and so it is assumed that it will not affect the growing trend of the boundary layer thickness. For a train with eight carriages, generally there are two pantographs mounted on the train roof: one typically is at the end of the second coach, about 40 m from the front of the train, the other is on the sixth coach about 160 m from the front. If the train runs at 80 m/s (290 km/h), the corresponding Reynolds numbers at the two pantograph positions are \(2.1 \times 10^8\) and \(8.5 \times 10^8\), indicating that the flow is fully developed into turbulence. Therefore, the expressions for the boundary layer thickness and mean velocity profile in the turbulent boundary layer are assumed to be valid for the train case.

The thickness of the boundary layer at these two positions can be calculated from Equation (5.12) by applying these different values of \( x \). In this work, the pantograph at 40 m from the front of the train is studied for a train speed of 80 m/s (about 290 km/h), which leads to a turbulent boundary layer thickness of about 0.35 m. Substituting this thickness back into Equation (5.11), the mean velocity profile in the turbulent boundary layer can be estimated. Figure 5.9 shows the estimated thickness of the boundary layer when the train runs at 80 m/s (about 290 km/h) and the velocity profile at the positions 40 m and 160 m from the front of the train. It can be seen that the thickness of the boundary layer increases with increasing distance from the front of the train and the velocity profiles varies.
When sound travels through the boundary layer, the influence of the flow causes a change of the wave direction and the amplitude of the sound pressure. The influence is known to be highly related to the wind speed and wind gradient in the turbulent boundary layer and the ratio of the wavelength to the thickness of the turbulent boundary layer. To consider this the frequency range is divided into two. When the acoustic wavelength is greater than the thickness of the boundary layer (which occurs below about 1 kHz for the position at 40 m from the front of the train), it is considered as low frequency and otherwise it is considered as high frequency. The influence of the flow on the sound propagation will be considered separately at low and high frequency.

5.6 Modelling of flow influence at low frequency

At low frequency (below 1 kHz), the acoustic wavelength is larger than the thickness of the turbulent boundary layer. It is assumed that when the sound propagates through the boundary layer to the train roof the velocity gradient in the boundary layer will not change it significantly. Thus, the influence of the turbulent boundary layer is ignored, and a uniform mean flow is used to model the influence from the wind.

With a mean flow, the apparent movement of the wave front is the combination of the acoustic propagation and the convective effect of the mean flow. In comparison with no flow, see Figure 5.10(a), it is found that in the upstream direction the acoustic propagation and the convective effect cancel each other to some extent, see Figure 5.10(b) and in the down-
stream direction the two effects add up, see Figure 5.10(c). The two effects together can be modelled by an equivalent phase speed.

![Diagram of wave propagation](image)

**Figure 5.10.** (a) propagating with no flow, (b) upstream propagation with mean flow, (c) downstream propagation with mean flow [100].

Figure 5.11(a) shows the wave fronts due to a point source in static air. Figure 5.11(b) shows the wave fronts in a uniform mean flow with flow direction from the left to the right. From Figure 5.11, it can be seen that the wind carries the waves to the downstream. The waves are squeezed in the upstream direction and stretched in the downstream direction.
Figure 5.11. (a) Wave fronts in static air, (b) wave fronts in uniform mean flow, 80 m/s to the positive x direction.

Analogously, the sound propagation in a uniform mean flow can be modelled by an equivalent direction-dependent phase speed in a static air medium, see Figure 5.12.

Figure 5.12. The stretching of the sound wave fronts in static air and in mean flow.

The equivalent phase speed and the resulting equivalent acoustic wavenumber are expressed as

\[ c_{eq} \approx c_0 + u_0 \cos \theta; \quad k'_0 = \frac{\omega}{c_{eq}} \]  

(5.13)

where \( c_0 \) is the sound speed in air at rest, \( u_0 \) is the wind speed, \( \theta \) is the original sound wave direction, \( c_{eq} \) is the equivalent sound speed, in which the wind is considered, and \( \omega \) is the
angular frequency. In the upstream direction, \( \cos \theta \) is negative, which makes \( c_{eq} < c_0 \), while in the downstream direction, \( \cos \theta \) is positive, which makes \( c_{eq} > c_0 \). As a consequence, in the upstream direction, \( k'_0 > k_0 \), the equivalent wavenumber is greater than the wavenumber in air at rest, the wind turns previously evanescent waves (which do not radiate sound) at wavenumbers between \( k'_0 - k_0 \) into propagating waves; on the contrary in the downstream direction \( k'_0 < k_0 \), the wind turns those waves at wavenumbers \( k_0 - k'_0 \) from propagating waves into evanescent waves in the \( y-z \) plane. The sound pressure on the train external surface in a mean flow can be calculated by

\[
p(x) = \frac{1}{2\pi} \int^{k'_0}_{-k'_0} \tilde{p}'(k_x) e^{-ik_x x} dk_x
\]

(5.14)

Alternatively, in the upstream direction, it can be written as

\[
p(x) = \frac{1}{2\pi} \left\{ \int^{k_0}_{-k_0} \tilde{p}'(k_x) e^{-ik_x x} dk_x \right. \\
+ \left( \int^{-k_0}_{-k'_0} \tilde{p}'(k_x) e^{-ik_x x} dk_x + \int^{k'_0}_{k_0} \tilde{p}'(k_x) e^{-ik_x x} dk_x \right) \\
\right\}
\]

(5.15)

On the contrary in the downstream direction, it can be written as

\[
p(x) = \frac{1}{2\pi} \left\{ \int^{k_0}_{-k_0} \tilde{p}'(k_x) e^{-ik_x x} dk_x \\
- \left( \int^{-k_0}_{-k'_0} \tilde{p}'(k_x) e^{-ik_x x} dk_x + \int^{k'_0}_{k_0} \tilde{p}'(k_x) e^{-ik_x x} dk_x \right) \right\}
\]

(5.16)

The adding of the two components in Equation (5.15) will increase the sound pressure in the upstream direction while the omission of the two segments in equation (5.16) will contribute to the reduction of the sound pressure in the downstream direction. In the case with flow, the acoustic wavenumber has been modified to \( k'_0 \). Therefore the sound pressure \( \tilde{p}' \) is solved in the 2D model with a spectrum of wavenumbers \( k_x \) in the \( x \) direction and with the corresponding transverse wavenumbers \( \sqrt{(k'_0)^2 - (k_x)^2} \) in the \( y-z \) plane. The convective effect of the sound pressure amplitude is hidden in Equation (5.14). After applying the correction, the sound pressure (real part) on the train external surfaces at one example frequency (200 Hz) is shown below in Figure 5.13(a) and the sound pressure levels at this frequency band on the train external surfaces in Figure 5.13(b). It can be noticed that because of the convective effect, the sound pressure levels in front of the pantograph is higher than that behind.
Figure 5.13. (a) Real part of sound pressure on train external surface due to a point source (unit oscillating velocity) in a uniform mean flow at 200 Hz, (b) sound pressure level on train external surface due to the pantograph in a uniform mean flow for 200 Hz band, dB(A) re $2 \times 10^{-5}$ Pa. Train speed 290 km/h.

5.7 Modelling of flow influence at high frequency

At high frequency, which is here the region above 1 kHz, the acoustic wavelength is smaller than the thickness of the turbulent boundary layer and the effect from the wind gradient cannot be ignored. It is complicated to derive the sound propagation through the boundary layer to the train roof by theoretical methods. Here the ray tracing method [101] is employed to study the influence of the boundary layer on the sound propagation, which is known as a high frequency method. The diffraction of sound in the boundary layer can be illustrated by the sound ray trajectories. The governing equations for the ray trajectories are expressed as [101]

$$\frac{dx_p}{dt} = u_0 + \frac{c_0^2 s_p}{1 - u_0 \cdot s_p}$$  \hspace{1cm} (5.17)

$$\frac{ds_p}{dt} = \frac{u_0 \cdot s_p - 1}{c_0} \nabla c_0 - \sum_j s_j \nabla u_{0j}$$  \hspace{1cm} (5.18)

where the function $x_p(t)$ is a ray trajectory, $u_0$ is the flow velocity, $s_p$ is defined as a wave-slowness vector normal to the wavefront. Solving the two equations in a time-stepping procedure can give the sound rays’ locations and directions at each time step. The ray tracing
method is used to predict the sound propagation in three cases: in air at rest; in a medium with a uniform flow of speed 80 m/s; and in a boundary layer with a particular mean velocity profile. The flow is from the negative $x$ direction to the positive $x$ direction. The source location is 1.4 m above the train roof. The time step is set at $8 \times 10^{-6}$ s and the ray spacing is $1^\circ$. The velocity profile in the boundary layer is determined in Section 5.5. The rays’ locations and directions indicate the propagation of sound in the turbulent boundary layer. Their ray trajectories are shown in Figure 5.14. The gradient of the wind makes the sound rays bend away from the train roof in the upstream direction while it makes them bend towards the roof in the downstream direction.

![Figure 5.14. Ray trajectories, \textbullet\textbullet\textbullet\textbullet\textbullet: in air at rest; \textbullet: in boundary layer, 80 m/s; \textbullet: in uniform flow, 80 m/s; flow direction is from the left to the right.](image)

Because in the upstream direction the velocity gradient within the boundary layer makes the sound rays bend away from the train roof, within a particular range of incident angles in the upstream direction, the velocity boundary might make the sound rays fully reflect before they reach the roof. A quiet area will therefore be generated in the upstream direction. However, because in the downstream direction the velocity gradient bends the sound rays towards the roof, the sound can always reach the train roof for all incident angles. Here, to illustrate the full reflection caused by the velocity gradient in the boundary layer in the upstream direction, the velocity profile is assumed to be symmetrical about $y = 0$ m to allow the sound rays to enter the region $y < 0$. The sound rays are plotted in Figure 5.15. It can be seen that in the area about $x < -2.5$ m the sound rays are fully reflected by the velocity boundary layer before they reach the roof.
Figure 5.15. The ray trajectories in a flow speed of 80 m/s, flow from the left to the right.

Based on the Blokhintzev’s invariant [102, 103], the mean square sound pressure in the medium is proportional to the area of the ray cluster. The area of the ray cluster can be obtained from the ray trajectories after they are solved, see Figure 5.16.

Therefore, if the pressure at position 1 indicated in Figure 5.16 is chosen as a reference, the pressure at another position 2 can be calculated based on the relation

\[
p_1^2 A_1 = p_2^2 A_2 \quad (5.19)
\]

where \( p_1 \) and \( A_1 \) are the sound pressure and area of the rays at position 1 and \( p_2 \) and \( A_2 \) are those at position 2. The sound pressure phase is determined by the travelling time of the sound rays in the medium [101]. This can be derived from the term
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\[ e^{-ikr} = \prod_{i=1}^{n} e^{-ik_{i}r_{i}} = \prod_{i=1}^{n} e^{-i\omega c_{i}r_{i}} = \prod_{i=1}^{n} e^{-i\omega \Delta t} \]  \hspace{1cm} (5.20)

where \( \Delta t \) is the time step in the calculation and \( n \) is the number of time steps. \( r \) is the total distance that the sound ray has travelled. \( k_{i} \) is the average acoustic wavenumber in the \( i \)th time step in the direction of the ray, \( r_{i} \) is the distance that the ray has travelled in that time step and \( c_{i} \) is the average sound speed in that time step.

The current 2.5D BE model cannot deal with curved rays or variable wave speeds when modelling sound diffraction and scattering. To model the sound pressure incident on the train external surface considering the influence of the velocity boundary layer in the 2.5D models, an equivalent acoustic wavenumber needs to be found when applying the inverse Fourier transform. Based on [101], analogously, it can be assumed that the influence of the velocity boundary layer can be modelled by an equivalent mean flow with a uniform velocity. The equivalent mean flow will convey the sound rays to the same locations on the train roof as the velocity boundary layer does, which will make the sound ray clusters have similar area when they reach the train roof. The resulting equivalent acoustic wavenumber is given by

\[ k_{0}' = \frac{\omega}{c_{0} \pm \overline{u_{eq}} \cos \theta} \]  \hspace{1cm} (5.21)

According to Blokhintzev’s invariant [102], the equivalent mean flow in Equation (5.21) will give a relatively precise prediction of the sound pressure amplitude. However, as the phase of the sound pressure is related to the propagation time in the medium, the equivalent mean flow is not able to give a precise prediction of the phase information because the velocity gradient within the boundary layer will bend the sound rays whereas the mean flow will not, so the actual travelling time of the sound in the velocity boundary layer will not be predicted by the equivalent mean flow.

Another way to find the equivalent acoustic wavenumber is to assume that the equivalent sound speed is equal to the distance that the sound rays travel between the emission time at the source and the receiving time when it reaches the train surface divided by the propagation time. The equivalent wavenumber is then given as
where $L$ is the length of the ray trajectory before they reach the train surfaces, $t$ and $\tau$ are the emission time at the source and the receiving time at the receiver on the roof. They can all be determined by using the ray tracing method. Equation (5.22) considered the time difference from the source to the receiver but it does not consider the area of the ray clusters. It therefore will not model the sound pressure amplitude precisely.

Because even a small error in propagation time will cause a large error in the phase at high frequency, the priority is given to model the propagation time when finding the equivalent sound speed. In this work, therefore, the equivalent acoustic wavenumber is determined by Equation (5.22) rather than Equation (5.21). Figure 5.17 shows the equivalent speed of sound in the boundary layer calculated by Equation (5.22) and compared with the results from Equation (5.21) and the analytical value in a uniform mean flow. They are all calculated for the case with flow speed of 80 m/s. It can be seen that the phase speed of sound decreases in the upstream direction while it increases in the downstream direction. For $x < -2.5$ m in the upstream direction the sound rays are reflected by the boundary layer. For $-2.5 < x < 0$ m, the sound pressure levels will increase while in the downstream direction they will decrease compared with the case without flow. At $x = 0$ m the incident angle is 90° to the flow direction, the wind does not affect the sound speed, thus there is no convective amplification right below the pantograph.

When using Equation (5.22) to calculate the equivalent phase speed of sound, at about 4 m away from the pantograph in the downstream direction, the equivalent speed of the sound in the mean flow and in the boundary layer have a nearly constant difference of about 6 m/s. This will not cause an obvious difference in the sound pressure levels between using a uniform mean flow and using a boundary layer to model the influence of flow. However, the two models will make an obvious difference in terms of the incident angles of the sound rays to the train roof (the angle between the rays and the roof surface), which will cause a significant difference to the sound power incident on the train roof. When using Equation (5.21), the predicted equivalent acoustic speed is about 50 m/s lower than the value obtained analytically from a uniform mean flow.
Substituting the equivalent sound wavenumber into the inverse Fourier transform, Equation (5.14), the sound pressure on the train external surfaces considering the velocity boundary layer can be obtained. Figure 5.18(a) shows the real part of the sound pressure at 1600 Hz on the train external surfaces due to the pantograph above the roof. Figure 5.18(b) shows the sound pressure levels at this frequency due to the pantograph. The train speed is set to be 290 km/h. It can be seen that a quiet area exists in the upstream direction.

Figure 5.18. Real part of sound pressure on train external surface due to a point dipole source (unit oscillating velocity) considering influence of flow at 1600 Hz, (b) sound pressure level on train external surface due to the pantograph considering influence of flow for 1600 Hz one-third octave band, dB(A) re 2×10⁻⁵ Pa. Train speed 290 km/h.

After the flow influence has been modelled at both low and high frequency, the overall sound pressure distribution on the train external surfaces can be calculated by summing the
contributions from each one third octave frequency band. Because the amplification of sound pressure amplitude caused by flow is independent of frequency the convective amplification will be consistent in each frequency group. Using the uniform mean flow to model the flow influence, the sound can reach all the roof surface while using the ray tracing method there is always a quiet area in the upstream direction (depends on train speed and on distance from the front of the train, the conclusion is made for this case with train speed 290 km/h at the 40 m position). Around the frequency where the acoustic wavelength equals the thickness of the boundary layer, in this case 1 kHz, the influence of the flow on the sound pressure on the train external surfaces can be modelled by both approaches, but there is a discontinuity in terms of the sound distribution on the train external surfaces at 1 kHz as the frequency range changes from one to the other.

5.8 Validation of the 2.5D boundary element model

To validate the 2.5D BE models for predicting the sound distribution on the train external surfaces, experiments were performed in the anechoic chamber at ISVR, University of Southampton, to measure the sound pressure on the external surfaces of the 1/5 scale model train. The influence of flow on the noise transmission cannot easily be replicated in the measurements. The effect of the flow is therefore validated separately by comparison with analytical solutions at low frequency and with the ray tracing model at high frequency.

5.8.1 Validation of the 2.5D BE model by measurements

Laboratory measurements were performed in the anechoic chamber at the University of Southampton to validate the 2.5D BE models. The measurement set up is the same as that in section 3.6.1. The rail and ballast are not essential in this test, but they can provide more representative absorbative properties below the train. The pantograph is modelled by a single point source located 0.24 m above the train roof and in the middle of the train cross-section to evaluate the sound pressure distribution around the train body in the experiment, see Figure 5.19(a). The point source is a horn driver as described before in Section 3.6.1. It gives a monopole-like sound distribution, rather than a dipole source, but if the 2.5D model can predict the sound distribution on the scaled train model due to a monopole source above it, it can also be trusted to predict the sound pressure from a dipole source. Microphones are located along the centrelines of the train roof and one side surface. On each surface, there are 11 measurement locations between the middle of the carriage and one of its ends, with a spacing of 0.1 m.
Figure 5.19(b) shows the corresponding numerical model. The train and ballast box are modelled by linear boundary elements with element size 0.01 m (allowing the calculation to be carried out up to 5 kHz based on six elements per wavelength). The boundary condition of the train surface is set as rigid while for the ballast an acoustic impedance boundary condition is given to the top surface and the sides are rigid. The source in the numerical model is represented by a circle with radius 0.005 m and 36 boundary elements. The source strength is derived from the sound power of the source used in the measurement. ‘CHIEF’ points are added in the model to solve the non-uniqueness problem for exterior problems, as for the previous model in Chapter 4. The measured locations are illustrated as points P₁, P₂ (now the names are different from those in Chapter 4) in the corresponding numerical model, see Figure 5.19(b).

Figure 5.19. (a) Model in the measurement, (b) the corresponding 2.5D BE model.

The predictions and the measurements are compared in one-third octave bands between 1 and 5 kHz (200 to 1000 Hz at full scale). In the predictions, five frequencies are used in each one-third octave band to obtain the results. The comparisons are shown in Figure 5.20. The predictions show that the sound pressure level on the train roof decays faster than that on the side, and directly below the source the sound pressure level on the roof is about 20 dB higher than that on the side.
Figure 5.20. Comparison between predictions and measurements. (a) 1000 Hz, (b) 1250 Hz, (c) 1600 Hz, (d) 2000 Hz, (e) 2500 Hz, (f) 3150 Hz, (g) 4000 Hz, (h) 5000 Hz.
The maximum level difference between the predictions and the measurements (prediction minus measurement) and the average between them are listed in Table 5.2. The predictions agree well with the measurements. The average errors at these measured locations are mostly less than 1 dB except the 1600 Hz band which has about 3 dB difference. The comparisons indicate that the 2.5D model is sufficiently reliable.

Table 5.2. Relative error between predictions and measurements (dB).

<table>
<thead>
<tr>
<th>Freq (Hz)</th>
<th>P1 (roof)</th>
<th>P2 (side)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>1.6</td>
<td>-0.3</td>
</tr>
<tr>
<td>1250</td>
<td>1.4</td>
<td>-0.1</td>
</tr>
<tr>
<td>1600</td>
<td>1.6</td>
<td>0.4</td>
</tr>
<tr>
<td>2000</td>
<td>3.9</td>
<td>-1.2</td>
</tr>
<tr>
<td>2500</td>
<td>4.8</td>
<td>-2.0</td>
</tr>
<tr>
<td>3150</td>
<td>2.1</td>
<td>-0.6</td>
</tr>
<tr>
<td>4000</td>
<td>2.0</td>
<td>-0.3</td>
</tr>
<tr>
<td>5000</td>
<td>2.2</td>
<td>-0.8</td>
</tr>
</tbody>
</table>

5.8.2 Validation of the flow influence

In modelling of the influence of flow, the 2.5D BE method with equivalent wavenumber and the ray tracing model are used. For sound propagation in a uniform mean flow, there is an analytical solution to calculate the sound pressure [34]. A Doppler factor can be used to model the amplification. In reality the source (the pantograph) and receiver (the train external surfaces) are moving at the same speed and the surrounding medium is stationary. As explained earlier in this Chapter, in this work it is assumed that the pantograph is stationary whereas the wind is moving in the opposite direction. The two cases are equivalent in terms of sound propagation.

To validate the flow influence at low frequency, a fluctuating force source (i.e. dipole) is considered to radiate sound in a free space, Figure 5.21(a). Receivers with coordinates \((x, 0, -1.4)\) are set along the \(x\) direction to collect the sound pressure from the source. The modelling of a dipole source in the 2.5D BE model is explained in Section 4.1.3. In the corresponding 2.5D model, a circle with radius 0.01 m is created to represent the source, see Figure 5.21(b). The oscillating velocity of the dipole in the 2.5D model is set to be 1 m/s. A single receiver \((y, z) = (0, -1.4)\) is set in the 2.5D model to get the sound pressure in wavenumber domain which is then converted to spatial domain. To compare with the results
obtained from the 2.5D BE model, the analytical sound pressure is calculated from Equation (5.4) by assuming the fluctuating force (a compact source) is harmonic with the form $F e^{i\omega t}$. The force amplitude, $|F|$, is adjusted to achieve the same source strength as that in the corresponding 2.5D BE model. In the 2.5D BE model the influence of flow is modelled by the equivalent acoustic wavenumber and in the analytical model it is modelled by the Doppler factor in Equation (5.5).

![Diagram of dipole source and corresponding 2.5D BE model](image)

Figure 5.21. (a) A dipole source radiating in free space, (b) the corresponding 2.5D BE model.

The first case considered is without flow. The source is radiating sound in static air. Therefore the Doppler factor is equal to unity. The analytical solution in free space and the 2.5D prediction are compared at 200 Hz in Figure 5.22. The sound pressure levels on the two sides of the pantograph are identical. The 2.5D prediction and the analytical solution are nearly equal, with differences less than 0.5 dB.

In the second case the flow speed is set to 80 m/s ($v_z = 0, u_0 = 80$ m/s). The sound distribution at the receiver from the 2.5D BE model prediction and from the analytical model are compared at the same frequency in Figure 5.22. Because of the presence of the flow, the sound pressure level in the upstream direction has increased while that in the downstream direction has decreased. The 2.5D prediction has a good agreement with the analytical results with differences less than 1.0 dB, which shows the 2.5D model is reliable to model the influence of a uniform mean flow on noise propagation, indicating it is applicable to the train application at low frequency. Because the amplification/attenuation is not frequency dependent, results at other frequencies in the low frequency region (below 1 kHz) are not given.
At high frequency, the sound pressure in the velocity boundary layer cannot be calculated analytically. The modelling of the influence of the boundary layer is validated by using the ray tracing model. The source strength in the ray tracing model is equated to that used in the 2.5D model. Again, the wind flow is set at 80 m/s, the source is located at 1.4 m above the train roof. The sound pressure level on the train roof along the train centre line obtained from the ray tracing model at 1600 Hz is plotted in Figure 5.23 together with the prediction from the 2.5D BE model. In this validation, the train roof is not included so the results are just the incident sound pressure. With a rigid train roof, the sound pressure will be doubled. In Figure 5.23, there is a quiet area in the upstream direction at \( x < -2.5 \) m; the sound pressure levels are compared between -1.5 m and 10 m in the \( x \) direction (between -2.5 m and -1.5 m the sound rays are nearly at grazing incidence to the train surface, so the results from the ray tracing model are not reliable as it is calculated based on the area of the rays). Figure 5.23 shows that the sound pressure levels on the train roof obtained from the 2.5D BE model and from the ray tracing model are similar with differences of less than 1.3 dB in the upstream area and with a difference of about 1.6 dB at 10 m away from the source in the downstream direction. This verifies the modelling of the flow influence at high frequency. If using Equation (5.21) to calculate the equivalent acoustic wavenumber, the sound pressure is indicated by the blue dotted line in Figure 5.23. The sound pressure level at 10 m from the source in the downstream direction will increase by 1.2 dB compared with the values obtained by using Equation (5.22).
Figure 5.23. Comparison of sound pressure level between 2.5D and ray tracing model at 1600 Hz. 2.5D model with $k_0 = \omega (t - \tau)/L$; 2.5D model with $k'_0 = \omega / (c_0 \pm \bar{u}_{eq} \cos \theta)$; ray tracing model. Flow speed 80 m/s, from left to right.

### 5.8.3 Total sound pressure on the train external surfaces in flow

The total sound pressure on the train external surfaces caused by the pantograph when the train is running at 290 km/h is calculated by adding the mean square sound pressure in each one-third octave band together. The overall A-weighted sound pressure on the train external surfaces at 290 km/h is indicated in Figure 5.24. It can be seen that the sound pressure in the upstream direction is higher than that in the downstream direction. The amplification and attenuation are caused by the convective effect of the flow and they depend on the train speed.

Figure 5.24. Overall sound pressure levels on the train external surfaces due to the pantograph with considering the influence of flow, train speed 290 km/h.
To understand how significant the effect of the flow is on the sound pressure amplitude, the overall sound pressure levels on the train roof along the centre line are plotted in Figure 5.25 and they are compared with the case in which the influence of flow is ignored. The sound pressure levels have some fluctuation at 5 m away from the pantograph and with increasing distance, the fluctuation becomes more obvious. This is introduced by the inverse Fourier transform in the 2.5D model when converting the wavenumber domain sound pressure to the spatial domain (truncation of the wavenumber). From the comparison in Figure 5.25, it can be seen that when the train is running at 290 km/h, the flow convective effect increases the sound pressure levels on the train roof surface in the upstream direction (10 m away) by about 3 dB while it decreases them in the downstream direction by about 3~4 dB.

Figure 5.25. Overall A-weighted sound pressure level on the train roof along the centre line (train speed 290 km/h towards the right).
In this chapter, the noise propagation from the pantograph to the train external surfaces has been studied. The pantograph is replaced by several dipole sources and the sound propagation is modelled by using 2.5D BE method. In the 2.5D BE model, the dipole source and the train body are created in a 2D domain and the third direction is considered as a wavenumber integral. The sound power from the pantograph is calculated from the component-based approach and used to adjust the source level in the 2.5D BE model. The influence of flow on the noise propagation is considered differently at low and high frequency. At low frequency where the sound wavelength is larger than the thickness of the turbulent boundary layer, the boundary layer is ignored, and the wind is simply considered as a mean flow. However, at high frequency, the boundary layer profile is predicted by using a power law, and the sound propagation through it is modelled by using the ray tracing model. This is then used to determine an equivalent wave speed for use in the 2.5D model. Laboratory measurements are used to validate the 2.5D model.

The sound pressure on the train external surfaces from the 2.5D model shows that the pantograph noise is quite localised directly below the pantograph, where the sound pressure level on the train surface is high, but with increasing distance from the pantograph, it decreases rapidly. The simulation on the scale model train shows that the difference between the sound pressure level on the train roof and on the sides is about 20 dB in the plane of the pantograph. The levels gradually converge with increasing distance and there is about 10 dB difference at a distance of 1 m for the scale train model (5 m for full scale). The experimental measurements show a similar trend.

The wind will cause amplification or attenuation in the sound pressure levels. In the upstream direction the sound waves are squeezed and sound pressure is enhanced while in the downstream direction the sound wavelength increases and sound pressure is reduced. The wind gradient in the boundary layer will change the direction of the sound, thus making the sound rays bend away from the train surfaces in the upstream direction and towards the train surfaces in the downstream direction. Therefore, a quiet shadow area is formed in the upstream direction at high frequency. The validation of the influence of flow is performed by comparing the results obtained from the 2.5D BE models with an analytical solution at low frequency and with the numerical results obtained from the ray tracing model at high frequency. This shows that the 2.5D BE model with an estimated equivalent acoustic
wavenumber can predict the noise propagation through the boundary layer from the pantograph to the train external surfaces.

Combined with the laboratory experimental validation for the case without flow, it can be concluded that the 2.5D models can predict the pantograph noise propagation both with and without considering the influence of flow.
Chapter 6 2.5D FE/BE method for noise transmission through extruded panels

To predict the interior noise in a train cabin, the vibro-acoustic performance of the train wall structures should be investigated. In this chapter, the vibrational behaviour of a typical train wall structure, an extruded aluminium panel, is studied. For structures with an invariant cross-section such as extruded panels, wave-based methods become suitable for predicting their vibro-acoustic performance. In this chapter, the 2.5D FE/BE method is used to predict the noise radiated from, and transmitted through, an extruded panel. Specifically, a 2.5D model of the extruded aluminium panel is created in the ‘WANDS’ software developed at ISVR, University of Southampton [104].

6.1 Wavenumber domain analysis for extruded panels

6.1.1 2.5D FE model

The railway rolling stock manufacturing industry has adopted a method of construction using double-skinned, rib-stiffened extrusions of aluminium for the whole length of a carriage. The 2.5D FE/BE approach for an extrusion was presented by Nilsson et al. [17] and other researchers. In this wavenumber domain method, only a two-dimensional cross-section of the structure is meshed, assuming harmonic dependence on time and on the third direction in space. The equation of motion is originally formed by using Hamilton’s principle expressions for strain and kinetic energies and by assuming test functions and trial solutions with dependence on the $x$-direction. The governing equation of the 2.5D FEs for a waveguide structure (isotropic property in one direction) modelled with plate elements is given by

$$\begin{bmatrix}
K_4 \frac{\partial^4}{\partial x^4} + K_2 \frac{\partial^2}{\partial x^2} + K_1 \frac{\partial}{\partial x} + K_0 - \omega^2 M
\end{bmatrix} \Phi(x) = F(x)$$

(6.1)

where $K_i$ are the stiffness matrices, $M$ is the mass matrix, $\omega$ is the angular frequency, $F(x)$ is a vector of forces, and $\Phi(x)$ is the nodal displacement vector in the spatial domain. If a Fourier transform is applied to the $x$-direction, the nodal displacements can be expressed as
\[ \Phi(k_x) = \int_{-\infty}^{\infty} \Phi(x)e^{ik_x x} dx \] (6.2)

Its inverse Fourier transform is

\[ \Phi(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \Phi(k_x)e^{-ik_x x} dk_x \] (6.3)

Meanwhile, the nodal force vector in the wavenumber domain is given by

\[ \tilde{F}_s(k_x) = \int_{-\infty}^{\infty} F(x)e^{ik_x x} dx \] (6.4)

Its inverse Fourier transform is

\[ F(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{F}_s(k_x)e^{-ik_x x} dk_x \] (6.5)

Substituting Equation (6.2) and (6.4) into Equation (6.1) gives

\[ [K_4(-ik_x)^4 + K_2(-ik_x)^2 + K_1(-ik_x)^1 + K_0 - \omega^2 M] \Phi = \tilde{F}_s \] (6.6)

Positive values of the structural wavenumber \( k_x \) correspond to waves propagating in the positive \( x \) direction and negative values to waves propagating in the negative \( x \) direction.

### 6.1.2 Geometrical model

Kim et al. [64] studied the vibro-acoustic behaviour of an extrusion based on the waveguide method and relevant measurements were performed in reference [105]. In this work, Kim’s geometry model is used and it is shown in Figure 6.1(a). This extruded panel is a typical floor panel of a railway vehicle, made of aluminium with the bottom surface covered with a stiff rubber layer. The assumed properties and dimensions of the extruded panel are listed in Table 6.1. The geometry of numerical model created for this work is shown in Figure 6.1(b). In the numerical model, the cross-section of the extruded panel is modelled by using plate finite elements. It has dimensions of 1 m in width and 67.5 mm in height. Both the

---

2 The bottom surface of the extrusion is actually the surface that faces the inside of the train. The top surface faces the ground.
lower plate and upper plate have 101 nodes while 130 nodes are used for the middle stiffeners. The damping loss factor of the aluminium panel and its mass density are based on Kim et al.’s model. The density of aluminium is 2700 kg/m$^3$ and the density of the rubber is 1500 kg/m$^3$. When the rubber layer is attached to the bottom plate, the rubber will increase its mass and the damping loss factor. Keeping the thickness of the strip unchanged, an equivalent mass density of 5062 kg/m$^3$ is used to allow for the rubber layer. The damping loss factor of the layer with and without rubber was measured by Zhang et al. [66]. A mean value of 0.005 is chosen for top plate without rubber and 0.02 for the bottom plate with the rubber layer. The air cavities inside the extrusion are not taken into account in this study; the influence from the air cavities was found by Zhang et al. not to be significant [66].

In this work, the ‘extruded panel’ refers to the whole structure, while the ‘strips’ refer to the narrow thin plates that make it up, like strips A, B, C in Figure 6.1(b). If the whole structure is represented by an equivalent plate model which has the mass per unit area and bending stiffness of the extruded panel, the modes/waves in this equivalent plate are defined as global modes/waves, while those in the strips are called local modes/waves.

![Figure 6.1](image)

Figure 6.1. (a) An example of an extruded panel from a railway vehicle [64, 105], (b) The cross-section model of the extrusion. Red lines represent the geometrical shape of the extrusion cross-section, the dots ‘.’ represent the plate finite element nodes in the 2.5D model.
Table 6.1. Properties and dimensions of the extruded panel [64].

<table>
<thead>
<tr>
<th>Properties</th>
<th>Young's modulus (E) N/m²</th>
<th>Poisson's ratio (ν)</th>
<th>Density (ρ) kg/m³</th>
<th>Thickness (t) mm</th>
<th>Loss factor (η)</th>
<th>Height (H) m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aluminium</td>
<td>7.0 × 10¹⁰</td>
<td>0.3</td>
<td>2700</td>
<td>2.54</td>
<td>0.005</td>
<td>0.067</td>
</tr>
<tr>
<td>Rubber</td>
<td>-</td>
<td>-</td>
<td>1500</td>
<td>4</td>
<td>0.02</td>
<td>-</td>
</tr>
</tbody>
</table>

6.1.3 Dispersion relations

To study wave propagation in this extruded panel, the dispersion curves can be helpful. For free vibration, \( \mathbf{f} = 0 \), Equation (6.6) can be rewritten as

\[
[K_x(k_x) - \omega^2 \mathbf{M}]\mathbf{\Phi} = 0
\]

where \( K_x(k_x) = K_4(-ik_x)^4 + K_2(-ik_x)^2 + K_1(-ik_x)^1 + K_0 \). The eigenvalue problem related to Equation (6.7) can be solved for \( \omega \) at given real wavenumbers or can be solved for \( k_x \) at given angular frequencies. As the latter is a quadratic eigenvalue problem, the former approach is adopted here. The eigenvalue problem provides dispersion relations of waves propagating along the \( x \) direction.

The dispersion relations of this extruded panel with free boundary conditions at the edges are illustrated in Figure 6.2 and those for simply supported boundary conditions (as indicated in Figure 6.1(b)) are illustrated in Figure 6.3. The result with clamped boundary conditions is also shown in Figure 6.4. These correspond to the free waves in an undamped panel which can be obtained in each case by giving a real wavenumber \( k_x \) (the resolution of \( k_x \) is \( \pi/20 \)) in Equation (6.7) and solving for the real values of angular frequency \( \omega \). The red lines in the figures represent the acoustic wavenumber. From the three diagrams, it can be concluded that the effects of the boundary condition on the waves in this extruded panel are more significant at low frequencies. In the case of free-free boundary conditions, illustrated in Figure 6.2, there are several waves at low frequency. However, in the case of simply supported boundary conditions, see Figure 6.3, there are no waves below around 150 Hz. For the clamped case, see Figure 6.4, no waves exist below 250 Hz. At high frequency, local waves in the strips are excited and become dominant, thus the dispersion curves of the three cases are similar.
Figure 6.2. Dispersion curves for a free-free extruded panel. 
- : structural wavenumbers in the full structure; 
- : acoustic wavenumbers; 
- : free bending waves in an equivalent plate which represents the whole structure; 
- : free bending waves in an equivalent plate which represents the strips.

Figure 6.3. Dispersion curves for a simply supported extruded panel. 
- : structural wavenumbers in the full structure; 
- : acoustic wavenumbers; 
- : free bending waves in an equivalent plate which represents the whole structure; 
- : free bending waves in an equivalent plate which represents the strips.
The vibro-acoustic behaviour of the extruded panel can be divided into global behaviour (or global waves) and local behaviour (or local waves) [63]. As stated above, the global behaviour corresponds to waves propagating in an equivalent plate which has the same mass per unit area and bending stiffness as the whole extruded panel. The local behaviour is considered as waves propagating predominantly in individual strips. Based on reference [106], two asymptotic lines can be calculated to represent the free wavenumber in the strips and in the equivalent plate. They are calculated by

\[ k = \left(\frac{\omega^2}{\mu}\right)^{\frac{1}{4}} \]

(6.8)

where \( \mu \) is the mass per unit area, 12.86 kg/m\(^2\) for the strips (with the rubber layer) and 30.93 kg/m\(^2\) for the whole structure. \( B \) is the bending stiffness, being calculated as \( 4.77 \times 10^5 \) Nm for the whole structure and 105.05 Nm for the strips. These free bending waves are the black lines illustrated in Figure 6.3. The dashed asymptotic line denotes the free bending wavenumbers of the local waves in the strips and the dash-dot line represents the free wavenumbers of the global bending waves.
In the dispersion diagram, each line represents waves with approximately sinusoidal shapes in the $y$ direction analogous to a thin homogeneous plate strip (some are global waves while most of them are local waves). With increasing frequency, higher-order waves in the $y$ direction appear. For a homogeneous plate strip with simply supported boundaries at the ends, the wavenumber in the $y$ direction is expressed as

$$\alpha_n = n\pi/(2b), \quad (n = 1,2,3\ldots) \tag{6.9}$$

where $2b$ is the width of the strip, $n = 1$ corresponding to the first cut on wave and $n = 2$ corresponding to the second cut on wave, illustrated in Figure 6.4.

![Figure 6.5](image)

Figure 6.5. The mode shape of waves in the $y$ direction, (a) $n = 1$, (b) $n = 2$.

For a homogeneous plate strip with simply supported boundary conditions at two opposite edges, the wavenumber of guided waves in the $x$ direction can be expressed as

$$k_x = (k^2 - \alpha_n^2)^{1/2} \tag{6.10}$$

where $k$ is wavenumber of free flexural waves in the homogeneous plate strip. At the cut on frequency of the corresponding wave, the wavenumbers in the $x$ direction ($k_x$) are zero by definition. Therefore, the cut on frequencies can be calculated by setting $k_x = 0$ in Equation (6.7) and also can be read directly from Figure 6.3. The first six cut-on frequencies of the extruded panel are listed in Table 6.2.

Table 6.2. First six cut-on frequencies of the extruded panel with simply supported boundary conditions.

<table>
<thead>
<tr>
<th>$n^{th}$ Frequency (Hz)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>186.6</td>
<td>322.4</td>
<td>333.6</td>
<td>356.5</td>
<td>382.5</td>
<td>391.4</td>
</tr>
</tbody>
</table>

Figure 6.6 shows the mode shapes of different modes at their corresponding cut-on frequencies listed in Table 6.2. From this it can be seen that the first cut-on frequency corresponds to a global wave, and the rest of these cut on frequencies correspond to local waves.
Figure 6.6. Mode shapes of different modes at their corresponding cut-on frequencies given in Table 6.2. (a) 186.6 Hz, (b) 322.4 Hz, (c) 333.6 Hz, (d) 356.5 Hz, (e) 382.5 Hz, (f) 391.4 Hz.

Above the corresponding cut-on frequencies, the axial wavenumber firstly increases rapidly with increasing frequency. Then, the slope of the curve gradually decreases, and increases again around the first asymptotic line. At higher frequencies, the curves finally tend asymptotically to the dispersion curves for free local waves in the attached strips. This shape of the dispersion curves can be explained by considering that the waves change their forms in the extrusion due to the stiffeners. This phenomenon is different at different wavelengths. Figure 6.7 and Figure 6.8 illustrate the evolution of particular mode shapes as frequency increases. The mode shapes are plotted by using the deformation in the 2D cross-section multiplied by the term $e^{-ik_x x}$. $k_x$ is fixed but $x$ varies from 0 to 1 m. Figure 6.7(a) represents a global wave in the structure first (indicated by the first dispersion curve in Figure 6.3), but with increasing frequency the global wave tends to become local waves in the strips, see Figure 6.7(b) and (c). Some curves representing local modes do not have this change as they are not affected by the stiffeners. See for instance, the third curve in Figure 6.3 which represents a purely local wave; its shape is shown in Figure 6.8 for three different wavenumbers.
Figure 6.7. Evolution of the mode shape corresponding to ‘*’ in Figure 6.3 as frequency increases, the real part of the displacement is plotted, \((k_x, \text{rad/m})\), (a) \(f = 186 \text{ Hz}, k_x = 0\),
\[(b) f = 276 \text{ Hz}, k_x = \pi, \quad (c) f = 343 \text{ Hz}, k_x = 2\pi.\]

Figure 6.8. Evolution of the mode shape corresponding to ‘+’ in Figure 6.3 as frequency increases, the real part of the displacement is plotted, \((k_x, \text{rad/m})\), (a) \(f = 332 \text{ Hz}, k_x = 0\),
\[(b) f = 337 \text{ Hz}, k_x = \pi, \quad (c) f = 346 \text{ Hz}, k_x = 2\pi.\]

Above the lower dash-dot asymptotic line in Figure 6.3, local modes are dominant. Orrenius et al. [63] defined this as the ‘plate region’. In the plate region, the dispersion curves are clustered in groups as seen in Figure 6.3. Each group contains three waves as the structure has three identical bays. In the mode shapes of the modes within the same group, the different bays may be vibrating in phase or out of phase. This is illustrated in Figure 6.9, which shows the mode shapes in the first group at frequency 500 Hz; in (a) the three bays are in phase, in (b) they vibrate in an anti-symmetrical manner and in (c) they are out of phase with adjacent bays.
Figure 6.9. The real part of displaced shape for waves in the first group (strips on the bottom plate) at frequency 500 Hz, corresponding to ‘□’ in Figure 6.3. ($k_x$, rad/m), (a) $k_x = 21.807$, (b) $k_x = 21.802$, (c) $k_x = 21.796$.

Figure 6.10 and Figure 6.11 show the local waves on the top plate. Figure 6.10 is for modes in the group of wider strips (there are three) with a width of 0.17 m and Figure 6.11 is for the group of narrower strips with a width of 0.14 m. The local waves in each figure are not vibrating completely in phase or out of phase, but equivalent strips have similar modal shapes. They do not vibrate like the strip in Figure 6.9 because the three strips in each group on the top plate do not have exactly the same boundary condition. The difference in boundary conditions might cause them to vibrate slightly differently, instead of completely in phase or out of phase.

Figure 6.10. The real part of displaced shape for waves in the second group (strips on the top plate) at frequency 800 Hz, corresponding to ‘o’ in Figure 6.3. ($k_x$, rad/m), (a) $k_x = 28.17$, (b) $k_x = 28.01$, (c) $k_x = 28.00$. 
Figure 6.11. The real part of displaced shape for waves in the third group (strips on the top plate) at frequency 800 Hz, corresponding to ‘\( \nabla \)' in Figure 6.3. \((k_x, \text{ rad/m})\), (a) \(k_x = 22.04\), (b) \(k_x = 21.11\), (c) \(k_x = 21.02\).

6.1.4 Forced response

If the structure is excited by a mechanical force vector \( \tilde{F} \), the governing equation becomes

\[
[K_s(k_x) - \omega^2 M] \Phi = \tilde{F} \tag{6.11}
\]

Then the displacements \( \Phi \) of the structure can be obtained by

\[
\Phi = [K_s(k_x) - \omega^2 M]^{-1} \tilde{F} \tag{6.12}
\]

At a given frequency, the displacement in the spatial domain can be calculated by applying an inverse Fourier transform to the displacement in the wavenumber domain. This is expressed in Equation (6.3). Then the forced response of the structure will be obtained and it can be used to calculate the radiated sound. Figure 6.12(a) shows an example of the forced response of the structure when a unit mechanical force is applied to a strip on the top plate at a frequency 500 Hz. Figure 6.12(b) shows the forced response when the force is applied to a stiffener. The displacements in Figure 6.12 are the real part of the displacement multiplied by a scaling factor. In the x direction, the extrusion in this figure extends from -1.0 m to 0.0 m.
Figure 6.12. Real part of the spatial response of the structure to a unit force at an example frequency of 500 Hz, a length of 1.0 m is shown. (a) A strip is excited, scaling factor \( 1 \times 10^4 \), (b) a stiffener is excited, scaling factor \( 1 \times 10^5 \).

### 6.2 Coupled 2.5D FE/BE model

For a waveguide structure coupled with fluid domains, boundary elements are introduced to model the fluids, and they are connected to the 2.5D FEs. If the fluid-coupled structure is excited by a mechanical force \( \mathbf{F} \) and also by acoustical pressure \( \mathbf{P} \), the governing equation of the 2.5D FE/BE model is [104]

\[
[K_s(k_x) - \omega^2 M] \Phi = \tilde{F} + i \omega \rho_0 C_1 \tilde{\psi}
\]

(6.13)

where \( C_1 \) is the complex matrix representing coupling between 2.5D FEs and 2.5D BEs. \( \tilde{\psi} \) denotes the acoustic velocity potential vector defined at the nodes of the boundary elements.

The continuity condition at the coupled degrees of freedom is given by
\[ I_2 \frac{\partial \tilde{\Phi}}{\partial n} - i\omega C_2 \Phi = 0 \]  

(6.14)

where \( \mathbf{n} \) is the normal directional vector of the boundary elements connected to the 2.5D FEs, \( I_2 \) is an identity matrix and \( C_2 \) is a matrix allocating fluid-coupled degrees of the freedom in \( \Phi \). \( \Phi \) can be obtained from Equation (6.11) if only excited by a mechanical force and from Equation (6.13) if both mechanical and acoustic excitation are considered.

The velocity potential \( \tilde{\Psi} \) and the normal velocity \( \frac{\partial \tilde{\Psi}}{\partial \mathbf{n}} \) of the fluid at the coupled boundary can be determined by the following boundary integral equation

\[ [H]\tilde{\Psi} - [G] \frac{\partial \tilde{\Psi}}{\partial \mathbf{n}} = 0 \]  

(6.15)

where \( H \) and \( G \) are matrices of Green’s functions. This equation has some differences compared with the one presented by Wu [89]. In the traditional 2D BE method, the equation involves the velocity and sound pressure directly rather than the velocity potential and its normal derivative. For BEs not coupled with FEs, boundary conditions need to be specified. For each uncoupled BE node, the boundary condition can be defined in the wavenumber domain by

\[ C_a \bar{p} + C_b \bar{v}_n = C_c \]  

(6.16)

\( C_a, C_b \) and \( C_c \) are the coefficients when assign the boundary conditions. The pressure and normal velocity can then be determined from the velocity potential \( \tilde{\Psi} \).

\[ \bar{p}(k_x) = i\omega \rho_0 \tilde{\Psi} \]  

(6.17)

\[ \bar{v}(k_x) = -\frac{\partial \tilde{\Psi}}{\partial \mathbf{n}} \]  

(6.18)

The matrix form of the coupled finite/boundary element model is
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\[
\begin{bmatrix}
  K - \omega^2 M & -i \omega \rho_0 C_1 & 0 \\
  0 & H & -G \\
  -i \omega \rho_0 C_2 & 0 & I_2 \\
  0 & i \omega \rho_0 C_a & -C_b \\
\end{bmatrix}
\begin{bmatrix}
  \Phi \\
  \Psi \\
  \partial \Phi / \partial n \\
  C_c \\
\end{bmatrix} =
\begin{bmatrix}
  \bar{F} \\
  0 \\
  0 \\
  C_c \\
\end{bmatrix}
\]

(6.19)

By solving these equations, the pressure \( \bar{p}(k_x) \) and normal velocity \( \bar{v}(k_x) \) obtained on the fluid boundary are obtained in the wavenumber domain.

The coupled 2.5D FE/BE model for the extruded panel is shown in Figure 6.13. The fluid domain is on the two sides of the extruded panel. As this panel is assumed baffled on each side, the half space Green’s function is used in the boundary integral Equation (6.15). To simulate the sound radiation, the extruded panel is set to be simply supported at the two edges of the bottom plate. Because this panel represents a train floor, there is no sound transmission from one side to the other one, so both the top and bottom plates are assumed to be rigidly baffled for \( y < 0 \) and \( y > 1 \) m.

![Figure 6.13. The coupled 2.5D FE/BE model. The red lines represent the geometry profile of the extruded panel. The blue dots represent the finite element nodes. The green circles denote the nodes of the fluid boundary elements.](image)

6.3 Sound radiation efficiency

6.3.1 Numerical model

A mechanical force applied to one side of the extruded panel will cause the extruded panel to vibrate. The vibration of extruded panel will generate sound power. The radiation efficiency of the extruded panel is equal to the total radiated power divided by a normalised sound power. It can be calculated as
\[
\sigma = \frac{W_{rad}}{\rho_0 c_0 \Gamma \langle \bar{v}^2 \rangle_{\text{inf}}}
\]  

(6.20)

where \(W_{rad}\) is the total radiated sound power, \(\langle \bar{v}^2 \rangle_{\text{inf}}\) is the integral of the mean square velocity over the length and the average over the width. It can be calculated by [64]

\[
\langle \bar{v}^2 \rangle_{\text{inf}} = \frac{1}{2\pi \Gamma} \int_{-\infty}^{\infty} \int_{\Gamma} |\bar{v}(k_x)|^2 \frac{d\Gamma d k_x}{2}
\]

(6.21)

where \(\Gamma\) is the width of the extruded panel in the \(y\) direction. The radiated power of the extrusion can be calculated in wavenumber domain as [64]

\[
W_{rad} = \frac{1}{4\pi} \text{Re} \left( \int_{-k_0}^{k_0} \int_{\Gamma} \bar{v}(k_x) \bar{v}^* (k_x) d\Gamma d k_x \right)
\]

(6.22)

To calculate the mean square velocity in Equation (6.21), the integral over wavenumber should be calculated from \(-\infty\) to \(\infty\), while for the radiated sound power in Equation (6.22), the integral can be performed between \(-k_0\) and \(k_0\) (\(k_0\) is the acoustic wavenumber). This is because the radiation properties of the waves in the extruded panel depend on the ratio of the structural wavenumber and the acoustic wavenumber. If the structural wavenumber is less than the acoustic wavenumber, far field sound will be generated. However, if the structural wavenumber is greater than the acoustic wavenumber, then the structural waves will generate only near field sound which will not propagate out to the far field. In this situation, the vibration is significant but the radiated power is negligible.

To demonstrate and verify the method adopted to calculate the radiated sound power, a simply supported single panel is considered as shown in Figure 6.14. The width of the plate is 1 m and thickness is 0.006 m. The material properties are Young’s modulus 70 GPa, density 2700 kg/m³, Poisson’s ratio 0.332 and damping 0.1. The critical frequency of the current extrusion when the structural wavenumber is equal to the acoustic wavenumber, is expressed as
where \( \mu \) is the mass per unit area of the extruded panel and \( B \) is the equivalent bending stiffness of the extruded panel. Equation (6.23) gives the critical frequency 2025 Hz for the panel shown in Figure 6.14.

\[
f_c = \frac{c_0^2}{2\pi} \sqrt{\frac{\mu}{B}} \quad (6.23)
\]

Figure 6.14. A single panel used to validate the integral limitations.

Figure 6.15(a) presents the dispersion curves of this panel. The red dashed line denotes the acoustic wavenumbers and the blue lines represent the structural wavenumbers. The mean square velocity of, and radiated sound power from this plate are calculated at some example frequencies shown below in Figure 6.15(b), (c) and (d).
Figure 6.15. Dispersion relationship and sound power, average mean square velocity of a simply supported single plate. (a) Dispersion curves, (b) results at 20 Hz, (c) results at 1000 Hz, (d) results at 5000 Hz. The vertical dash lines in (b)–(d) are the corresponding acoustic wavenumber.

At a fixed frequency, for instance 20 Hz as shown in Figure 6.15(b), the mean square velocity of the plate in the wavenumber domain is significant up to 3 rad/m (free bending wavenumber at this frequency is 3.6 rad/m), while the sound power is significant only up to 0.36 rad/m. This is because at this frequency, the acoustic wavenumber is around 0.36 rad/m. The panel radiates sound only when the structure wavenumber is less than the acoustical wavenumber. Similar behaviour can be seen at 1 kHz as shown in Figure 6.15(c). Here, the acoustic wavenumber is around 18 rad/m (free bending wavenumber is 26 rad/m), and below 18 rad/m the sound power is significant. However, beyond this range, the vibration levels of the plate are still significant. That is why the integral should cover a wider wavenumber.
range to calculate the mean square velocity than to calculate the radiated power. Above the critical frequency 2025 Hz, for instance at 5 kHz as shown in Figure 6.15(c), both mean square velocity and sound power are significant below 70 rad/m (free bending wavenumber 58.3 rad/m). The acoustic wavenumber is 90 rad/m. The same wavenumber range can be used to calculate both of them.

The sound power from the extruded panel under a mechanical force is determined using the WANDS software. For consistency, simply supported boundary conditions are used at the two edges of the bottom plate in the 2.5D FE model when calculating the sound power, see Figure 6.16.

To investigate the influence of force locations, three stiffener locations (F2, F5, F8) and five strip locations (F1, F3, F4, F6, F7) on the extruded panel are excited individually, as illustrated in Figure 6.16. The details are listed in Table 6.3.

![Excitation side](image)

**Figure 6.16.** Force locations for noise radiation simulation.

**Table 6.3.** The locations of forces.

<table>
<thead>
<tr>
<th>Excitation point</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
<th>F5</th>
<th>F6</th>
<th>F7</th>
<th>F8</th>
</tr>
</thead>
<tbody>
<tr>
<td>(y) m</td>
<td>(0.11)</td>
<td>(0.18)</td>
<td>(0.22)</td>
<td>(0.28)</td>
<td>(0.32)</td>
<td>(0.40)</td>
<td>(0.45)</td>
<td>(0.51)</td>
</tr>
<tr>
<td>Description</td>
<td>strip</td>
<td>stiffener</td>
<td>strip</td>
<td>strip</td>
<td>stiffener</td>
<td>strip</td>
<td>strip</td>
<td>stiffener</td>
</tr>
</tbody>
</table>

Comparisons are made with measurements of radiation efficiency of this extruded panel previously obtained at the ISVR, University of Southampton [64, 105]. The extruded panel
was suspended by a rope (see Figure 6.1(a)) and the excitation locations are illustrated in Figure 6.17. In the experiments, the extruded panel is under free boundary conditions, which is different from the boundary condition used in the 2.5D FE model. Also, in the 2.5D FE model, the two sides are baffled but in the experiment the panel is unbaffled.

Figure 6.17. The locations of four excitation points on the top plate used in the experiments [64, 105].

6.3.2 Excitation on stiffeners

In the 2.5D FE model, the results are calculated at 100 logarithmically spaced frequencies from 50 Hz to 6 kHz. The number of wavenumbers used in the calculations is frequency dependent, ranging from 50 to 500. Figure 6.18 illustrates the mean square velocity of the extruded panel in one third octave bands when position F2 is excited (the excitation side and the receiving side are defined in Figure 6.16). The force will excite the global vibration (global modes) of the extruded panel directly but does not directly excite the local vibration (local modes) in the strips. The global modes cut on at 186 Hz which is indicated in the figure. Because of the dominance of the global modes at low frequency, the mean square velocity on the two sides are similar. With increasing frequency, the local modes gradually cut on. The energy of the system is spreading from the global modes to the local modes. The mean square velocities on the two sides of the extruded panel begin to separate but their levels are similar.
Chapter 6

Figure 6.18. The mean square velocity of the extruded panel on its two sides with unit excitation at \( F_2 \) (on a stiffener, position indicated in Figure 6.16. The dot line refers to the cut-on frequency of the global modes, 186 Hz).

The radiated power on the two sides of the extruded panel has the same trend as its mean square velocity, see Figure 6.19. At low frequency, the radiated power on the two sides is similar, caused by global mode radiation. However, above the cut on frequency of local modes, the radiated power begins to diverge.

Figure 6.19. The radiated power of the extruded panel from its two sides with unit excitation at \( F_2 \) (on a stiffener, position indicated in Figure 6.16).

The radiation efficiency on the two sides of the extrusion when a mechanical force is applied to the stiffener at \( F_2 \) is shown in Figure 6.20 The cut on frequency of the local modes on the excitation side is 386 Hz, which is also indicated in the figure. At low frequency, the two sides have similar radiation efficiencies, while above the cut on frequency of the local modes,
the radiation efficiency on the two sides are different as the strips begin to contribute to the overall radiation efficiency. The numerically predicted radiation efficiency is similar to the measured one at high frequency. At low frequency, the error is probably caused by the difference of boundary conditions in the numerical models and in the experiments. Above the cut on frequency of local modes, the radiation efficiency drops because of the contribution of local modes. The critical frequency of the local modes on the excitation side is 4785 Hz calculated by Equation (6.23) above which the radiation efficiency trends to unity.

Figure 6.20. The radiation efficiency of the extruded panel for radiation from both sides with excitation on a stiffener. Comparison of prediction with measurement from [64, 105]. The dashed lines refer to the cut-on frequency of the global modes, 186 Hz, and the cut-on frequency of the local modes on the excitation side, 386 Hz.

To study the influence of excitation location on the results, another two stiffener positions, F₅ and F₈ are excited. The mean square velocity and radiated power of the extruded panel for the three excitation locations are shown in Figure 6.21 and Figure 6.22 respectively. The radiation efficiencies are shown in Figure 6.23. The results for the three excitation locations are similar in each case.
Figure 6.21. The mean square velocity of the extruded panel for three excitation positions (positions indicated in Figure 6.16).

Figure 6.22. The radiated power of the extruded panel for three excitation positions (positions indicated in Figure 6.16).

Figure 6.23. The radiation efficiency of the extruded panel for three excitation positions (positions indicated in Figure 6.16).
6.3.3 Excitation on strips

When a mechanical excitation is applied to a strip, the vibro-acoustic behaviour of the extrusion is different in comparison with the previous cases when a force is applied to a stiffener. The averaged mean square velocity on the excitation and the receiving side as shown in Figure 6.24. The local modes cut on at 386 Hz which is also indicated in the figure. Above this frequency, the mean square velocity on the excitation is higher than that on the receiving side.

![Graph showing mean square velocity on excitation and receiving sides](image)

Figure 6.24. The mean square velocity of the extruded panel on its two sides for unit excitation at F₃ (on a strip, position indicated in Figure 6.16).

The mean square velocities on the two sides are only close around the first cut on frequency of the global modes (186 Hz). This is likely due to the dominance of the global response on both sides: see the real part of the deformation at 186 Hz in Figure 6.25.

![Graph showing normalised spatial response at 186 Hz](image)

Figure 6.25. Normalised spatial response at 186 Hz for unit excitation at position F₃, (position indicated in Figure 6.16, scale factor $1 \times 10^5$).
Below the cut on frequency of the global modes, the mean square velocity of the extruded panel on the receiving side is dominated by global vibration. The mean square velocity on the excitation side is the sum of the global response and the forced local vibration of the strip where the force is applied. The forced response of the strip is more significant than the global response. That is why the mean square velocity on the excitation side is higher than that on the receiving side below the cut on frequency of global modes. One example at 100 Hz is shown in Figure 6.26.

\[ \text{Figure 6.26. Normalised spatial response at 100 Hz for unit excitation at position F}_3 \text{ (position indicated in Figure 6.16, scale factor } 1 \times 10^5). \]

Above the cut on frequency of local modes (386 Hz for the top plate strip which is excited), the mean square velocity on the excitation side becomes much higher again. This is likely due to the localisation of the vibration in the excited strip. One example at 800 Hz is shown in Figure 6.27.

\[ \text{Figure 6.27. Normalised spatial response at 800 Hz for unit excitation at position F}_3 \text{ (position indicated in Figure 6.16, scale factor } 1 \times 10^4). \]

The radiated power from the excitation side is only a little higher than that on the receiving side below the cut on frequency of the global modes as shown in Figure 6.28. This is due to the fact that the radiation efficiency of the local motion of the strips is quite small at low
frequency, even though its vibration level is high. At high frequency local modes are dominant, and the radiated power on the excitation side is higher than that on the receiving side.

![Radiated power spectra](image)

Figure 6.28. The radiated power of the extruded panel on its two sides with unit excitation at F3 (on a strip, position indicated in Figure 6.16).

The radiation efficiency for excitation on a strip is shown in Figure 6.29. When the force is applied to a strip, the radiation efficiency of the extruded panel on the receiving side does not change much in comparison with the case when the force is applied to a stiffener. However, the radiation efficiency on the excitation side decreases. From Figure 6.24, below the cut on frequency of the global modes, the vibration levels on the excitation side are dominated by the strip to which the force is applied, which is higher than that on the receiving side. The radiated power spectra from the two sides of the extruded panel are similar. As a result, the overall radiation efficiency on the excitation side is lower than that on the receiving side. Between 200 Hz and 630 Hz, the radiation efficiencies of the two sides are similar. At around 1 kHz, the vibration level on the excitation side is high but the radiated power on that side is not much higher than on the receiving side, which causes a dip in the radiation efficiency curve on the excitation side.
Figure 6.29. The radiation efficiency of the extruded panel on its two sides with excitation at F3 (on a strip, position indicated in Figure 6.16).

Figure 6.30 and Figure 6.31 present the mean square velocities of the extruded panel on the two sides when the force is applied to different strips. When the force is applied to positions F1, F6 and F7, (all three positions are on the wider strips with width 0.17 m), the mean square velocities are similar to each other and when the force is applied to positions F3 and F4 (these positions are on the narrower strip, with width 0.14 m), their results are again similar to each other. The first peak of the mean square velocity at 200 Hz is caused by the first global mode, while the others are caused by the local resonances of different strips.

Figure 6.30. Mean square velocity on the excitation side for different force positions on a strip (positions indicated in Figure 6.16).
Figure 6.31. Mean square velocity on the receiving side for different force positions on a strip (positions indicated in Figure 6.16).

The power radiated from the extrusion for different force positions on the strips is shown in Figure 6.32 and Figure 6.33. As for the mean square velocity, the radiated power is similar when the force is applied to positions F1, F6, and F7, and the power is also similar when the force is applied to positions F3 and F4.

Figure 6.32. Radiated power on the excitation side for different force positions on a strip (positions indicated in Figure 6.16).
Figure 6.33. Radiated power on the receiving side for different force positions on a strip (positions indicated in Figure 6.16).

The resulting radiation efficiencies of the extrusion on the two sides are shown in Figure 6.34 and Figure 6.35. The results when the force is applied to positions F₁, F₆ and F₇ are similar, and when it is applied to F₃ and F₄ they are similar. Compared with Figure 6.35, it is shown that radiation efficiency is lower on the source side over a wide frequency range as there is more local vibration.

Figure 6.34. Radiation efficiency on the excitation side for different force positions on a strip (positions indicated in Figure 6.16).
Figure 6.35. Radiation efficiency on the receiving side for different force positions on a strip (positions indicated in Figure 6.16).

The predicted radiation efficiency is compared with the measured data from reference [64, 105] in Figure 6.36. The radiation efficiency predicted by the 2.5D method is reasonably close to the measured data. The measured data includes the contributions from both sides while the results predicted by using the 2.5D model are the radiation efficiency on the excitation side.

Figure 6.36. Radiation efficiency comparison between the 2.5D model and measured data [64, 105].

As noticed above, the radiation efficiency on the excitation side has a broad dip region between 500 Hz and 1250 Hz, which is also be found in the measured data in reference [64]. When the force is applied to positions F1, F6, and F7, the first dip is around 500 Hz, and for positions F3 and F4, the first dip is around 800 Hz. The real part of the three-dimensional...
Chapter 6

Spatial responses of the extrusion for excitation at positions F1, F4, and F7 are shown in Figure 6.37–Figure 6.39 (1 m length in the x direction is shown). At these frequencies shown in the figures, local resonance occurs, which will cause high levels of vibration (see Figure 6.30) but also cause sound power cancellation (see Figure 6.32). Sound power cancellation at the local resonances of the strips below their critical frequency may cause these dips in the radiation ratio.

Figure 6.37. Spatial response at 516 Hz for unit excitation at position F1 (position indicated in Figure 6.16, scale factor $1 \times 10^4$).

Figure 6.38. Spatial response at 996 Hz for unit excitation at position F4 (position indicated in Figure 6.16, scale factor $1 \times 10^4$).

Figure 6.39. Spatial response at 548 Hz for unit excitation at position F7 (position indicated in Figure 6.16, scale factor $1 \times 10^4$).
6.4 Sound transmission loss

When quantifying the air-borne transmission path, the sound transmission loss through the extrusion is of interest. Incident waves which excite the panel will be defined first. It is assumed that the sound is incident on one side of the panel with an angle $\alpha$ in the $y$-$z$ plane and with an angle $\beta$ about the $x$ axis, as described in Figure 6.40. The acoustic pressure of the incident wave can be written as

$$p_i = A e^{-i k_x x} e^{-i k_y y} e^{-i k_z z}$$

(a) \hspace{1cm} (b)

Figure 6.40. Coordinate system to define a wave incident on the plate (a) in 3D space and (b) in the $y$-$z$ plane [64].

The directional acoustic wavenumbers $k_x, k_y, k_z$ satisfy

$$k = (k_x^2 + k_y^2 + k_z^2)^{1/2}$$

These directional wavenumbers along $x$, $y$, $z$ directions can be expressed in terms of the angles $\beta$ and $\alpha$ as $k_x = k \cos \beta$, $k_y = k \sin \beta \cos \alpha$, $k_z = k \sin \beta \sin \alpha$. The incident power, $W_i$ can be obtained in the wavenumber domain from [64]

$$W_i(\alpha, \beta) = \frac{1}{2} \int_{\Gamma} \frac{|\tilde{p}_i(k_x)|^2 \sin \alpha \cos \beta}{\rho_0 c_0} \, d\Gamma$$

where $p_i$ is the incident sound pressure amplitude. For the extruded panel, the transmitted power $W_t$ on the other side can be calculated by [64]
\[ W_t(\alpha, \beta) = \frac{1}{2} \text{Re} \left( \int_{\Gamma} \tilde{p}_t(\alpha, \beta) \tilde{v}_t^*(\alpha, \beta) \, d\Gamma \right) \]  
\hspace{1cm} (6.27)

where \( \tilde{p}_t \) and \( \tilde{v}_t \) are the wavenumber domain pressure and normal velocity amplitude at the nodes of the panel. * indicates the complex conjugate. The transmission coefficient, \( \tau \) is defined by the ratio between the incident and transmitted power as

\[ \tau(\alpha, \beta) = \frac{W_i(\alpha, \beta)}{W_t(\alpha, \beta)} \]  
\hspace{1cm} (6.28)

For diffuse incidence, the transmission coefficient can be calculated by using

\[ \tau_d = \frac{\int_{0}^{\pi/2} \int_{0}^{\pi/2} (\tau(\alpha, \beta) \sin^2 \beta \sin \alpha) \, d\alpha \, d\beta}{\int_{0}^{\pi/2} \int_{0}^{\pi/2} (\sin^2 \beta \sin \alpha) \, d\alpha \, d\beta} \]  
\hspace{1cm} (6.29)

Finally, the sound transmission loss in a diffuse field is determined using

\[ R = 10 \log_{10} \left( \frac{1}{\tau_d} \right) \]  
\hspace{1cm} (6.30)

The simulation of sound transmission loss through this extruded panel was conducted using the WANDS software. The sound waves are incident on the top plate of the extruded panel (as defined in Figure 6.16). Measurements of sound transmission loss of the current extruded panel were previously conducted between two reverberant chambers at the ISVR, University of Southampton [64, 105]. The panel was mounted between the two reverberation rooms, as illustrated in Figure 6.41. The boundary condition of the extruded panel in the experiments is somewhere between clamped and simply supported. So, in the simulation of sound transmission loss, clamped (C-C) and simply supported boundary (S-S) conditions are applied to the extruded panel individually. To represent a diffuse incident field, the angle spacing is set 10° for \( \alpha \) and \( \beta \) after performing a convergence test (different angle spacings were used and it was found smaller than 10° did not make obvious difference in results). The results are calculated for 500 frequencies with log spacing from 10 Hz to 10000 Hz and then converted to one-third octave bands.

Figure 6.42 shows the sound transmission loss of the extrusion for diffuse sound incidence compared with the experimental data from Reference [64, 105]. The sound transmission loss
from the 2.5D FE/BE model has a dip at low frequency and this dip occurs at different frequencies for different boundary conditions. This is due to the fundamental panel resonance [51]. For a simply supported extruded panel (S-S), the first resonance frequency is around 186 Hz, see Figure 6.3. For a clamped extruded panel (C-C), its first resonance frequency is about 276 Hz, see the dispersion relation in Figure 6.4. According to the 2.5D FE/BE calculation, for the simply supported case, below the 200 Hz band (first natural frequency is 186 Hz) it is stiffness controlled. For the clamped case, below the 315 Hz band (first natural frequency 276 Hz) it is stiffness controlled. Some errors appear at low frequency. Kim et al. [65] applied a window function to allow finite length of the extruded panel, which improved the accuracy at low frequency. In this calculation the window is not involved. Above the first resonance frequency of the extruded panel, the predicted sound transmission loss agrees with the measured one.

Figure 6.41. The cross-section of the extruded panel mounted between two reverberant rooms [64, 105].

Figure 6.42. Sound transmission loss through the extruded panel for diffuse incidence compared with measurement from [64, 105].
6.5 Summary

A 2.5D FE/BE model was created, which only contains the cross-section of the extrusion, to study the vibro-acoustic performance of the extrusion, including the radiation efficiency and the sound transmission loss.

First, the wave modes of the extrusion were studied. The 2.5D finite element analysis of the extrusion shows that it has both global and local vibration. At low frequency, global vibration is dominant while at high frequency, the local modes dominate the vibration levels. The waves in the strips are clustered into groups. The number of waves in each group is equal to the number of identical bays in the extruded panel. In each group, the strips roughly vibrate in phase or out of phase. Acoustic pressure was used to excite the extrusion; the STL of the extrusion obtained by using the 2.5D FE/BE model is found to be close to the measured data. Besides, a mechanical force was applied to either the stiffeners or the strips of the extrusion to investigate the radiation efficiency. The simulation results show that, below the cut on frequency of the local modes, the global radiation is dominant, while above the cut on frequency of the local modes, local modes will dominate the vibration levels and radiation efficiency. The location of the force will affect the results. When the force is applied to the strips, on the excitation side, the radiation efficiency has a large dip in the 500 Hz to 1250 Hz frequency range. This is caused by the cancellation of the sound power radiated by the strips below their critical frequency. When the force is applied at the stiffeners, the radiation efficiency on the excitation side is relatively flat. The radiation efficiency on the receiving side does not have significant differences for the two different types of excitation position.
Chapter 7  SEA approach for noise transmission through extruded panels

The 2.5D FE/BE method introduced in Chapter 6 can give relatively accurate predictions in terms of sound transmission loss and sound radiation efficiency of the extruded panel; therefore, it has a wide range of application. In railway engineering, noise transmission through train walls has both air-borne and structure borne components. Different types of excitation for air-borne and structure borne noise transmission should be determined. For example, rolling noise can propagate or diffract to the train external surfaces, which will cause air-borne noise transmission, as discussed in Chapters 3 and 4. Meanwhile, structural vibration caused by wheel/rail interaction propagates through the bogie/suspension and can excite the train body to vibrate, causing structure-borne transmission. The air-borne and structure borne transmission has been studied by using the 2.5D FE/BE method in Chapter 6. Compared with the commonly used SEA method, the 2.5D FE/BE method is more computationally expensive and it requires bespoke software, which may limit the application of this method to predict noise transmission through train wall structures.

To propose a more efficient way to calculate the noise transmission through train wall structures, the SEA method is employed. Xie et al. [54] created an SEA model to investigate the vibro-acoustic behaviour of an extruded panel. This SEA model can approximately explain the complex mechanism of sound transmission through the extruded panel. In this work, Xie et al.’s SEA model will be employed and some modifications will be applied to this model. The 2.5D FE/BE calculations in Chapter 6 will be used to calibrate the input power, modal density, etc., for the SEA model.

7.1 The SEA model for noise transmission through extruded panels

The principle of the SEA method has been presented in Chapter 3, see also reference [82]. The SEA model created by Xie et al. [54] is shown in Figure 7.1. In this model there are six subsystems. Four subsystems were used to model the extruded panel: three subsystems are for local behaviour (the top plate, the bottom plate and the middle stiffeners), and one for the global modes, see Figure 7.2. Another two subsystems were used to model the two cavities on either side.
Assuming that there is no direct coupling between the local modes on the two sides of the extruded panel, there are five different types of coupling in this SEA model; they are

1. Non-resonant sound transmission [82] between the two cavities through the extruded panel; in Figure 7.1, it is the direct coupling from cavity (1) to cavity (6).
2. Coupling between cavities and global modes: the coupling between cavity (1) and global modes (2), and between cavity (6) and global modes (2).
3. Coupling between cavities and local modes: the coupling between cavity (1) and local modes (3), and between cavity (6) and local modes (5).
4. Coupling between global modes and local modes within the panel; coupling between (2) and (3), (2) and (4), (2) and (5).
5. Coupling between local modes within the panel; (3) and (4), (4) and (5).

The non-resonant sound transmission between two cavities through panels depends mainly on the mass per unit area. According to [82], the pressure fluctuations in the source room...
will cause the panel to vibrate and the vibrating panel will generate sound in the receiving room. However, the panel can vibrate in two ways. Above the critical frequency, free bending waves are excited which interact to cause resonances; the amplitude of these waves depend on the damping of the panel. Below the critical frequency, the pressure fluctuations force the panel to move in such a way that these free travelling bending waves are not generated. In this case, the mass of the panel is the most important property that determines the transmission. For simulation of transmission, both the resonant and non-resonant transmission are included. The resonant transmission is included in the SEA model by the coupling through the panel subsystems. The non-resonant transmission is modelled by the ‘mass law’ through the coupling between subsystems 1 and 6 because SEA is based on coupled modes so if a structure vibrates in a non-resonant way it cannot be represented by an SEA subsystem.

This SEA model is employed to investigate the sound transmission through an extruded panel from a train floor. The cross-section of the extruded panel is the same as the one considered in Chapter 6 in Figure 6.1. Figure 7.3 shows the strips involved in this panel that is used here. The widths of these strips are listed in Table 7.1 and their lengths are 20 m. The bottom plate is covered by a layer of stiff rubber. The material properties of the panel are the same as those in Chapter 6 and more details are listed in Table 6.1.

![Schematic representation of the panel with names given to each strip.](image)

**Table 7.1. Geometrical details of the extruded panel.**

<table>
<thead>
<tr>
<th>Strip</th>
<th>Width (m)</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.16</td>
<td>bottom plate (with rubber)</td>
</tr>
<tr>
<td>B</td>
<td>0.17</td>
<td>top plate</td>
</tr>
<tr>
<td>C</td>
<td>0.14</td>
<td>top plate</td>
</tr>
<tr>
<td>D</td>
<td>0.10-0.11</td>
<td>middle</td>
</tr>
<tr>
<td>E</td>
<td>0.08</td>
<td>bottom plate (with rubber)</td>
</tr>
<tr>
<td>F</td>
<td>0.07</td>
<td>bottom plate (with rubber)</td>
</tr>
<tr>
<td>G</td>
<td>0.067</td>
<td>middle</td>
</tr>
</tbody>
</table>

To apply the SEA model shown in Figure 7.1 to study the noise transmission through the train floor, the coupling loss factors are required. Apart from the coupling loss factors, the calculations of radiation efficiency and modal density are based on the bending stiffness of
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the extruded panel (global modes) and the strips (local modes), so these bending stiffnesses should be determined first.

7.2 Determining equivalent bending stiffness

7.2.1 Calculation of bending stiffness

The extruded panel studied here is geometrically different along x and y axes, see Figure 7.4. The geometry of the panel results in a different bending stiffness along the two axes. In order to predict its modal density, radiation efficiency etc., the bending stiffness of the extruded panel along the x and y axes should be determined beforehand.

\[ B_i = \frac{EI_i}{1 - \nu^2} \]  \hspace{1cm} (7.1)

where \( E \) is the Young’s modulus, \( I \) is the second moment of area per unit length (or width),\( \nu \) is the Poisson’s ratio and \( i \) is the index for \( x \) and \( y \). Based on the vibration level analysis in Section 6.3, the bending stiffness at different positions in the y direction might be different due to the inclined geometry of the stiffeners. When the stiffeners are close to the top or bottom plate, the bending stiffness is at its maximum and when the stiffeners are located in the middle, the bending stiffness is at its minimum. The representative value of the second moment of area was calculated by approximately setting the stiffeners at one quarter of the distance below the top plate, see Figure 7.5.
The second moment of the area about the $x$ axis per unit length can be calculated as

$$I_x = 2 \left[ \frac{h^3}{12} + \left( \frac{H}{2} - \frac{h}{2} \right)^2 h \right] + \left[ \frac{h^3}{12} + \left( \frac{H}{4} \right)^2 h \right]$$  \hspace{1cm} (7.2)

where $H$, $h$ are the thickness of the extruded panel, and thickness of the strips respectively.

The second moment of area in the $y$ direction can be considered as made of simpler components, such as those shown in Figure 7.6(right). Each component can be considered as an equivalent counterpart of a II section [107], shown in Figure 7.6(left).

The second moment of area for each component about the $y$ axis can be calculated as [107]

$$I_{y,i} = 2 \left[ \frac{ah^3}{12} + ah \left( \frac{H}{2} - \frac{h}{2} \right)^2 + \frac{h(H - 2h)^3}{12 \sin(\alpha)} \right]$$  \hspace{1cm} (7.3)
where \( a \) is the spacing between each pair of stiffeners and \( \alpha \) is the angle between the stiffener and the bottom plate. The extruded panel consists of nine equivalent components of the form shown in Figure 7.6. The second moment of area of the extruded panel about the \( y \) axis is the sum of the contribution from these components. The values for the extruded panel are given below in Table 7.2.

**Table 7.2. Second moment of area and bending stiffness of the extruded panel.**

<table>
<thead>
<tr>
<th>Description</th>
<th>Second moment of area about the ( x ) axis (per unit length)</th>
<th>Second moment of area about the ( y ) axis (per unit width)</th>
<th>Bending stiffness along the ( x ) axis</th>
<th>Bending stiffness along the ( y ) axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symbol</td>
<td>( I_x )</td>
<td>( I_y )</td>
<td>( B_x )</td>
<td>( B_y )</td>
</tr>
<tr>
<td>Value</td>
<td>( 6.03 \times 10^{-6} \text{ m}^4 )</td>
<td>( 6.37 \times 10^{-6} \text{ m}^3 )</td>
<td>( 4.64 \times 10^5 \text{ Nm} )</td>
<td>( 4.90 \times 10^5 \text{ Nm} )</td>
</tr>
</tbody>
</table>

The bending stiffness of the strips is calculated by

\[
B_l = \frac{Eh^3}{12(1 - v^2)}
\]  

(7.4)

The result is 105.05 Nm based on the parameters of the strip in Table 6.1.

**7.2.2 Validation of bending stiffness**

The bending stiffness of the extruded panel along the \( x \) axis could be validated by using the cut on frequency of the global modes. The cut on frequency of global modes obtained from the dispersion curve in Figure 6.3 is 186 Hz for simply supported boundaries. For comparison, the cut on frequency of the extruded panel can be calculated analytically by using a simply supported beam model as

\[
f_1 = \frac{\pi}{2} \left( \frac{1}{b} \right)^2 \sqrt{\frac{B_x}{\rho h}}
\]  

(7.5)

here \( b = 1 \text{ m} \) is the width of the extruded panel. \( \rho h \) is the mass per unit area of the extruded panel, calculated by using the total mass divided by the area of the extrusion. \( B_x \) is the bending stiffness along the \( x \) axis. The analytically calculated cut on frequency of the
extruded panel is 195 Hz, which is close to the value obtained from the FE calculation (with error 4.8%). The analytically calculated bending stiffness along the x axis is therefore acceptable.

The bending stiffness along the y axis can be validated by using the lower asymptotic line in Figure 6.3, which represents the global wavenumbers in the extruded panel. The natural frequencies of the extruded panel global modes can be calculated by using an anisotropic plate model [108], expressed as

\[ \omega_{mn} = \frac{\pi^2}{a^2\sqrt{\rho h}} \left[ B_x m^4 + 2B_{xy} m^2 n^2 \left(\frac{a}{b}\right)^2 + B_y n^4 \left(\frac{a}{b}\right)^4 \right] \] (7.6)

where \(a\) is the length of the extruded panel, assuming it is 20 m to represent a train floor length and \(b\) is the width of the panel, 1 m. \(B_x\) and \(B_y\) are the bending stiffness along the x axis and y axis respectively. \(B_{xy}\) is the cross bending stiffness, calculated as [108]

\[ B_{xy} = B_x v + 2B_k \] (7.7)

\[ B_k = \frac{Gh^3}{12} \] (7.8)

\[ G = \frac{E}{2(1 + v)} \] (7.9)

Orrenius et al. [5] concluded that the extruded panel could be approximately modelled by an equivalent plate. Then the natural frequencies of the train floor (the global modes) can be calculated by

\[ f_{m,n} = \frac{\pi}{2} \left[ \left(\frac{m}{a}\right)^2 + \left(\frac{n}{b}\right)^2 \right] \frac{B}{\rho h}, m, n = 1, 2, 3 \] (7.10)

where \(B\) is the equivalent bending stiffness of the extruded panel, calculated by
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\[ B = \sqrt{B_x B_y} \]  \hspace{1cm} (7.11)

The anisotropic plate model and the equivalent plate model with a bending stiffness \( B = 4.77 \times 10^5 \) Nm were used to predict the natural frequencies of the global modes by using Equations (7.6) and (7.10) respectively. The results are compared with those from the 2.5D model in Figure 7.7. Both of these models can predict the global natural frequencies quite well though the anisotropic one is slightly better, which means the analytically derived bending stiffness of the extruded panel along the \( y \) axis is also acceptable.

![Figure 7.7](image)

Figure 7.7. The natural frequencies of the extrusion, blue lines: from 2.5D model, red line: by using the equivalent anisotropic plate model, green line: by using the equivalent isotropic plate model.

For the current extruded panel, \( B_x \) and \( B_y \) have similar values. Using an equivalent isotropic plate to predict the natural frequencies of a 20 m long extruded train floor is less accurate than using the anisotropic plate model proposed by Leissa [108], but it is still acceptable. As using an isotropic plate to model the global modes will be more convenient to calculate the modal densities and radiation efficiency, the equivalent isotropic plate model will be used later in this work to calculate the modal density.

### 7.3 Determining the equivalent width of strips

To calculate the modal density of the local mode subsystems, the boundary conditions of the individual strips are important but they are not well defined. In this section the results for
various boundary conditions will be explored and compared with the results from the 2.5D model.

7.3.1 Cut on frequencies of the strips

The natural frequencies, especially the first few natural frequencies of the strips, are important to determine their radiation efficiency and modal density, etc. Because of the uncertainty of the boundary conditions, the natural frequencies of the strips are difficult to determine. From the analysis of dispersion relation in Chapter 6, each combination of \((\omega, k_x)\) corresponds to a wave mode for an infinite strip. By definition the wave mode of an infinite strip at \(k_x = 0\) corresponds to its cut on frequency.

From Section 6.1.3, the strips can be assembled in groups in the ‘plate’ region. Each group has three curves. By plotting their wave modal shapes, it has been found that the dispersion curves marked with A, B, C, D in Figure 7.8 are corresponding to the wave modes of strip A, B, C, D indicated in Figure 7.3 respectively. Example waves (plotted at wavenumber \(k_x = 1\) rad/m) in the four types of strips are shown in Figure 7.9(a–d).

![Figure 7.8. Dispersion curves of the extruded panel, lines marked with numbers A, B, C, D represent local wavenumbers in the strips.](image)

\[
\begin{align*}
\text{Wavenumber (rad/m)} & \quad \text{Frequency (Hz)} \\
10^0 & \quad 10^2 \\
10^1 & \quad 10^3 \\
10^2 & \quad \text{A, B, C, D}
\end{align*}
\]
Figure 7.9. Waves in strips plotted at wavenumber $k_x = 1 \text{ rad/m}$, indicated by ‘X’ in Figure 7.8. (a) Curve marked with A, (b) curve marked with B, (c) curve marked with C, (d) curve marked with D.

The cut on frequencies of the strips (by definition $k_x = 0 \text{ rad/m}$) can be read from the four dispersion curves marked with A, B, C, D in Figure 7.8. They are 332 Hz for strip group A (identified in Figure 7.3); 386 Hz for strip group B; and 534 Hz for strip group C. The width of strip group D (the diagonal internal stiffeners) varies from 0.10 m to 0.11 m, the cut on frequencies of this group strips occur between 700~800 Hz. From dispersion curve strip D in Figure 7.8, the cut on frequency is read as 768 Hz.

To predict these cut on frequencies analytically, the boundary conditions of the strips are important. However, the actual boundary conditions of the strips when they are assembled in the extruded panel are not well defined: they are somewhere between simply supported and clamped. So, different combinations of boundary conditions have been tested to predict these cut on frequencies. For instance, (1) the strips are assumed to be simply supported on their two longer opposite edges and the two shorter sides are free (SFSF), (2) they are clamped on their two longer edges, setting the shorter edges simply supported (CSCS), and (3) clamped and simply supported on their two longer edges (CSSS). The natural frequencies under different boundary conditions can be estimated by [108]

$$\omega^2 = \frac{\pi^4 B}{a^4 \mu} \left\{ G_x^4 + G_y^4 \left( \frac{a}{b} \right)^4 + 2 \left( \frac{a}{b} \right)^2 \left[ vH_xH_y + (1 - v)J_xJ_y \right] \right\}$$  (7.12)

where $a$ is the length of the strips, 20 m, $b$ is the width of each strip. $B$ is the bending stiffness and $\mu$ is the mass per unit area. $G_x, H_x, J_x$ are functions determined from Table 7.3 according to the boundary conditions at $x = 0$ and $x = a$. The quantities $G_y, H_y, J_y$ are obtained from Table 7.3 by replacing $x$ by $y$ and $m$ by $n$. 
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Table 7.3. Frequency coefficients in Equation (7.12) [108].

<table>
<thead>
<tr>
<th>Boundary condition</th>
<th>( m )</th>
<th>( G_x )</th>
<th>( H_x )</th>
<th>( J_x )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SS(^a), SS(^b)</td>
<td>2, 3, 4…</td>
<td>( m - 1 )</td>
<td>((m - 1)^2)</td>
<td>((m - 1)^2)</td>
</tr>
<tr>
<td>( C^a, C^b )</td>
<td>2</td>
<td>1.506</td>
<td>1.248</td>
<td>1.248</td>
</tr>
<tr>
<td></td>
<td>3, 4, 5…</td>
<td>( m - \frac{1}{2} )</td>
<td>((m - \frac{1}{2})^2)</td>
<td>((m - \frac{1}{2})^2)</td>
</tr>
<tr>
<td>( C^a, SS^b )</td>
<td>2, 3, 4…</td>
<td>( m - \frac{3}{4} )</td>
<td>((m - \frac{3}{4})^2)</td>
<td>((m - \frac{3}{4})^2)</td>
</tr>
</tbody>
</table>

\({}^a\)means the boundary conditions at \( x = a \), for example, SS\(^a\) means at \( x = a \), it is simply supported.

The analytically calculated cut on frequencies of these strips are shown in Table 7.4, compared with the actual cut on frequencies from the FE calculation read from Figure 7.8.

The simply supported and clamped-simply supported boundary conditions underestimate the cut on frequencies for each strip while the clamped-clamped boundary condition is too stiff, causing the cut on frequencies to be overestimated. None of the boundary conditions considered can consistently give the correct cut on frequencies.

Table 7.4. Cut on frequency of the extrusion’s local modes.

<table>
<thead>
<tr>
<th>Boundary condition</th>
<th>strip group A</th>
<th>strip group B</th>
<th>strip group C</th>
<th>strip group D</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) SFSF</td>
<td>175 Hz</td>
<td>212 Hz</td>
<td>313 Hz</td>
<td>508 Hz</td>
</tr>
<tr>
<td>(2) CSCS</td>
<td>397 Hz</td>
<td>482 Hz</td>
<td>711 Hz</td>
<td>1152 Hz</td>
</tr>
<tr>
<td>(3) CSSS</td>
<td>274 Hz</td>
<td>332 Hz</td>
<td>490 Hz</td>
<td>793 Hz</td>
</tr>
<tr>
<td>(4) 2.5D FE calculation</td>
<td>322 Hz</td>
<td>386 Hz</td>
<td>534 Hz</td>
<td>768 Hz</td>
</tr>
</tbody>
</table>

\((\text{4})\) the strips are assumed to be simply supported on their two longer opposite edges and the two shorter sides are free (SFSF), (2) they are clamped on their two longer edges, setting the shorter edges simply supported (CSCS), and (3) clamped-simply supported on their two longer edges (CSSS). (4) FE calculations are read from the curves A, B, C, D in Figure 7.8.

7.3.2 Determining the equivalent width for the strips

As these boundary conditions cannot predict the cut on frequencies of the strips correctly, an alternative approach is introduced which is to adjust the width of each strip. By assuming they are simply supported, an equivalent width for each strip can be determined to make their cut on frequencies close to the values obtained from the FE calculation. This is achieved
by applying the modified width (equivalent width) in Equation (7.12) to make their cut on frequency coincide with the actual values from the FE calculation, see Figure 7.10.

![Figure 7.10. Equivalent width.](image)

For example, strip A is of width $b = 0.16$ m, and their cut on frequency is 322 Hz, obtained from the FE calculation. Their width can be modified to a customized value $b' = 0.12$ m and using this value in Equation (7.12) ($a$ is unchanged), the cut on frequency under simply supported boundary conditions is the same as the value obtained from the FE calculation. Similarly, the equivalent widths for group B, group C and group D are found to be 0.1275 m, 0.108 m, and 0.0904 m respectively, see Table 7.6. These equivalent widths are between 75% and 82% of the full width of the strips.

For the other shorter strips, such as strip E with width of 0.08 m, and strip F with width of 0.07 m, and also strip G with width of 0.0675 m, their cut on frequencies are relatively high and they vibrate together with other strips. It is difficult to recognise their cut on frequencies by plotting the mode shape. Their equivalent widths are therefore determined based on the averaged ratio (approximately 0.75) of the four groups of strips discussed above. The equivalent widths for them are listed in Table 7.5.

<table>
<thead>
<tr>
<th>Length</th>
<th>Group A</th>
<th>Group B</th>
<th>Group C</th>
<th>Group D</th>
<th>Group E</th>
<th>Group F</th>
<th>Group G</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>0.16 m</td>
<td>0.17 m</td>
<td>0.14 m</td>
<td>0.11 m</td>
<td>0.08 m</td>
<td>0.07 m</td>
<td>0.0675 m</td>
</tr>
<tr>
<td>Equivalent</td>
<td>0.12 m</td>
<td>0.1275 m</td>
<td>0.108 m</td>
<td>0.0904 m</td>
<td>0.06 m</td>
<td>0.053 m</td>
<td>0.051 m</td>
</tr>
<tr>
<td>Ratio</td>
<td>0.75</td>
<td>0.75</td>
<td>0.77</td>
<td>0.82</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
</tbody>
</table>

To validate these equivalent widths, they are used to predict the natural frequencies of the strips under simply supported boundary conditions. The natural modes of the strips have sinusoidal shapes. At their natural frequencies, the length of the strips is equal to half the wavelength or a multiple of half the wavelength of the sinusoidal wave, which gives the
wavenumbers in the $x$ direction, $k_x = m \pi / a$. The analytically predicted relationship between the natural frequencies and their corresponding wavenumbers is compared with the dispersion curves obtained from the 2.5D model in Figure 7.11. Using the equivalent width, the first few natural frequencies of the strips can be predicted quite well. The equivalent width is likely to slightly underestimate the modes with $n = 2$ in the width direction, but it is nearly impossible to identify the $n = 2$ modes from the dispersion curves in Figure 7.8 because there are so many waves occurring close together.

![Graphs showing dispersion curves](image)

Figure 7.11. Natural frequencies of the strips, black circle dots represent the results calculated by using simply supported plate model with equivalent widths, blue lines denote the results extracted from the 2.5D FE model, (a) for strips Group A, (b) for strips Group B, (c) for strips Group C, (d) for strips Group D.

Although Equation (7.12) can give an accurate calculation of the equivalent widths, to simplify the procedure the same factor can be adopted for all the strips when using the equivalent width later in this chapter and this is chosen to be 0.75.
Modal densities are important parameters in an SEA model. After the bending stiffness and equivalent widths of the strips are obtained, the modal density of the extruded panel can be calculated. Often in SEA modal densities are estimated based on asymptotic values. Here, however, it will be determined from the actual number of modes in each frequency band. Once the natural frequencies are obtained, the modal density can be calculated by

\[ n(f) = \frac{\text{Number of modes}}{f_2 - f_1} \]  

(7.13)

where \( f_1 \) and \( f_2 \) are the lower and upper limits of each frequency band. The number of modes for each strip in each one third octave band can be estimated by using an analytical plate model with simply supported boundary conditions. The width used for the strip is the equivalent width estimated in Section 7.3. The modal density of each subsystem is the sum of the contributions from its strips. The estimated modal densities of the extruded panel are shown in Figure 7.12.

The modal density of the extruded panel at around 400 Hz and 1000 Hz is relatively high. This is due to the cut on of local modes at these frequencies.

Figure 7.12. Modal density of the 20 m long extrusion obtained by using Equation (7.13).  
- - - -: the modal densities of local subsystem 3;  - - - -: the modal densities of local subsystem 4;  - - - -: the modal densities of local subsystem 5;  - - - -: the modal densities of global subsystem 2;  - - - - total modal density.
An analytical expression for the asymptotic modal densities of the global modes of an extruded panel was proposed by Xie et al. [54]

\[ n_g(\omega) = \frac{S}{4\pi} \sqrt{\frac{M''}{B_g}} - \frac{1}{4} \left( \frac{M''}{B_g} \right)^{\frac{1}{4}} \left( \frac{a + b}{\pi} \right) \omega^{\frac{1}{2}} \quad (7.14) \]

where \( S \) is the plate area, \( M'' \) is the equivalent mass per unit area, and \( B_g \) is the equivalent bending stiffness of the extruded panel. The first term corresponds to the plate area and the second term corresponds a correction due to the boundary length. For local modes, assuming a local subsystem contains \( p+1 \) strips (a rectangular plate divided by \( p \) intermediate constraints), the total modal density of the local subsystem is given by [54]

\[ n_l(\omega) = \sum_{i=1}^{p+1} n_i \quad (7.15) \]

where \( n_i \) is the modal density of each strip. Once the modes of the strips have cut on, this has the following expression [54]

\[ n_i = \frac{l_i a}{4\pi} \sqrt{\frac{m''}{B}} - \frac{l_i}{4\pi} \left( \frac{m''}{B} \right)^{\frac{1}{4}} \omega^{\frac{1}{2}} - \frac{1}{2(p + 1)} \left( p\delta + \frac{1}{2} \right) \frac{a}{\pi} \left( \frac{m''}{B} \right)^{\frac{1}{4}} \omega^{\frac{1}{2}} \quad (7.16) \]

where \( l_i \) is the actual width of the strips, \( m'' \) is the mass per unit area of the strips, \( B \) is the bending stiffness of the strip. \( \delta \) is the boundary effect of the intermediate constraints between strips. The first term of Equation (7.16) corresponds to the area of the strips. The others correspond to the boundary effects. The resulting modal densities of the extrusion are shown in Figure 7.13.
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Figure 7.13. Modal density of the extrusion by using Xie et al.’s model. 
- - - : the modal densities of local subsystem 3; -- : local subsystem 4; -- - : local subsystem 5; --- : global subsystem 2; --- - : total modal density; - - - : simple plate.

The natural frequencies of the extrusion can also be obtained by using the FE calculation. In the dispersion curve of the extruded panel, the frequencies at \( k_x = \frac{m\pi}{a} \) correspond to the natural frequencies of the extrusion assuming the simply supported boundary conditions at the ends, where \( a \) is the length of the extruded panel. This allows the modal density of the extruded panel to be calculated.

The dispersion relation analysis for an infinitely long extrusion can be used to deduce the vibration modes of a simply supported panel with a finite length. Because the modal shape of a simply supported panel provided by the eigenvalue analysis has a sinusoidal wave shape in the \( x \) direction (the \( x \) direction in the 2.5D model has an infinite length). When the length of the train floor equals half the wavelength or a multiple of half the wavelength of these waves, the corresponding frequency is one of the natural frequencies of the train floor. In the case of the length of the train floor, \( L \) is assumed to be 20 m long. Therefore, at the natural frequencies of a 20 m extruded panel, the wavenumbers in the \( x \) direction will be

\[
k_x = \frac{n\pi}{L}
\]  

(7.17)

Each dot in Figure 7.14(a) represents a natural frequency of the 20 m long train floor. The corresponding modal density in one-third octave bands is shown in Figure 7.14(b).
Figure 7.14. (a) Natural frequencies of a 20 m long train floor obtained by the dispersion curve and modal analysis, (b) modal density calculated from the 2.5D FE model.

The total modal density of this extruded panel calculated by using Xie et al.’s model and the one obtained by using Equation (7.13) are compared with the one obtained from the 2.5D FE calculation in Figure 7.15. The modal density obtained from the 2.5D FE calculation is considered as a reference. The relative error is calculated by the difference between the predictions and the 2.5D FE calculation divided by the 2.5D FE calculation. From Figure 7.15(a), Xie et al.’s model can predict the total modal density of the extruded panel quite well at high frequency. However, that model gave cut on frequencies 187 Hz, 225 Hz and 255 Hz, for local modes in subsystems 5, 3 and 4 respectively, which are lower than the actual values from the 2.5D FE calculation. Equation (7.13) with the equivalent width of the strips can predict the modal density well at low frequency attributing to that the equivalent width is chosen to fit their cut on frequency. From Figure 7.15(b), Xie et al.’s model gives better prediction above 800 Hz whereas below it the errors can be up to 10 times bigger than the actual values. Using the equivalent widths in Equation (7.13) for modal density prediction gives an average error of about 20% throughout the frequency range. It is better than Xie et al.’s model below 800 Hz. At high frequency using equivalent widths with Equation (7.13) underestimates the modal density. This is because the modified width of the strips cannot fit their higher order cut-on frequencies. Due to the big errors that Xie et al.’s model has at low frequency, Equation (7.13) with the equivalent width of the strips will be used to calculate the modal densities.
Figure 7.15. (a) Modal density comparison among Xie’s model, FE calculation and the definition method. \(+:\) 2.5D FE calculation; \(-\) - - -: Equation (7.13) with equivalent strip width; ---: Xie et al.’s model, (b) ---: error of Xie et al.’s model; - - -: error of using equivalent widths in Equation (7.13).

7.5 Determining coupling loss factors

Having obtained the bending stiffness and the modal density of the extruded panel, the coupling loss factors (CLFs) in the SEA model can be calculated. The five types of coupling introduced in Section 7.1 will be discussed individually in this Section.

7.5.1 CLFs between two cavities

The direct coupling between the source room and the receiving room represents the non-resonant transmission path. This path is only significant below the critical frequency of the extrusion. The critical frequency of the global modes is calculated as 151 Hz, close to the value of 175 Hz given in Reference [60]. For the local modes, their bending stiffness is 105.05 Nm, the density of the layer without rubber is 6.86 kg/m\(^2\) and that of the layer covered by rubber is 12.86 kg/m\(^2\). Their critical frequencies are 4785 Hz and 6551 Hz.

The direct coupling between the source room and the receiving room in the SEA model is modelled by using the coupling loss factor \(\eta_{sr}\) between two cavities through a plate [82]
\[ \eta_{sr} = \frac{c_0 S}{4\omega V_s} \tau_{sr} \]  

where \( S \) is the area of the plate, \( V_s \) is the volume of the source room, and \( \tau_{sr} \) is the transmission coefficient from the source room to the receiving room, which can be estimated from the sound transmission loss \( R = 10 \log_{10}(1/\tau) \), where \( R \) is the sound transmission loss through a plate under diffuse incidence sound field. In this work the sound transmission loss is calculated based on the ‘mass law’ [51] in the whole frequency range of interest, given by

\[ R \approx 20 \log_{10} \left( \frac{\omega \mu}{2\rho_0 c_0} \right) - 5 \]  

where \( \rho_0 \) is the density of air, \( c_0 \) is the acoustic velocity, and \( \mu \) is the mass per unit area. This coupling path is applied in the SEA model in the whole frequency range considered in this work.

### 7.5.2 CLFs between cavities and the extruded panel

The coupling loss factor from a plate to an acoustic cavity can be modelled in terms of the radiation efficiency of the structure. It is expressed as [82]

\[ \eta_{gc}, \eta_{ic} = \frac{\rho_0 c_0 \sigma}{\omega \mu} \]  

In this equation, \( \sigma \) is the radiation efficiency. For the global modes, the radiation efficiency is obtained by using a modal summation approach (assuming the plates are simply supported) which averages the results over forcing points [109], as is shown in Figure 7.16.
Each local mode subsystem consists of many strips. All the strips in one subsystem can contribute to the overall radiation efficiency. Because of they have different widths, their individual radiation efficiencies are different. Figure 7.17 shows the radiation efficiencies of the strips on the two sides of the extrusion obtained by using the modal summation approach assuming they are simply supported and by using the 2.5D model from Chapter 6. In both methods the equivalent widths derived in section 7.3 are used and they are assumed simply supported. In the 2.5D models the strips are infinite long and a wide wavenumber range with small wavenumber spacing were used in order to capture all the significant waves in the strips. In the modal summation approach the strips are 20 m long. The first six natural frequencies in the width direction and 600 natural frequencies in the length direction (3600 natural frequencies in total) were chosen to calculate the radiation efficiencies of the strips. From Figure 7.17, the modal summation approach and the 2.5D calculation can give very close results in terms of their radiation efficiencies.
In Xie et al.’s SEA model [54] the radiation efficiency of the top plate subsystem is the average of the radiation efficiencies of all the strips on the top plate assuming that the average vibration of each strip is equal and that the vibration of each strip is uncorrelated with the others, and the same for the bottom plate. The averaged radiation efficiency is expressed as

$$\bar{\sigma} = \frac{1}{S} \sum_{i} S_i \sigma_i$$  \hspace{1cm} (7.21)$$

where $\sigma_i$ is the radiation efficiency of each strip, $S_i$ is the area of each strip and $S$ is the total surface area of the top or the bottom plate. Xie et al. [54] assumed that the average vibration of each strip is equal. However, in reality each strip vibrates differently, for instance Figure 7.18 shows the vibration levels of the three different length strips on the receiving side (panel is indicated in Figure 6.16 and Figure 7.3 and the results is calculated by the 2.5D FE model) with a mechanical excitation on the other side. Below 400 Hz and above 2500 Hz, the vibration levels of strip A is higher than the other two groups. Strip E is higher between 400 Hz and 800 Hz and strip F is higher from 1600 Hz to 2500 Hz.
The difference in vibration levels will make their contributions to the total radiation efficiency of the plate differently. One alternative way to calculate the total radiation efficiency is to find a weight factor for each strip according to their area and vibration levels. The weighted radiation efficiency is expressed as

\[
\overline{\sigma} = \sum_i \frac{S_i \langle v_i^2 \rangle \sigma_i}{S \langle v^2 \rangle} \tag{7.22}
\]

where \(<v_i^2>\) is the mean square velocity of the strips and <\(v^2\)> is the mean square velocity of the whole plate on each side. To obtain the weight factors, the excitation should be shifted to different points to get the averaged vibration levels in order to omit the effect introduced by the excitation location. On the top plate (indicated in Figure 6.16) the two strip groups have approximate width and their individual radiation efficiencies are similar (Figure 7.17(a)), therefore the averaged radiation efficiency is used, see Figure 7.19(a). On the bottom plate, the three strip groups have different width and their individual radiation efficiencies are different (Figure 7.17(b)), both the averaged and the weighted radiation efficiencies are calculated and used in the SEA model to compare their difference in prediction. The radiation efficiencies on the two sides of the extrusion are shown in Figure 7.19(b). It is found that the averaged and weighted radiation efficiencies are similar, which indicates that the assumption that the average vibration of each strip is equal in [54] is reasonable.
Once the radiation efficiencies of global and local modes have been determined, the coupling loss factors from the extruded panel to the cavities can be calculated. The coupling loss factors from the cavities to the global and local modes can be obtained based on the consistency relationship 

\[ n_i \eta_{ij} = n_j \eta_{ji} \]  

\[
(7.23)
\]

### 7.5.3 CLFs between global mode and local mode subsystems

The coupling between global and local modes of the extruded panel will be discussed in this section. Relevant research on the coupling loss factors between global and local modes is lacking apart from Xie et al. [54]. Based on the previous studies on wave propagation in beam-plate systems [110, 111], the beams will generate long wavelength waves. When the long wavelength waves propagate along the stiff beams, they will transmit power to the attached plates which will generate short waves in these attached plates. If the difference in their wavelengths is large, the plates principally introduce damping and represent a locally reacting impedance to the beam behaviour [110, 111]. Xie et al. [54] estimated that the wavelengths of the local waves in the strips are around one fifth of those of the global waves in the extrusion. This can also be seen from the two lines that represent the free bending waves in the global modes and in the strips in Figure 6.3. It shows that the wavenumbers in the strips are around five times of those for the global waves. The extrusion could therefore
be analogous to a beam-plate system. The global modes are equivalent to the beam and the local modes are equivalent to the strips.

If a local mode subsystem is coupled with the global modes, the power balance equation for the local mode systems assuming no input power given to them can be expressed as

$$-\omega E_g \eta_{gl} + \omega E_l (\eta_{lg} + \eta_l) = 0$$  \hspace{1cm} (7.24)

where the first term represents the power transmitted to the local system and the second term represents both the power dissipated by the damping and that reflected back to the global modes. $E_g$ and $E_l$ are the stored energy of the global and local subsystems, $\eta_{gl}$ and $\eta_{lg}$ are the coupling loss factors from global to local and from local to global subsystems respectively. $\eta_l$ is the damping loss factor of the local modes.

From references [110, 111], the approach can be simplified by assuming that the local modes do not affect the global behaviour. Then the influence from the local modes on the global modes can be neglected. The power input to the local modes is therefore equal to the power dissipated by the local modes themselves.

$$W_{g,l} = \omega E_g \eta_{gl} = \omega E_l \eta_l$$  \hspace{1cm} (7.25)

which yields the coupling loss factor from the global to local modes, given by

$$\eta_{gl} = \frac{W_{g,l}}{\omega E_g}$$  \hspace{1cm} (7.26)

Xie [60] derived the coupling loss factor from the energy ($E_g$) in the extruded panel and the power ($W_{g,l}$) transmitted from the beams to the plates. $W_{g,l}$ was derived analytically from a simply supported beam model. Assuming waves in the extruded panel cause it to vibrate with a normal velocity $v_1$ and $v_2$ at the two ends ($v_1$ and $v_2$ are assuming to have same amplitude but different phase), forces $F_1$ and $F_2$ are generated at the two ends of the strips, see Figure 7.20.
Figure 7.20. Power input from global modes to local modes [60].

The power input to a strip can be estimated by

\[
W_{\text{in}} = \frac{1}{2} \text{Re}(F_1^*v_1 + F_2^*v_2)
\]  

(7.27)

where \( W_{\text{in}} \) is equal to \( W_{g,l} \) in Equation (7.25). The details of the derivation of the velocity and force at the two ends of the strips are given in reference [60]. Also, for a highly damped beam that the interference from the two ends are negligible, Equation (7.27) is expressed by

\[
W_{\text{in}} = \frac{1}{2} \text{Re}(Z_0)(|v_1|^2 + |v_2|^2)
\]  

(7.28)

where \( Z_0 = \frac{1}{2}mc_B(1+i) \) is the characteristic impedance of a semi-infinite beam. \( m \) is the mass per unit length and \( c_B \) is the phase velocity of bending waves. The total stored energy per unit length of the traveling waves in the global modes is calculated by [60]

\[
E_g = \frac{1}{2} m_g |v_1|^2 = \frac{1}{2} m_g |v_2|^2
\]  

(7.29)

where \( m_g \) is the equivalent mass per unit area of the whole panel. As explained before, \( v_1 \) and \( v_2 \) are assumed to have the same amplitude but different phase. Having obtained the power and the total energy, the coupling loss factor can be obtained from Equation (7.26). It can also be obtained approximately by [54]

\[
\eta_{g,l} = \frac{W_{g,l}}{\omega E_g} \approx \frac{2p \text{Re}\{Z_0\}}{m_g D \omega} \approx \frac{m_lp}{m_g k_1 D}
\]  

(7.30)
where $k_l$ is the wavenumber of the strips and $p/D$ means the number of strips per unit width of the plate. The coupling loss factor $\eta_{lg}$ is calculated based on the consistency relation in Equation (7.23).

### 7.5.4 CLFs between local mode subsystems

The local mode subsystems consist of many strips. Generally, the most commonly used joints in extruded panels are shown in Figure 7.21. Approximated equations were provided to predict the transmission coefficients through such joints are provided by Craik [82].

![Cross joint, 'T' joint, Corner joint](Figure 7.21. Commonly used joints in extruded panels.)

According to Craik [82], the angle between the strips does not affect the transmission coefficient very much. A wave propagating through a corner is equivalent to a wave propagating through two plates with a joint between them. If the joint is assumed to be simply supported, there is an analytical equation to calculate the transmission coefficient of bending waves between two plates with different properties (the joint is assumed to be symmetric about the neutral axes of the two plates). Consider a wave incident at angle $\theta$ on a straight line junction between two plates, see Figure 7.22, the transmission coefficient is expressed as

![Reflection and transmission of bending waves at a line junction between two plates](Figure 7.22. Reflection and transmission of bending waves at a line junction between two plates.)
\[ \tau_{12}(\theta) = \frac{2\psi \sqrt{x^2 - s^2}\sqrt{1 - s^2}}{\psi^2 + \psi(\sqrt{x^2 + s^2}\sqrt{1 + s^2} - \sqrt{x^2 - s^2}\sqrt{1 - s^2}) + \chi^2} \]  

(7.31)

where \( \chi = \frac{k_2}{k_1} \) and \( \psi = \frac{D_2 k_2^2}{D_1 k_1^2} \), in which \( k_i \) and \( D_i \) are the structural wavenumber and bending stiffness of the plates \( i \) respectively. For diffuse incidence, the transmission coefficient is given by

\[ \tau_d = \int_{-\pi/2}^{\pi/2} \tau_{12}(\theta) \cos \theta d\theta \]  

(7.32)

According to Craik, the transmission coefficient through different joint types can be modelled by using the following equations together with the parameters presented in Table 7.6. The energy reduction \( R = 10\log_{10}(1/\tau_{12}) \) by joints is (for \( \chi \geq 1 \)) [82]

\[
\begin{align*}
R_{12} &= 20 \log_{10} \left[ (\chi/A)^{0.5} + (A/\chi)^{0.5} \right] + B + C/\chi + D \log_{10}(1 + 1/\chi^4) \\
R_{21} &= 20 \log_{10} \left[ (\chi/A)^{0.5} + (A/\chi)^{0.5} \right] + B + C\chi + D \log_{10}(1 + \chi^4)
\end{align*}
\]  

(7.33)

Table 7.6. Parameters for calculating random incidence transmission loss in dB for different joints [82].

<table>
<thead>
<tr>
<th>Joints</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \backslash / )</td>
<td>( \psi )</td>
<td>-2.0053</td>
<td>0.2535</td>
<td>1.56</td>
</tr>
<tr>
<td>( | )</td>
<td>( \psi )</td>
<td>4.0153</td>
<td>0.2535</td>
<td>1.56</td>
</tr>
<tr>
<td>( | )</td>
<td>( \psi /2 )</td>
<td>0.2353</td>
<td>0.2353</td>
<td>1.56</td>
</tr>
</tbody>
</table>

The transmission coefficient through the joint can therefore be obtained from the energy reduction. For two aluminium plates joined together, the transmission coefficient calculated by using Equation (7.32) is \( \tau_{12} = 0.336 \) for two identical thickness plates and \( \tau_{12} = 0.133 \) for two plates with thicknesses \( h_1 = 0.003 \) m, \( h_2 = 0.006 \) m. The approximate values given by Equation (7.33) are identical, which shows the two methods are nearly equivalent. In the current extrusion the top plate and middle stiffeners are of the same material and thickness, so the transmission coefficient for a cross joint is \( \tau_{cross} = 0.084 \) and for a ‘T’ joint \( \tau_{Tee} = 0.149 \). The bottom plate has a layer of rubber, which increases its mass density. The transmission coefficient through a ‘T’ joint from the middle stiffeners to the bottom plate is
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\( \tau_{\text{Tee}} = 0.148 \) and from the bottom plate to the middle stiffeners is \( \tau'_{\text{Tee}} = 0.138 \). The transmission coefficient through a cross joint from the middle stiffeners to the bottom plate is \( \tau_{\text{cross}} = 0.084 \) and in the return direction it is \( \tau'_{\text{cross}} = 0.074 \). The transmission coefficient through a corner joint from the middle stiffeners to the bottom plate is \( \tau_{\text{corner}} = 0.351 \) and in the return direction is \( \tau'_{\text{corner}} = 0.300 \).

Once the transmission coefficients between strips are determined, the coupling loss factor between two strips is calculated by using [82]

\[
\eta_{12} = \frac{Lk_1\tau_{12}}{\pi\omega m_1(f)} \tag{7.34}
\]

where \( \tau_{12} \) can be the transmission coefficient through a ‘T’ joint, a cross joint or a corner joint. Then the coupling loss factors between local modes can be derived for the extrusion according to the naming convention in Figure 7.23.

![Figure 7.23](image)

Figure 7.23. A unit of the extrusion. \( s \) indicates the excitation side, \( i \) for the intermediate layer and \( r \) means the receiving side.

The power flow from the local modes on the source room side to the intermediate local modes of the extrusion consists of the contributions of all the strips on the source room side. So

\[
W_{si} = \omega m_B \left< v_B^2 \right> \eta_{BG} + 3\omega m_B \left< v_B^2 \right> \eta_{BD} + 3\omega m_C \left< v_C^2 \right> \eta_{CD} + \omega m_C \left< v_C^2 \right> \eta_{CG} \tag{7.35}
\]

where \( W_{si} \) is the transmitted power from the source room side to the intermediate local modes, \( m_i \) is the mass of the strip and \( \left< v_i^2 \right> \) is its mean-square velocity, \( \eta_{ij} \) is the transmission coefficient from strip \( i \) to strip \( j \). The mean-square velocity of the strips may be
different because the excitation may locate locally to a particular position. To derive a more general coupling loss factor from the local modes on the source room side to the intermediate local modes, it can be assumed that in the SEA model the strips in each subsystem have the same mean square velocity, which yields

\[ W_{si} = m_s \left( \frac{v_s^2}{m_s} \right) \omega \eta_{si} \quad (7.36) \]

where \( \left( \frac{v_s^2}{m_s} \right) \) is the mean square velocity of the plate on the source room side, \( \eta_{si} \) is the coefficient coupling loss factor from subsystem \( s \) to subsystem \( i \). The transmitted power from the intermediate local modes to the receiving room side can be derived analogously. If the influence from the ends is ignored and a cross joint is used to model the transmission from strips B and C to strips D and G, the coupling loss factor between local modes from the source room side to the middle stiffeners is

\[ \eta_{si} = \frac{m_B \eta_{BG} + 3m_B \eta_{BD} + 3m_C \eta_{CD} + m_C \eta_{CG}}{m_s} \]

\[ = \frac{4 L k_s \tau_{\text{cross}}}{\pi \omega} \left( \frac{l_B}{n_B(f)} + \frac{l_C}{n_C(f)} \right) \quad (7.37) \]

Similarly, the power flow from the intermediate local modes to the local modes on the receiving room side can be calculated by

\[ \eta_{ir} = \frac{m_G \eta_{GE} + 2m_D \eta_{DE} + 4m_D \eta_{DA} + 2m_D \eta_{DF} + m_G \eta_{GF}}{m_i} \]

\[ = \frac{2 L k_i \tau_{\text{corner}}}{\pi \omega} \left( \frac{l_G}{n_G(f)} \right) + 8 \frac{L k_i \tau_{\text{cross}}}{\pi \omega} \left( \frac{l_D}{n_D(f)} \right) \quad (7.38) \]

\( k_s \) and \( k_i \) are the wavenumbers of the strips on the source room side and the intermediate strips respectively. \( L \) is the length of joint and \( l \) is the width of the strips. In the reverse direction, the coupling loss factors can be obtained by using the consistency relationship in Equation (7.23) between subsystems.
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7.6 Using the SEA model to predict sound transmission through extruded panels

By combining the results from the previous sections, an SEA model was created to predict the sound transmission through and radiation from the extruded panel. The SEA model is used to represent two reverberant chambers connected by the currently considered train floor. The volumes and dissipation loss factors of the source room and the receiving room are arbitrary because they will not affect the prediction. Here the source room is 126 m$^3$ and connected to the top plate of the extruded plate and the receiving room is 348 m$^3$ and connected to the bottom plate. The volumes of the source room and the receiving room are chosen based on the ISVR reverberant chambers used in the measurement in [105]. The train floor area is 20 m$^2$. The dissipation loss factors are calculated from the measured reverberation time ($T_R$) in the source room and the receiving room [105] by using $\eta_1(\omega) = 2.2/(fT_R)$.

Xie et al. [54] give the experimental result of the damping loss factor of the global modes of the extrusion as $\eta_2 \approx 0.045$ for all frequencies. In the 2.5D FE/BE model, the local subsystems 3 and 4 were given a damping loss factor of 0.005 and the bottom plate which is rubber covered (local subsystems 5) has a damping loss factor of 0.02 for all frequencies. These values are used in the SEA model.

The SEA model may have different coupling relationships (i.e. subsystems only have modal energy once they have cut on) depending on the cut on frequencies of the three local mode subsystems. The three local mode subsystems have different cut on frequencies, which satisfy

$$f_5 < f_3 < f_4 \quad (7.39)$$

where $f_3$, $f_4$, and $f_5$ are the cut on frequencies of local mode subsystems 3, 4, and 5 (defined in Figure 7.1 and Figure 7.2). When the frequency is below $f_5$, only the global modes connect the two rooms. In the frequency region $f_5 < f < f_3$, the global modes are coupled to the local modes on the receiving room side. Both the local modes and global modes will radiate sound to the receiving room. When $f_3 < f < f_4$, the local modes on both sides are cut on. When $f > f_4$, the extrusion is fully excited, and local modes are dominant in sound...
radiation. A schematic representation of the SEA model at different frequencies is shown in Figure 7.24.

![Figure 7.24. SEA model for different frequency regions. (a) $f < f_5$, (b) $f_5 < f < f_3$, (c) $f_3 < f < f_4$, (d) $f > f_4$. Grey colour means the subsystem is not included.]

### 7.7 Results from the SEA model

The SEA model created in Section 7.6 is used to predict the sound transmission loss through the extruded panel discussed in this work, as well as its sound radiation efficiency. The SEA model has a reputation to solve high frequency problems. To achieve good accuracy, various assumptions need to be hold. For instance, behaviour dominated by resonances, reverberant, lightly damped structures, many modes in the excitation bandwidth, ‘weak’ coupling (the interaction of two subsystems is not affected by the presence of a third one). The first natural frequency of the 20 m long extrusion is 186 Hz. In the 200 Hz one-third octave band, there are seven modes and in the 250 Hz band, there are six. The local modes cut on at 322 Hz, more than 130 modes exist from the 315 Hz band above. By assuming they are weakly coupled, the current SEA model can be applicable above 200 Hz.
7.7.1 Sound transmission loss

In simulating the sound transmission loss though the extruded panel, sound power is given to the source room, and the SEA model is used to predict the sound pressure in the receiving room. The sound transmission loss is obtained from the difference between the sound pressure levels in the two rooms. The mean sound pressure in the source room and receiver can be calculated by $\langle p_1^2 \rangle = \rho c_0^2 E_1 / V_1$ and $\langle p_6^2 \rangle = \rho c_0^2 E_6 / V_6$, where $E_1, E_6$ are the energy in the source and receiving room and $V_1, V_6$ are the volumes of the source room and receiving room respectively. The sound reduction is calculated by [51]

$$ R = L_{p1} - L_{p6} + 10 \log_{10} \left( \frac{S}{A_6} \right) \quad (7.40) $$

where $L_{p1}$ is the sound pressure level in the source room and $L_{p6}$ is the value in the receiving room. $S$ is the surface area of the panel, $A_6$ is the total absorption area in the receiving room, expressed as $A_6 = 55.26 V_6 / (c_0 T_{60,r})$, with $T_{60,r}$ is the reverberation time in the receiving room. The sound transmission loss of the extruded panel calculated by using the SEA model is given in Figure 7.25. It is compared with the sound transmission loss obtained by Xie et al.’s SEA model [54] and the measured data from reference [64, 105]. Xie et al.’s SEA model and the current SEA model do not have significant differences below 1000 Hz in terms of the prediction. Above 1000 Hz, the sound transmission loss obtained by the current SEA model agrees well with the measurement. It can give better prediction than Xie et al.’s SEA model at high frequency. The use of the averaged and weighted radiation efficiency on the receiving side does not cause obvious difference in prediction of sound transmission loss. The disagreement below 1000 Hz needs further investigation.
Figure 7.25. Sound transmission loss of extrusion. Xie et al.’s SEA model [54], the current SEA model; measured in [56]; measured in [64, 105]; mass law.

7.7.2 Sound radiation efficiency

In simulating the radiation efficiency of the extruded panel in the SEA model, a mechanical force is applied to the stiffeners or strips on the top plate of the extruded panel. The excitation side and the receiving side are indicated in Figure 6.16. When the force is applied to the stiffener, it directly excites the global vibration while when it is applied to the strips, it excites both the global and local vibration. The input power is given by

\[ P_{in} = F_{rms}^2 \text{Re}(Y) \]  \hspace{1cm} (7.41)

where \( F_{rms} \) is the root mean square force; 0.707 N is set for the root mean square force in the SEA model as a force with unit amplitude is used in the 2.5D FE model. \( Y \) is the driving point mobility at the excitation position. It is calculated (for either a strip or the global motion of the whole panel) by using modal summation assuming simply supported boundaries [60]

\[ Y(x_0, y_0) = \frac{4i\omega}{\mu ab} \sum_{m,n=1}^{\infty} \frac{\sin^2(m\pi x_0/a) \sin^2(n\pi y_0/b)}{\omega_{m,n}^2(1 + i\eta) - \omega^2} \]  \hspace{1cm} (7.42)

The force location is at \((x_0, y_0)\), \( \mu \) is the mass per unit area of the strip or the whole panel. \( a \) and \( b \) are the corresponding dimensions. For strips, their equivalent widths are used. \( m \) and \( n \) are indices of the natural modes, \( \eta \) is the damping loss factor and \( \omega_{m,n} \) is the \((m,n)^{th}\) natural frequency.
If the force is applied to a stiffener, the driving point mobility is calculated based on modal summation over global modes. The input power calculated by using Equation (7.41) is given to the global mode subsystem. If the force is applied to a strip, both the global driving point mobility and the local driving point mobility should be calculated by using Equation (7.42) and it is assumed that local modes in other strips do not contribute. In this case the input power should be divided between both the global mode subsystem and the local mode subsystem on the excitation side according to their mobilities.

Figure 7.26(a) shows an example of the driving point mobility obtained from Eq. (7.42) when a force is applied to the stiffener connecting strips B and C in Figure 7.3. It is compared with the results obtained from the 2.5D FE model which is considered as a validation. The analytically calculated driving point mobility is close with the value obtained from the 2.5D FE model. Figure 7.26(b) shows an example of the global and local driving point mobility when a force is applied on a point on strip B (the location is the same as position F6 in Figure 6.16). From Figure 7.26(b), the first natural frequencies of the global and local modes are predicted well. At high frequency, the local driving point mobility is dominant and the calculated local driving point mobility agrees well with the 2.5D FE predicted values. Below the first natural frequency of the global modes (186 Hz), using the equivalent width of the strip in Equation (7.42) overestimates the driving point mobility for local modes, indicated by the local driving point mobility overtaking the total one in Figure 7.26(b). In this frequency region there is no modes therefore the SEA model is not valid. However, the input power is calculated based on the driving point mobility of the global and local subsystems and given to the SEA model. A consequence is that the power that is input to the local subsystem is higher than the actual value. Even though below its first natural frequencies, the local modes on the excitation side is not included in the SEA model, it will overestimate the contribution from the local modes as the energy below the first natural frequency is stored in the local modes subsystem but does not exchange with other subsystems. This might lead to an underestimation of the radiation efficiency below the first natural frequency of the global modes.
Figure 7.26. (a) The driving point mobility when a force is applied to the stiffener, \(\cdots\cdots\): by modal summation; \(-\cdots-\): by 2.5D FE model, (b) the global and local driving point mobility when a force is applied to strip B, \(\cdots\cdots\cdots\): global driving mobility by modal summation; \(\cdots\cdots\): local driving mobility by modal summation with equivalent width; \(\cdots\): total mobility, by 2.5D FE model.

The radiation efficiency for the panel includes the contributions from the global and local modes. For radiation from one side, it is given by [54]

\[
\sigma = \frac{\bar{W}_g + \bar{W}_l}{\rho c S \left\langle \bar{v}^2 \right\rangle} = \frac{\rho c S \left\langle \bar{v}_g^2 \right\rangle \sigma_g + \rho c S \left\langle \bar{v}_l^2 \right\rangle \sigma_l}{\rho c S \left\langle \bar{v}_g^2 \right\rangle + \rho c S \left\langle \bar{v}_l^2 \right\rangle} = \frac{\left\langle \bar{v}_g^2 \right\rangle \sigma_g + \left\langle \bar{v}_l^2 \right\rangle \sigma_l}{\left\langle \bar{v}_g^2 \right\rangle + \left\langle \bar{v}_l^2 \right\rangle} \tag{7.43}
\]

where \(v_g\) is the velocity due to global modes, \(v_l\) is the velocity due to local modes, \(\sigma_g\) is the radiation efficiency of global modes and \(\sigma_l\) is the radiation efficiency of local modes. \(S\) is the area of the extruded panel. \(\left\langle \bar{v}_g^2 \right\rangle\) and \(\left\langle \bar{v}_l^2 \right\rangle\) are the time and spatially averaged mean square velocities of the global and local modes (the overbar inside the bracket means the time average and the bracket means the spatial average), obtained from

\[
\left\langle \bar{v}_l^2 \right\rangle = \frac{E_i}{m_i} \tag{7.44}
\]

where \(E_i\) is the stored energy in each subsystem and \(m_i\) is the total mass of the subsystem.

As it has been proved that the 2.5D method is able to predict the radiation efficiency of the extruded panel with good quality in Chapter 6, the sound radiation efficiency predicted by
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the SEA model with assistance from the 2.5D FE model is compared with the calculations by using the 2.5D model in the WANDS software. In the 2.5D model, the extruded panel is treated as baffled. Figure 7.27 shows the SEA predicted radiation efficiency of the extruded panel when the mechanical excitation is applied on a strip (at position F₄ in Figure 6.16). The use of the averaged and weighted radiation efficiency on the receiving side does not cause obvious differences in the radiation efficiency on the excitation side, thus the radiation efficiency on the excitation side predicted by using the averaged one is shown. Figure 7.28 shows the SEA predicted radiation efficiency of the extruded panel when the mechanical excitation is applied on another strip (at position F₆ in Figure 6.16).

It can be seen that the SEA model can predict the radiation efficiencies of the extrusion well. On the excitation side, the SEA slightly underestimates the results at low frequency. This is because the local mobility is overestimated below the first natural frequency, see Figure 7.26. this will increase the contribution of the strips and underestimate the total radiation efficiency of the extrusion at low frequency. On the receiving side, the SEA predicted results agree well with the values obtained from the 2.5D models in WANDS software. The use of the averaged and weighted radiation efficiency for the local modal subsystem causes minor difference above 1600 Hz. Both are acceptable for prediction.

![Figure 7.27](image)

**Figure 7.27.** The radiation efficiency predicted by the SEA with assistant from the 2.5D model compared with with results obtained from the 2.5D model created in WANDS software for unit excitation at position F₄ in Figure 6.16, (a) results on excitation side, (b) results on receiving side.
Figure 7.28. The radiation efficiency predicted by the SEA with assistant from the 2.5D model compared with results obtained from the 2.5D model created in WANDS software for unit excitation at position F6 in Figure 6.16, (a) results on excitation side, (b) results on receiving side.

Figure 7.29 shows the SEA predicted radiation efficiency of the extruded panel when the mechanical excitation is applied to a stiffener (the same location as F2 in the WANDS model, see Figure 6.16). The SEA model can also give acceptable prediction of radiation efficiency of the extruded panel when the mechanical excitation is applied to the stiffeners.

Figure 7.29. The radiation efficiency predicted by the SEA with assistant from the 2.5D model compared with results obtained from the 2.5D model created in WANDS software for excitation on stiffener, (a) results on excitation side, (b) results on receiving side. (the same location as F2, see Figure 6.16).

To compare with the measurements [64] and Xie et al.’s SEA model [54], the two sides of the extrusion are combined. The overall radiation efficiency of the extrusion is calculated by
combining the sound power and the averaged mean square velocity on the two sides. Figure 7.30 indicates the comparison of sound radiation efficiency when the force is at a stiffener. In the measurements the excitations were at locations P3 and P4, see reference [64, 105] and Figure 6.17. some differences appear on the measured data. However, in the SEA model shifting the excitation from P3 to P4 or the other way around does not make a noticeable difference to the results. From Figure 7.30, it can be seen that Xie et al.’s SEA and the current SEA model can predict the radiation efficiency with acceptable accuracy above 250 Hz. At low frequency, the two SEA models overestimate the radiation efficiency. This is possible because the SEA parameters were determined based on a simply supported extrusion while in the measurements the extrusion is free. The difference in the boundary conditions may has caused the disagreement below the first natural frequency of the extrusion.

Figure 7.31 indicates the comparison when the excitation is at a strip. P1 and P2 were located at the same strip in the measurements [64, 105]. The SEA model gives similar predictions when exciting at the two locations. Above 1000 Hz, the two SEA models give very similar results. At low frequency, Xie et al.’s SEA model gives a relatively flat prediction while the current SEA model captures the main trend of the radiation efficiency compared with the measurements.

![Graph](image)

Figure 7.30. Prediction of radiation efficiency compared with measurements [64, 105] and Xie et al.’s SEA model [54]. Force at a stiffener, indicated in Figure 6.17.
Figure 7.31. Prediction of radiation efficiency compared with measurements [64, 105] and Xie et al.’s SEA model [54]. Force at a strip, indicated in Figure 6.17.

The SEA model can give good prediction of radiation efficiency of the extruded panel, but one thing should be noticed is that above the cut on frequency of the local modes, the contribution from the strips become significant. The contribution of each strip to the overall radiation efficiency of the local mode subsystems depends not only on their individual radiation efficiencies and areas, but also their individual vibration levels. An alternative approach would be to divide the local modes subsystems into groups for each type of strip or even into one subsystem per strip. That would make the model bigger but may give more reliable results. One question would be about the modal density/overlap of such a system.

7.8 Summary

An SEA model is created to study the vibroacoustic behaviour of extruded panels, including the radiation efficiency and the sound transmission loss. In the SEA model, the extrusion was separated into four subsystems according to Xie et al. [54], one for global modes and three for local modes. The 2.5D FE/BE model was used to help to determine the essential parameters for the SEA model, for instance, the modal densities of the global and local subsystems, their radiation efficiencies, the coupling loss factors and the transmission coefficients through local subsystems. An equivalent width for each strip was found based on the cut on frequencies obtained from the 2.5D FE/BE model. Simply supported boundary
conditions with the equivalent widths obtained from the 2.5D FE model can be used to predict their modal densities and radiation efficiency well.

The SEA model can give predictions of sound transmission loss that match measured results with acceptable accuracy. It was also used to predict the sound radiation efficiency when a mechanical force is applied either to a stiffener or a strip. For both cases, the SEA model with the parameters determined from the 2.5D FE model can predict the sound radiation efficiency on the excitation and receiving sides with good quality and high efficiency.
Chapter 8  Modelling of interior airborne noise

8.1 Framework for predicting airborne noise

Based on the various developments from this thesis, this chapter provides an overall framework to predict the airborne noise inside a railway vehicle. This framework is illustrated in the flowchart in Figure 8.1. It is applied here as a case study to a specific metro vehicle for which measured data are available to illustrate the procedures. Although the aerodynamic noise has been considered in Chapter 5, it does not contribute significantly to a metro vehicle as they generally run at low speeds. Therefore, this is neglected and the approach is explained assuming that the most significant source is rolling noise. The sound power incident on the train floor and on the sides are treated separately following the procedures introduced in Chapters 3 and 4 respectively. Using these estimates of the sound power incident on the train external surfaces, the sound power transmitted into the train cabin is obtained by multiplying it with the transmission coefficients of the train walls. These transmission coefficients could be obtained using the methods developed in Chapter 6 and 7 but for this particular case study measured values are used. A separate SEA model is then used for the interior noise taking these transmitted powers as input. This SEA model is only used to represent the interior acoustic space, unlike that in reference [27] which also includes the exterior noise sources and sound transmission. This assumes a one-way coupling of the train walls in the SEA model. According to the measurements, the sound transmission loss of the train body is more than 20 dB above 100 Hz except the gangway region. The power transmitted back to the outside will therefore be negligible and the one-way coupling assumption is reasonable.
Figure 8.1. The framework to predict airborne noise in a railway vehicle, ‘Equivalent’ in the floor box means the equivalent source model from [16].

The general framework outlined above is applied to predict the noise inside a metro train. It was running at 50 km/h during the tests. Figure 8.2 shows an overall view of the field measurements on this metro train. Microphones were located at various positions outside and inside a trailer passenger carriage. The carriage being measured had four doors and five windows on each side, and various pieces of equipment mounted below the floor. Rolling noise was assumed to be the main noise source as other equipment was switched off where possible. The sound pressure was measured below the train floor, on the train external sides and inside the train. The sound power of the rolling noise for this train was calculated by using the TWINS model with discretely supported sleepers and validated against measurements of noise at the trackside. More details about the measurements and rolling noise calculation for this train can be found in Appendix B.

---

3 The measurements were carried out within the EU project RUN2Rail by Vibratec and Polytechnic University of Valencia (UPV) in collaboration with Metro de Madrid.
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Figure 8.2. Overview of field measurement on a running train (photo: Polytechnic University of Valencia (UPV)).

The SEA model for interior noise modelling is introduced first, followed by the calculation of the essential input parameters required for the SEA model. The sound pressure distribution in the train cabin and the experimental validation are shown and discussed at the end of the chapter.

8.2 SEA model for the internal space

An SEA model is used in this Chapter to represent the internal acoustic space. The SEA method is based on a diffuse field assumption. To check whether the interior of the train can be considered as a diffuse field, the modal overlap factor (average number of modes within the modal half-power bandwidth) is calculated by [112]

\[
M = \frac{2.2}{T_{60}} \times \frac{4\pi f^2 V}{c_0^3}
\]  

(8.1)

where \(T_{60}\) is the reverberation time in the train cabin and \(V\) is the whole volume of the train internal space. It is 93.74 m\(^3\) according to the measurements in Appendix B.4. The modal overlap goes above 3 from the 160 Hz one-third octave band. Above this frequency, the train cabin can be considered as a diffuse sound field.

In the numerical framework, the interior volume is divided into several segments to create an SEA model. To allow a more straightforward calculation of the input power, the subdivision is based on the configuration of the doors and windows, see Figure 8.3. Nine subsystems were created for the interior and another two subsystems were created for the
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gangway at the two ends, thus giving an eleven-subsystem SEA model. The final SEA subsystems are illustrated in Figure 8.4. The lengths and volumes of each subsystem are listed in Table 8.1.

![Figure 8.3. The division of the interior space.](image)

![Figure 8.4. 11 subsystem SEA model for train interior noise.](image)

<table>
<thead>
<tr>
<th>Subsystem</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length (m)</td>
<td>0.46</td>
<td>2</td>
<td>1.6</td>
<td>2.2</td>
<td>1.6</td>
<td>2.2</td>
<td>1.6</td>
<td>2.2</td>
<td>1.6</td>
<td>2</td>
<td>0.46</td>
</tr>
<tr>
<td>Volume (m³)</td>
<td>2.576</td>
<td>11.2</td>
<td>8.96</td>
<td>12.32</td>
<td>8.96</td>
<td>12.32</td>
<td>8.96</td>
<td>12.32</td>
<td>8.96</td>
<td>11.2</td>
<td>2.576</td>
</tr>
</tbody>
</table>

It is also required that in an SEA model in each subsystem the modal overlap should be greater than 1. Again, the modal overlap in each subsystem is also calculated. Subsystems 1 and 11 have the minimum volumes, the modal overlap in these two subsystems is greater than 1 above the 630 Hz band. For the other subsystems the modal overlap is above 1 from the 250 Hz band.
To use the SEA method, another criterion, more than five modes in each subsystem in each one-third octave band, is required. The number of modes in a volume below frequency $f$ is calculated by [112]

$$N_i = \frac{4\pi}{3} V_i \left(\frac{f}{c_0}\right)^3 + \frac{\pi}{4} S_i \left(\frac{f}{c_0}\right)^2 + \frac{L_i}{8} \left(\frac{f}{c_0}\right)^1$$  \hspace{1cm} (8.2)

where $V_i$ is the volume, $S_i$ is the total surface area and $L_i$ the total edge length of each subsystem. The number of modes in each frequency band is the difference between the number of modes at the upper and lower band limit of frequency. Most subsystems have more than five modes above from the 160 Hz band. Subsystems 1 and 11 have the smallest volumes and they do not satisfy the criteria until the 250 Hz band. Considering the modal overlap factor and modes number in each subsystem, the SEA model is applicable above 250 Hz (including the 250 Hz band).

The energy balance for each subsystem is explained in Chapter 3. It is expressed in matrix form

$$[\mathbf{P}] = \omega[\mathbf{\eta}][\mathbf{E}]$$  \hspace{1cm} (8.3)

where the power input from the outside area of the train to the internal SEA subsystems can be written in a vector form $[\mathbf{P}] = [P_{\text{in},1} \cdots P_{\text{in},N}]^T$; this will be discussed later in sections 8.3~8.5 in this chapter. $[\mathbf{E}] = [E_1 \cdots E_N]^T$ is the vector of the energies stored in the system. Assuming there is no coupling between two unconnected subsystems, the loss factor matrix is given by

$$[\mathbf{\eta}] = \begin{bmatrix} \eta_{11} & \eta_{12} \\ -\eta_{12} & \eta_{21} & -\eta_{23} \\ \vdots & \eta_{23} & \vdots \\ \vdots & \vdots & \ddots \end{bmatrix}$$  \hspace{1cm} (8.4)

where $\eta_{ii}$ is the dissipation loss factor and $\eta_{ij}$ is the coupling loss factor. The expressions for them are given in Chapter 3. The values of the parameters such as the dissipation and coupling loss factors are based on the particular design of train that is studied. In the absence of partitions between adjacent subsystems, the transmission coefficient can be set to 1 [73].

To calculate the dissipation loss factors, the absorption coefficients of the surfaces in each subsystem are required. In this work, the average absorption coefficient in the train is determined from the measured reverberation time, using the Sabine formula $\alpha =$
55.26V/(c₀T₆₀S) [51], (with V, the total volume of the train cabin; T₆₀ the reverberation time; S the total internal surface area). By doing so, the same absorption coefficient, obtained by treating the whole interior as a single volume, is used for every subsystem. The reverberation time was measured by UPV [87] and the measurements are explained in Appendix B.4. This and the average absorption coefficients are shown in Figure 8.5. Then the dissipation loss factors and the coupling loss factors are calculated straightforwardly following Equations (3.11) and (3.12).

By inversion of the loss factor matrix in Equation (8.3), the stored energy in each subsystem in the train cabin is obtained. The sound pressure levels in each subsystem are calculated as:

\[ L_{p,i} = 10\log_{10} \left( \frac{\rho c_0^2 E_i}{V_i p_{ref}^2} \right) \]  

(8.5)

where \( p_{ref} \) is the reference sound pressure, \( 2.0 \times 10^{-5} \) Pa.

### 8.3 Calculation of the sound incident on the metro train floor

As discussed in Chapter 3, in this environment the total sound power incident on the underside of the train can be expressed as the sum of a direct and a reverberant component [24].
\[ W_f = W_{dir} + W_{rev} \]  

(8.6)

The direct and the reverberant components of sound power incident on the train floor can be calculated by following the procedure developed in Chapter 3. The configuration of the train floor studied here is shown in Figure 8.6, which indicates the division into subsystems used for the SEA model of the underfloor space. To make it simpler, the gap between the equipment in subsystems 3 and 4 is ignored, see Figure 3.21. The geometrical parameters used to create the SEA model of the underfloor space are given in Table 8.2.

![Diagram of train floor and ballast](image)

Figure 8.6. Subdivision of the space below the vehicle. (a) Side view, (b) top view.

Table 8.2. Geometry information of each subsystem for the SEA model beneath the train.

<table>
<thead>
<tr>
<th>Subsystem</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length (m)</td>
<td>0.46</td>
<td>4.97</td>
<td>1.91</td>
<td>1.67</td>
<td>1.20</td>
<td>2.24</td>
<td>5.06</td>
<td>0.46</td>
</tr>
<tr>
<td>Side area (m²)</td>
<td>0.49</td>
<td>4.74</td>
<td>0.74</td>
<td>0.67</td>
<td>0.48</td>
<td>0.89</td>
<td>4.84</td>
<td>0.49</td>
</tr>
<tr>
<td>Volume (m³)</td>
<td>1.55</td>
<td>17.00</td>
<td>3.60</td>
<td>1.77</td>
<td>4.03</td>
<td>4.04</td>
<td>17.01</td>
<td>1.55</td>
</tr>
<tr>
<td>Interface area* (m²)</td>
<td>3.36</td>
<td>1.88</td>
<td>1.06</td>
<td>1.06</td>
<td>1.88</td>
<td>1.88</td>
<td>3.36</td>
<td></td>
</tr>
</tbody>
</table>

*Interface area refers to the connecting area between two adjacent subsystems.

After the sound power incident on the train floor has been calculated, in order to calculate the power input to the interior SEA model, they are reallocated to 11 components according to the subdivision of the interior SEA model in Figure 8.3 and the floor area in each subsystem indicated in Figure 8.4.
8.4 Calculation of the sound incident on the metro train side/roof

As discussed in Chapter 4, the sound power incident on the train side and roof can be calculated by using the 2.5D BE method. The corresponding 2.5D BE models are illustrated in Figure 4.26. The train being studied in this work had fairings along the sides of the train below the floor except in the bogie area, which can be seen in Appendix B. As a compromise, fairings are not included in the 2.5D model used to calculate the wheel contribution but they are included for the models representing the rail and sleeper contributions.

The sound pressure on the train external surfaces due to the track was calculated based on a unit force applied to the rail. That due to the wheel was based on monopoles and dipoles with a unit source strength. The results were then adjusted using the sound power obtained from the TWINS model. The total sound pressure (overall) on the train external surfaces due to rolling noise is shown again in Figure 8.7 based on the contribution of the two bogies beneath this carriage and the closest bogie beneath the adjacent carriage on either side (four bogies were considered).

![Sound pressure levels on the train external source due to four bogies.](image)

The power incident on the side surfaces of the train is estimated from the corresponding sound pressure. The external sound field is not diffuse in practice except in a tunnel, but it is difficult to identify the incident angles associated with the sound field. Therefore, in this
work it is simply assumed that a diffuse incident field exists outside the train. For a diffuse sound field, the sound can be incident from any direction with equal probability. The total incident sound power per unit area is found by integrating all possible incident directions over a hemisphere, which will introduce a factor of 1/2. In this work, it is therefore assumed that the sound power on the train external surfaces caused by a diffuse incident field is half of that by a normal incident one (assuming the sound from different incident angles is identical). The power incident on the train external surfaces is then calculated by

\[
W_s = \frac{1}{2} \int_s \frac{p_{\text{tot, rms}}^2}{4\rho_0 c_0} ds
\]

where \(p_{\text{tot, rms}}\) is the rms sound pressure incident on the train external surfaces due to rolling noise. The factor 1/4 is included in the integral because the sound pressure on the train external surfaces is doubled on a rigid surface whereas the incident power relates only to the incoming sound waves. The factor 1/2 outside the integral allows for a diffuse incident field assumption.

**8.5 The sound power transmitted to the metro train cabin**

During the measurement campaign [87] the sound transmission losses of the train floor and wall structures were measured by UPV and Vibratec by adopting portable sound sources inside the vehicle and a sound intensity probe to scan the outer surfaces. The incident intensity on the panels is deduced from the mean acoustic pressure level inside the coach using a diffuse field assumption. The transmitted intensity is measured by scanning the outer skin of the coach with the intensity probe. In the transmission coefficient measurement, the intensity on sections of the train floor, the doors, the side walls (aluminium part), the windows (glass part) and the gangway were measured individually, see Figure 8.8. The transmitted power (the power input to the SEA model) is then calculated from the sound powers incident on the exterior of these surfaces, multiplied by their individual measured transmission coefficients\(^4\).

---

\(^4\) The values of the transmission coefficients are confidential to the train manufacturer.
Figure 8.8. Definition of the panels.

The input power (per subsystem) to the interior SEA model then obtained as

\[
P_{\text{in},i} = W_{f,i} \tau_{f,i} + W_{s,i} \tau_{s,i}
\]  \hspace{1cm} (8.8)

where \(W_f\) and \(W_s\) are the incident power on the external train floor and sides, \(\tau_f\) and \(\tau_s\) are their corresponding transmission coefficients. The subscript \(i\) indicates the surface area involved in the \(i^{th}\) subsystem. Different panels in Figure 8.8 have different coefficients, so the incident sound power and the transmission coefficients for different panels are dealt with separately and they are added together when calculating the input power for each subsystem.

The incident sound powers on the train sides, floor and gangway area are illustrated in Figure 8.9(a). The sound power transmitted through the three components are compared in Figure 8.9(b). The largest sound power is the one incident on the floor. The sound powers incident on the sides and gangway are similar to each other (the gangway area is small, but it has direct sound) and they are much lower than that on the floor. The power transmitted through the gangway is significant which is due to its higher sound transmission coefficient.
Figure 8.9. (a) Incident sound power, (b) transmitted sound power. Sound power levels in dB re $10^{-12}$ W.

8.6 Sound distribution in the cabin

The averaged sound pressure level inside the train is then calculated by using the SEA model introduced in Section 8.2. The sound distribution in the train cabin is illustrated for four example one-third frequency bands in Figure 8.10. The sound pressure levels at the ends of the carriage are higher than those in the middle. This can be explained by the fact that the bogies are located at the ends of the carriage, and also that the gangway has a lower sound transmission loss than other panels.
Figure 8.10. A-weighted sound pressure distribution in the train cabin in four example one-third octave frequency bands.

Sound pressure levels in each subsystem in the cabin are plotted in Figure 8.11 for different one-third octave frequency bands (actual values for all interior SPL are not shown for confidentiality reasons). The decay rates of sound along the carriage are various in different frequency bands. The sound pressure levels decay more quickly below 1000 Hz than above this frequency. For example, in the 125 Hz band, the sound decays by about 5 dB from the end to the middle of the carriage whereas between 400 Hz and 800 Hz the decay is about 8 dB. Above 1000 Hz the decay is only about 2 dB. The low decay of sound inside the train cabin at high frequency can be explained by the low absorption coefficients in the cabin at these frequencies and also the low decay rate of the vibration of the rail. The low decay rates of the rail vibration result in a more evenly distributed incident sound power on the train external surfaces, while at the same time, the low absorption coefficients in the train cabin lead to a more reverberant sound field, which results in the low decay of sound pressure levels along the train axis in the cabin at high frequency.
Figure 8.11. Sound pressure level distribution along the cabin axis.

The sound spectra and the contributions of the three noise components, the wheel, the rail and the sleepers, to the total sound pressure at two positions inside the train cabin are illustrated in Figure 8.12. In terms of sound pressure levels, it is concluded that the (A-weighted) sound pressure levels at low and high frequency are relatively low compared with those in mid frequency range. In terms of contributions, it is found that the different sources have similar relative contributions at the two positions. The sound radiation from the sleepers contributes the most to the interior noise below 315 Hz; the rail becomes dominant between 400 Hz and 2000 Hz; the power from the wheel is significant above 2500 Hz. Because of the presence of the equipment mounted beneath the train, there is no direct sound from the wheel to the middle region of the train floor. The direct sound from the rail is mainly incident on the bottom surfaces of the equipment in the middle region. The sleepers could be generally considered as a local source located in the bogie region. Consequently, the sound power incident on the train floor in the middle region is mainly from the reverberant sound
beneath the train floor. As seen above in Figure 8.11, the interior sound pressure levels in the middle region of the carriage are lower than those at the ends of the carriage because they are further from the source location.

Figure 8.12. Sound pressure level showing contributions from wheels, rails and sleepers, (a) end of the carriage, (b) middle of the carriage.

8.7 Effect of increasing the number of subsystems in the SEA model

To investigate the validity of the subdivision of the SEA model, the train cabin is divided to 44 systems. Each subsystem from the previous SEA model (see Figure 8.4) is divided into four smaller ones by dividing them in the vertical and lateral axes, see Figure 8.13.
Now to meet the requirements for using the SEA method, most of the 44 subsystems have more than five modes from the 250 Hz band except the subsystems at the two ends for the gangway region which satisfy the criterion from the 400 Hz band. The modal overlap in most subsystems is greater than 1 from the 630 Hz band. The 44 subsystem SEA model is therefore applicable from the 630 Hz band and above. The power input to each system is separated into four according to the corresponding exterior surfaces from the previous case. Figure 8.14 gives the sound distribution in the subsystems in example frequency bands (125 Hz, 400 Hz, 800 Hz and 1600 Hz). In each case the two subsystems in the upper layer are identical to each other, and the same is true for the two in the lower layer. The sound pressure levels along the train cabin from the upper layer and the lower layer are plotted in Figure 8.15. At the end of the carriage, the sound pressure level from the lower subsystems (close to the train floor) is higher than that from the upper subsystems. In the middle of the carriage, there is no noticeable difference between the two layers in terms of sound pressure level. The sound pressure levels obtained from the average of the mean-square pressures is also shown in Figure 8.15, indicated by the red curve with cross marks.

Figure 8.14. Sound pressure level distribution along the cabin axis from the 44 subsystems SEA.
The predictions of the sound distribution along the train axis from the 44 subsystem SEA model (averaged results) are compared with the previous predictions from the 11 subsystem SEA model in Figure 8.16. The carriage and the sound source are symmetric about the train’s centre vertical plane. The sound incident from its left side and that from its right side are identical, thus dividing the cabin into more subsystems will not improve the predictions significantly. The sound pressure levels predicted by the 44 subsystem SEA model are similar to the previous ones. For simplicity and because the measurements were only made at a single height which is near the middle, the previous 11 subsystem SEA model is used to compare with the measured data and to investigate the influence of dissipation loss factors on interior noise in the rest of this Chapter.
Figure 8.16. Comparison of the sound pressure level distribution along the cabin axis between the two SEA models. Lines marked with circle are from the previous SEA, Lines marked with cross are from the 44 subsystem SEA, : 125 Hz band; : 400 Hz band; : 800 Hz band; : 1600 Hz band.

8.8 Experimental validation

Figure 8.17 shows the measurements of sound pressure inside the vehicle and Figure 8.18 shows the interior microphone positions. More details can be found in Appendix B.5. Five positions were measured on the centre line of the carriage at 1.5 m above the floor. Along the train axis direction, Point 2002 is in the middle of the two adjacent carriages, Point 2004 is right above the trailer bogie and Point 2006 is in the middle of the carriage. Point 2003 is between Points 2002 and 2004 and Point 2005 is between 2004 and 2006. The vehicle was running at 50 km/h during the tests.
Figure 8.17. Experimental set up for interior noise measuring [87].


Here it should be noted that only the airborne noise inside the vehicle is considered in this work. From [87] the measurements indicated that the structure-borne noise is only important at low frequency and it decreases with increasing frequency, see Figure 8.19. Above 500 Hz, the structure-borne noise decreases rapidly to negligible levels. The comparison of the airborne and structure-borne noise associated with this vehicle shows that ignoring the structure-borne noise will only slightly affect the accuracy below 160 Hz.
Figure 8.19. Structure-borne contribution to total interior noise for microphones 2004-2006 (based on experimental data, solid lines indicate structure-borne noise in the train cabin, dashed lines indicate total noise in the train cabin) [87].

The predictions of the noise inside the vehicle obtained by using the SEA model are compared with the measurements in Figure 8.20. The predictions capture the main trend of the sound spectrum in comparison with the measurements below 2 kHz. Their overall sound pressure levels and the relative errors are listed in Table 8.3. The difference in terms of overall sound pressure levels is around 2–3 dB. There is a peak in the measured sound pressure levels in the 3150 Hz band in some locations, especially position 2004. This is not present in the measured sound pressure levels beneath the train and on the train side surfaces. It is therefore believed that this is due to other interior noise sources.
Figure 8.20. Comparison between predictions and measurements in terms of sound pressure levels in the train, (a) point 2002, (b) point 2003, (c) point 2004, (d) point 2005, (e) point 2006.

Table 8.3. Difference in overall sound pressure levels inside the train (dB(A)).

<table>
<thead>
<tr>
<th>Point 2002</th>
<th>Point 2003</th>
<th>Point 2004</th>
<th>Point 2005</th>
<th>Point 2006</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prediction–Measurement (dB(A))</td>
<td>2.1</td>
<td>2.8</td>
<td>3.2</td>
<td>2.9</td>
</tr>
</tbody>
</table>
Figure 8.21 shows the comparison of sound pressure distribution along the train cabin between the predictions and the measurements. Sound pressure distribution in three one-third octave frequency bands, 160 Hz (low frequency), 800 Hz (mid frequency), 1600 Hz (high frequency), and the overall sound pressure distribution are shown as examples. There are some differences in sound pressure levels but the predictions and the measurements have similar trends.

Figure 8.21. Comparison of sound decay along the train between predictions and measurements. —: 160 Hz, SEA; ---: 800 Hz, SEA; ——: 1600 Hz, SEA; ———: Overall, SEA, —: 160 Hz, measured; ——: 800 Hz, measured; ——: 1600 Hz, measured; ———: Overall, measured.

From Figure 8.20 and Figure 8.21, it can be seen that the predicted spectra are similar to the measured ones at low frequency. Some errors appear in the 500 Hz band. This comes from the rail noise (see Figure 8.12) which has been calibrated by exterior SPL measurements but the sound incident on the surfaces may be different (e.g. it may have a different directivity to what has been assumed). The over-prediction of sound pressure in the 500 Hz band has also been found in Figure 3.24 and Figure 4.28. It seems the error in the exterior pressure has propagated to the interior. Besides, some differences appear at high frequency. Apart from the possibility that additional exterior and interior noise sources were present that have not been allowed for, there are other assumptions in the SEA model that might cause the discrepancies. For instance, the sound incident on the train external surfaces is calculated based on the assumption of a diffuse incident field. An average absorption coefficient was calculated from the measured reverberation time, while in reality different surfaces have different absorption. Also, the measured STL is likely to be inaccurate at high frequencies.
8.9 Influence of dissipation loss factor on the interior noise

8.9.1Doubling/halving loss factors

The absorption inside the train cabin is important for the interior noise and it could be modified to control the noise. To test how the change of the absorption will affect the interior noise distribution, the original dissipation loss factors inside the train cabin are halved or doubled in the model. The sound distribution inside the train with different dissipation loss factors $\eta_i$ is illustrated in Figure 8.22 for four example frequency bands.

![Sound distribution graphs](image)

Figure 8.22. Sound level spatial distribution for different absorption, (a) 125 Hz, (b) 400 Hz, (c) 800 Hz, (d) 1600 Hz.
It is found that the sound spatial distribution as well as the overall level is sensitive to the absorption in the train cabin, especially the sound pressure level in the middle. When the dissipation loss factors in each subsystem are halved or doubled, the sound pressure levels are not just increased or decreased by 3 dB. Instead, the change of sound pressure levels is less than 3 dB at the ends of the carriage and greater than 3 dB in the middle. When the loss factor is halved, the spatial decay of the sound along the carriage is lower while it is higher for a doubled loss factor. This is because the power input to the cabin is mainly in the bogie regions and the ends of the carriage. For a low loss factor, a more reverberant sound field is generated in the cabin leading to a more even spatial distribution. Conversely, for a high interior loss factor, the sound decays more rapidly along the carriage.

8.9.2 Effect of people

The running tests were for an empty train. In a more realistic situation, the additional absorption of passengers should be considered. The information on absorption of passengers is rather limited. Adelman-Larsen et al. [113] measured the absorption of a standing audience in a rock concert hall with a density of about 2.7 people per square metre. They are shown in Figure 8.23, along with coefficients for a seated audience in a classical concert hall with a density of about 2 person/m² from Meyer et al. [114]. The absorption coefficients are defined as per floor area. The absorption coefficients are greater than 1 in some frequency ranges. This can be attributed to the fact that an audience is not a simple two-dimensional surface. Therefore, the effective absorption area of an audience is larger than the area they cover on the floor. The data shows that the absorption coefficients of the audience are close to the absorption coefficients of the train at low frequency. But they are six to eight times higher than the absorption of the train in the mid-high frequency bands.
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Figure 8.23. Absorption coefficients (per floor area) for passengers based on data for audience. Standing people with a density of about 2.7 people/m² from [113] and seated people with a density of 2 people/m² from [114]. Absorption of the train, measured by UPV [87].

It can be assumed that similar results can be applied to the interior of a train. The seated audience in a classical concert with a density of 2 people/m² corresponds to about 95 passengers seated in the train cabin considered in this work (the metro train was 2.8 m wide by 17 m long). Compared with classical concerts, audiences at rock concerts are usually standing and more densely packed, similar to passengers standing in a metro train. It is assumed that the passenger density in a fully loaded metro train is like that in a rock concert, about 2.7 people/m². It corresponds to a fully loaded metro train with 128 standing passengers in each carriage according to the train floor area. In practice, there will be complex diffraction effects between and around passengers and a reduction in the effective acoustic volume inside the train cabin, which are ignored in this work.

From Figure 8.17, the metro vehicle in the test had about 30 seats. It is first assumed that 24 people are seated in that vehicle. Based on the density of 2 people/m² an area of 12 m² is associated with the absorption of the seated passengers. Alternatively, 24 people standing in the train cabin are considered, which for standing people with a density of 2.7 people/m² will be associated with an area of 8.9 m². It is found that the two situations are very similar in terms of interior noise. The sound distribution along the train for the two situations are shown in Figure 8.24. Either 24 people seated or standing in the train will not decrease the sound in the train significantly at low frequency, for example, in the middle of the carriage there is a reduction of about 0.7 dB in the 125 Hz band and 1.0 dB in the 400 Hz band. However, the
decreases at high frequency are more noticeable, sound pressure levels in the middle of the carriage decreased by 2.0 dB in the 800 Hz band and by 2.6 dB in the 1600 Hz band.

An extreme situation, peak time in traffic, is also considered. It is assumed that the metro train is fully loaded with 128 standing people. With the dissipation loss factor of the floor modified to account for the presence of fully loaded passengers, the sound distribution in the train cabin along the axis is shown in Figure 8.24. The passengers do not make a significant difference to the sound distribution in the cabin at low frequency as well because the absorption is not increased much. However, at high frequency the presence of passengers increases the absorption inside the train, leading to a less reverberant sound field. As a consequence, the sound pressure level in the middle of the carriage decreased by 7.1 dB for the standing case in the 400 Hz band, by 9.6 dB in the 800 Hz band, and by 10.2 dB in the 1600 Hz band.

Figure 8.24. Sound level spatial distribution under different passenger load, (a) 125 Hz, (b) 400 Hz, (c) 800 Hz, (d) 1600 Hz.
The sound spectra in the train cabin at two locations are calculated and shown in Figure 8.25. It can be seen again that the passengers do not make a significant difference to the sound pressure level in the cabin at low frequency but lead to a considerable reduction of noise at high frequency. Also, the presence of the passengers provides a larger influence in the middle of the cabin than at the end. The overall sound pressure level at the end of the carriage decreases by 0.9 dB(A) for the 24 people seated/standing case and decreased by 2~3 dB(A) for the fully loaded case. In the middle of the carriage, the overall sound pressure level drops by 2.5 dB(A) for the 24 people seated/standing case and by 6~7 dB(A) for the fully loaded case.
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Figure 8.25. Sound pressure level at the (a) end of the carriage, (b) middle of the carriage.
8.10 Summary

In this chapter, a framework is described that can be used to predict the airborne noise inside a railway vehicle due to rolling noise. The interior noise is predicted by using an SEA model, the dissipation loss factors are determined by the measured reverberation time. The input power is calculated by combining the measured transmission loss of the train wall structures with the sound power incident on the train floor and sides. The latter is determined by using a combination of an equivalent noise source model and SEA for the under-floor area (Chapter 3), while the power incident on the sides is calculated by using a wavenumber domain boundary element method (Chapter 4). In the present chapter measured transmission losses have been used but the theoretical approaches described in Chapters 6 and 7 could also be used. Pantograph noise as considered in Chapter 5 could also be included using similar methodologies but is not relevant for the low speed considered in the case study.

The calculation procedure is applied to a metro train and the results show that the power incident on the floor is about 15-20 dB higher than that on the train sides and gangway. The sound power incident on the train sides and on the gangway are similar in level. For the case studied a large proportion of the power is transmitted into the train cabin from the gangway region, due to its lower sound transmission loss. The interior noise distribution shows that the ends of the cabin are noisier than the middle (6~7 dB(A) difference).

Existing field measurements of the sound below the vehicle, on the train side surfaces and inside the train cabin were used to validate the predictions from the models developed in this work. The comparisons show that the approach can give reasonable predictions of the interior noise.
Chapter 9  Conclusions and recommendations

The work presented in this thesis aims to create a comprehensive approach to combine the advantages of various existing methods to model the exterior noise sources, airborne transmission paths and the interior noise associated with running railway vehicles. The most important conclusions and several recommendations for future work are outlined in this chapter.

9.1  Conclusions

Rolling noise and aerodynamic noise are assumed to be the most significant noise sources associated with railway vehicles. To predict the noise inside a railway vehicle, rolling noise and the aerodynamic noise from the pantograph are considered in this work. The noise transmission through the train wall structures are investigated by using both the 2.5D FE/BE method and the SEA method with some essential parameters determined with assistance from the 2.5D FE calculation. The interior noise is predicted by using another SEA model.

The acoustical behaviour beneath the train floor has been thoroughly studied. It has both direct and reverberant sound parts because of the presence of the ballast and the equipment mounted on the train floor and the reflection and scattering of them. The sound pressure level due to the reverberant part is higher than that caused by the direct sound but the sound powers incident on the train floor from the two components are nearly the same. Measurements were carried out on a static 1:5 scale train model using an omindirectional source which showed good agreement with the sound pressure decay under the vehicle; differences are less than 1 dB on average.

Noise can also diffract from the edge of the fairings to the side surfaces of the train. A 2.5D BE approach has been developed to calculate the noise transmission from the wheel, rail and sleepers to the sound pressure on the external surfaces of a train. The sound level reduces with increasing height. The noise on the train roof due to the wheel and rail is less significant and is estimated to be around 30 dB lower than the noise impinging on the floor. Laboratory measurements have been carried out to validate the 2.5D BE models. The comparisons with the laboratory tests showed that the predicted sound pressure levels from the 2.5D model and the measured ones had a similar decay trend along the train axis direction and the average difference of the sound pressure levels between measurement and prediction was less than 3 dB.
Field measurements obtained in a recent EU project RUN2Rail (measured by UPV) have also been used to validate the predictive models for noise below the vehicle and for noise incident on the train sides. In terms of the noise beneath the vehicle, the sound pressure spectrum measured below the train floor was in reasonable agreement with the predictions, with overall sound pressure levels differing by less than 3 dB. In terms of noise incident on the train sides, the field measurements of sound pressure on a stationary train have shown that the predicted sound pressure distribution with the train height on the train sides was close to measured values. In the field measurement on a running train, the predictions and the measurements agreed well in terms of sound pressure spectrum and the overall sound pressure levels had less than 3 dB difference.

The noise from the components of the pantograph had previously been calculated by using computational fluid dynamics methods and a database of the parameters that can be used to predict the noise from these components had previously been built at the ISVR. They are employed in this work and the sound power of the pantograph has been calculated by using the component-based approach and that database. The 2.5D BE method has been used to model the noise propagation from the pantograph to the train external surfaces. The sound pressure level distribution on the train external surfaces from the 2.5D model shows that the pantograph noise is very high in a region that is quite localised directly below the pantograph. With increasing distance from the pantograph, the sound pressure level decreases rapidly due to the pantograph radiation directivity and geometric spreading. The simulation on the 1:5 scale train model shows that the difference between the sound pressure level on the train roof and sides is about 20 dB in the plane of the pantograph. The levels gradually converge with increasing distance and there is about 10 dB difference at the end of the vehicle (1 m away from the pantograph in the 1:5 scale model). The wind causes influence on the sound pressure levels but works differently in the upstream and downstream directions. The sound pressure amplitude in the upstream direction is enhanced while in the downstream direction it is attenuated. Moreover, the wind gradient in the boundary layer changes the direction of the sound, thus making the sound rays bend away from the train surfaces in the upstream direction and towards the train surfaces in the downstream direction. Therefore, a quiet shadow area is formed in the upstream direction. The amplification/attenuation of the sound pressure amplitude caused by the wind can be modelled by using an equivalent sound speed in the 2.5D model.
The noise transmission through the train wall structures (a segment of an extruded panel is considered as example) is investigated by using the 2.5D FE/BE method and the SEA approach. The simulations of sound radiation show that, below the cut on frequency of the local modes, the global radiation is dominant, while above this cut on frequency, the local modes will dominate the vibration levels and radiation efficiency. The location of the force, in particular whether it is on a stiffener or a plate strip, will affect the radiation efficiency of the extrusion. An SEA model has been created to predict the sound transmission loss and radiation efficiency of the extrusion with parameters determined from the 2.5D FE model. It has been found that the use of an equivalent width for the strips will predict their modal densities reasonably well near their cut on frequencies but underestimates them at high frequencies. With some essential parameters determined from the 2.5D FE model, the SEA model can predict the sound transmission loss and the radiation efficiency of the extrusion with good quality at most frequencies. Compared with existing measurements, the radiation efficiencies of the extrusion obtained by the current SEA model have some errors between 800 ~ 1250 Hz bands when exciting the strips. The reason for that is unknown and it needs further investigation.

Interior noise has been modelled by using an SEA model of the interior acoustic space with the excitation due to the noise sources outside the train. The calculation procedure has been applied to a metro vehicle and the results show that the sound power incident on the floor is about 15-20 dB higher than that on the train sides and gangway. The sound power incident on the train sides and on the gangway were similar in levels. In that case the highest levels of the sound power of rolling noise were transmitted into the train cabin from the gangway region, due to its lower sound transmission loss. The interior noise distribution from the simulation showed that the ends of the cabin were noisier than the middle. The added absorption due to passengers was also considered based on published data from concert audiences. If the absorption due to passengers was added, a less reverberant sound field was generated and the sound pressure decayed faster from the end of the cabin to its middle. Predictions of sound in that metro train were compared with field measurements from the RUN2Rail project. The differences were about 3 dB.

These comparisons in terms of laboratory tests and field measurements show that these models are relatively accurate and reliable. Besides, they are also computationally efficient. These approaches can help to get a better understanding of noise sources, noise transmission
Chapter 9

paths and also interior noise. They can be used in a straightforward way to predict the noise inside a railway vehicle.

9.2 Recommendations for future work

Through this framework, the noise inside a railway vehicle has been predicted. The following recommendations are given for further work to extend and improve the methods presented in this thesis.

First, the modelling of rail vibration in Chapter 3 and 4 is based on a Timoshenko beam supported on an elastic foundation while in reality it is discretely supported by sleepers. By using a Timoshenko beam model, the cross-section deformation of the rail was not considered. Besides, the continuous foundation will not model the rail-sleeper interaction precisely when the rail pad stiffness is high. The noise radiation from the rail can be calculated by using the 2.5D FE/BE coupled approach which will take into account the cross-section deformation of the rail. The sleepers are discrete. In modelling the sleepers in the 2.5D model, some empirical scaling factors were used. This can be considered more precisely. The sleepers can be modelled by periodic structures. The vibration of the sleepers can be obtained by using periodic square windows to truncate the vibration of the rail. By doing so, no scaling factors are required. In the 2.5D model, the wheel is considered by a single point source which might affect the prediction at high frequency. It can be improved by either using more point sources or finding other methods to model the wheel, for example, the wave number domain method in a cylindrical coordinate system.

The 2.5D FE/BE model for noise transmission through train wall structures cannot model any geometrical discontinuities, for example the influences caused by the equipment on the train floor and the windows on the train sides. When using the SEA model in the current work, the averaged radiation efficiency of the strips was used to determine the coupling loss factors, while in a real situation each strip may dominate the vibration levels and the radiated sound power around their individual natural frequencies. The vibration of the strips could be further studied to understand how they contribute to the whole radiation. In Chapter 7, the extruded panel was modelled by four subsystems. It will be useful to create another SEA model to consider each strip in a separate subsystem. Also it worth creating other SEA models which have an intermediate number of subsystems. By doing so their predictions can be compared and better accuracy may be achieved.
An SEA model has been used to predict the interior noise and it showed reasonable agreement. An alternative way is to use a 2.5D FE/BE model to predict the interior noise. This will make good use of the 2.5D BE model for exterior noise prediction and there is no need to apply the inverse Fourier transform to calculate the sound spatial distribution on the train external surfaces.

The content of this thesis mainly focuses on the prediction of the airborne noise, the structure borne noise is not included. In Chapters 6 and 7 the structure-borne noise transmission through the train wall structures has been investigated. To include the structure-borne noise in the train cabin, further work is needed to calculate the mechanical force excitation that comes from the wheel/rail interaction, being transmitted through the bogie system and finally excites the train floor. The contributions from the two parts can be investigated in further work.

Noise control strategies could be used to control the interior noise, but in this thesis only the interior absorption is considered. It is interesting to find out efficient measures, for example advanced passive noise control strategies on the noise sources and transmission paths to mitigate the interior noise, including new designed wheels and embedded rails, porous absorbing material on the track, noise barriers, applying advanced material on the train external surfaces to enhance the reflection of incident sound, applying acoustic black holes on the train body to reallocate its vibration, etc.

In further work, the methodology provided for rolling noise can be extended to other noise sources, such as fans, motors, compressors, etc. The methodology provided for the aerodynamic noise sources and applied to the pantograph can be extended to other sources such as the bogie region. The method proposed for modelling the effect of flow on aerodynamic noise can be extended to rolling noise (and other sources). The angles of incident sound waves on the train wall can be further studied by using the ray tracing method and maybe validated by measurements.
Appendices

Appendix A  
TWINS model for rolling noise

The following is a summary based on [2]. Rolling noise is generated by wheel and rail vibration. The vibration of rails and wheels is induced by the dynamic contact force, which is caused by the roughness on the wheel and rail running surfaces. This is shown in the schematic diagram in Figure A.1. The axis system with origin at the centre of wheel/rail contact zone is shown in Figure A.2.

Figure A.1. The schematic diagram of rolling noise [2].

Figure A.2. Axis system with origin at the centre of wheel/rail contact zone [2].
Thompson [2] studied the vibration behaviour of the wheel and the rail, and used a contact spring to couple the responses of the wheel and the rail. The wheel/rail system, shown in Figure A.3, can be represented by two dynamic systems connected at a point and excited by a relative displacement between them. A third system, the contact spring, is connected in parallel with the others. The motion of the wheel along the rail is ignored and replaced by a moving excitation in which the roughness strip is pulled through the gap between the wheel and the rail.

![Figure A.3. Schematic diagram of the wheel/rail system, (a) excitation by roughness r, (b) dynamic forces acting in vertical direction [2].](image)

The roughness is acting in vertical direction, but the wheel and rail are coupled not only in vertical direction but also in other directions. In practice, up to six coordinates, including three displacements and three rotations can be included. Assuming the rail is excited by a harmonic force at circular frequency $\omega$ and complex amplitude $[F]$ ($[F]$ is the excitation vector up to six forces). The mobility of the rail, $\{Y_r\}$ is calculated based on the Timoshenko beam model and the mobility of the wheel, $\{Y_w\}$ is calculated based on the finite element model, in which modal analysis is used modal summation including the effect of rotation. The vibrational velocity amplitude of the rail ($\{v_r\}$) and the wheel ($\{v_w\}$) in the multi-degree-of-freedom coupling system are satisfied for

$$\{v_r\} = [Y_r][F] \quad (A.1)$$
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\[ \{v \_w\} = -[Y \_w]\{F\} \]  

(A.2)

where all the variables are taking the matrix form and have up to six components. The contact zone can also be represented by a mobility matrix, \([Y _c]\), which meets the relation

\[ \{v \_c\} = [Y _c]\{F\} = \frac{i\omega \{F\}}{\{K _H\}} \]  

(A.3)

where \([K _H]\) is the linearized contact stiffness. Roughness only acts in the vertical direction. Introducing roughness with amplitude \(r\) at angular frequency \(\omega\), the rail velocity amplitude is then expressed as

\[ \{v \_r\} = \begin{pmatrix} 0 \\ i\omega r \end{pmatrix} + \{v \_w\} - \{v \_c\} \]  

(A.4)

Then the interaction force vector can be expressed by

\[ \{F\} = [Y _r + Y _w + Y _c]^{-1}\begin{pmatrix} 0 \\ i\omega r \end{pmatrix} \]  

(A.5)

So, the velocity amplitude of the rail and the wheel at the contact point can be obtained:

\[ \{v \_r\} = [Y _r][Y _r + Y _w + Y _c]^{-1}\begin{pmatrix} 0 \\ i\omega r \end{pmatrix} \]  

(A.6)

\[ \{v \_w\} = [Y _w][Y _r + Y _w + Y _c]^{-1}\begin{pmatrix} 0 \\ i\omega r \end{pmatrix} \]  

(A.7)

For any vibrating structures, the sound power radiated by an object at a particular frequency can be written as

\[ W = \rho_0 c_0 S \left(\frac{v^2}{2}\right) \sigma \]  

(A.8)
where $S$ is the surface area of the vibrating structure, $\rho_0$ is the density of air and $c_0$ is the sound speed, which take the values 1.2 kg/m$^3$ and 343 m/s. $\langle v^2 \rangle$ is the squared velocity normal to the surface in the frequency band of interest, which is averaged both over time and over the surface area. $\sigma$ is the radiation ratio, determined by the size and shape of the vibrating structure, and also the way it vibrates. For the wheel and rail case, more details about the radiation ratio can be found out in [2].

The sound radiation from wheel/rail interaction are built in TWINS model (Track-Wheel Interaction Noise Software), which has become an established method for rolling noise prediction. The flowchart of calculating rolling noise in TWINS model is given in Figure A.4.

![Flowchart of TWINS model](image)

Figure A.4. The flowchart of the TWINS model [2].
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Appendix B  Field measurements on a metro train in the RUN2Rail project

Field measurements were carried out as part of the EU/Shift2Rail project RUN2Rail by Vibratec and Polytechnic University of Valencia in collaboration with Metro de Madrid. A summary is given here based on information given in [87].

B.1. Rolling noise measurements and model

Figure B.1 shows the microphone locations for the pass-by noise measurements. Three pass-by noise microphones were set aside the rail. Microphone M1 is 4 m away from the rail on the left side and the height is 1.4 m above the ground. M2 is 4 m away from the same rail but the height is 2 m above the ground. M3 is 7.5 m from the centreline of the track with a height 1.2 m above the ground.

![Microphone locations diagram](image)

Figure B.1. Pass-by noise microphones: M1 and M2 at 4 meters from the rail head, M3 at 7.5 meters from the centreline of the track.

The sound power associated to rolling noise in this case is calculated by using the TWINS [10] model (see also Appendix A). This requires wheel and track data and calculates the
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sound power radiated by wheels, rail and sleepers. The parameters for the track model corresponding to this measurement are listed in Table B.1. The parameters used for the wheel are listed in Table B.2. The natural frequencies of the most important modes are listed in Table B.3.

<table>
<thead>
<tr>
<th>Table B.1 Parameters used to represent the railway track in the test.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Vertical</strong></td>
</tr>
<tr>
<td>Rail bending stiffness (Nm²)</td>
</tr>
<tr>
<td>Rail shear coefficient</td>
</tr>
<tr>
<td>Rail loss factor</td>
</tr>
<tr>
<td>Mass per length (kg/m)</td>
</tr>
<tr>
<td>Pad stiffness (N/m)</td>
</tr>
<tr>
<td>Pad loss factor</td>
</tr>
<tr>
<td>Sleeper mass (half, kg)</td>
</tr>
<tr>
<td>Distance between sleepers (m)</td>
</tr>
<tr>
<td>Ballast stiffness</td>
</tr>
<tr>
<td>Ballast loss factor</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table B.2. Parameters used to represent the wheel in the test.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wheelset mass</td>
</tr>
<tr>
<td>1100 kg</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table B.3. Natural frequencies in Hz of wheel for zero-nodal-circle, one-nodal-circle, and radial modes.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
</tr>
<tr>
<td>$(n,0)$</td>
</tr>
<tr>
<td>$(n,1)$</td>
</tr>
<tr>
<td>$(n,R)$</td>
</tr>
<tr>
<td>$(n,2)$</td>
</tr>
<tr>
<td>$(n,C)$</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
</tbody>
</table>

In the current measurements, the sleeper spacing is large (1 m), and the rail pads have a high value of stiffness. Consequently, significant differences are found between the rail response measured above a sleeper and at mid-span. The effect of the discrete support provided by the sleepers is therefore considered. The commonly used continuously supported model and
the discretely supported model [2] used in the current case are shown in Figure B.2. The response in the discretely supported model is determined from the superposition of the response of the rail to the contact force and the response to the reaction forces at each support point. In the TWINS model used, the effect of the ground on the rail and sleeper radiation has been taken into account based on the work of Zhang et al. [20, 115].

![Figure B.2. Models for track vibration: (a) continuously supported; (b) discretely supported](image)

To calculate the track vibration and noise, the roughness spectrum is required. Figure B.3 shows the one-third octave band spectra of wheel and rail roughness which are used as input to the TWINS model. These are the averaged levels of the measured data described in [116].

![Figure B.3. Wheel and rail roughness spectra based on measured data [116]](image)

To improve the predicted noise spectra, a correction based on the differences between the measured and predicted vibration spectra was applied to the noise calculations for the track, but no correction was applied to the wheel component. To verify the validity of the prediction
of the sound power by using the TWINS calculation software with measured roughness and measured vibration of the rail, track-side microphones M1, M2, and M3 were set to measure the sound pressure levels when the train is passing by, see Figure B.1. The comparison of sound pressure levels between the predictions and the measurements are shown in Figure B.4. In Figure B.4(a), the results at receivers M1 and M2 are averaged by averaging the mean square pressure of sound at the two receivers. It is concluded from Figure B.4 that the TWINS calculation software with discrete supported rail model is reliable to give good quality prediction of the rolling noise.

![Figure B.4](image_url)

**Figure B.4.** Comparisons between measured and predicted noise levels after correction. (a) Averaged over receivers M1 and M2; (b) Receiver M3. —, Measurement; …, TWINS prediction with discrete supports. dB re $2.0 \times 10^{-5}$ Pa.

The predicted sound power of rolling noise from the TWINS model is then plotted in Figure B.5. It is found from Figure B.5 that the contribution from the sleepers are dominant below 200 Hz and it is negligible above 2000 Hz. The contribution from the rail becomes important in the middle frequency range from 315 Hz to 2500 Hz. Wheel sound power is not the most significant sources at most of the frequency range except the 250 Hz bands.
Figure B.5. Sound power spectrum for one wheel and associated track vibration showing components from the wheel, rail and sleeper for the field test situation at 50 km/h.
Appendices

B.2. Acoustic measurements beneath the vehicle and on external walls on a stationary metro train.

The results of the experimental measurements carried out beneath the vehicle and on exterior walls are shown in this section. For the first case, two microphone heights \( h = 0.17 \text{ m} \) and \( h = 0.32 \text{ m} \) were considered over the surface of the sleepers (see scheme in Figure B.6). The microphone positions are listed in Figure B.7. Microphone position 1 was at distance of 2 m from the source. The rest of microphone positions (2, 3, 4, ..., 8) had a relative separation of 1 m. For each position, two measurements were carried out.
Regarding the measurements on the exterior walls, see Figure B.8, the source was located in the central part of the bogie, close to the rail. The five microphone positions were located at a lateral distance of 0.3 m from the centre of the coach doors and right above the source. The relative vertical separation between microphone positions was 0.5 m, see Figures B.8 and B.9.

Figure B.8. Acoustic measurements on exterior walls.
Microphones (not to scale)

Source

Figure B.9. Acoustic measurements on exterior walls.
B.3. **Acoustic measurements beneath the vehicle and on external walls on a running metro train.**

During the running measurements at 50 km/h, six microphones were located below the floor, as shown in Figure B.10. Point 1002 is measured below the adjacent vehicle which had a motor bogie but it was switched off during the tests. Points 1002, 1007 and 1008 are located in the bogie area; Points 1012 and 1013 are in the middle region below the vehicle and point 1003 is in the gangway area. Their locations are listed in Table B.4.

![Figure B.10. Microphone locations below the floor.](image)

For the field measurements of the sound pressure on the external train surfaces in running operation, four microphones were located above the bogie area, as shown in Figure B.11. Microphones 1006, 1009, 1011 are 0.7 m above the bottom edge of the sidewall and microphone 1010 is 1.5 m above it. In addition, two microphones were located in the gangway area at different heights, numbered as points 1004 and 1005. Their locations are listed in Table B.4.
Figure B.11. Microphone locations on the side of the train.

Table B.4. Microphone positions for external pressure measuring.

<table>
<thead>
<tr>
<th>Microphone</th>
<th>X (m)</th>
<th>Y</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>1002</td>
<td>-5</td>
<td>car centre</td>
<td>on the car body</td>
</tr>
<tr>
<td>1003</td>
<td>-3.4</td>
<td>left gangway wall</td>
<td>on the gangway floor</td>
</tr>
<tr>
<td>1004</td>
<td>-3.4</td>
<td>left gangway wall</td>
<td>As 1009 and 1011</td>
</tr>
<tr>
<td>1005</td>
<td>-3.4</td>
<td>left gangway wall</td>
<td>As 1010</td>
</tr>
<tr>
<td>1006</td>
<td>-1.95</td>
<td>left car body skin</td>
<td>See Figure B.11</td>
</tr>
<tr>
<td>1007</td>
<td>-1.6</td>
<td>car centre</td>
<td>on the car floor</td>
</tr>
<tr>
<td>1008</td>
<td>+1.6</td>
<td>car centre</td>
<td>on the car floor</td>
</tr>
<tr>
<td>1009</td>
<td>+0.25</td>
<td>left car body skin</td>
<td>See Figure B.11</td>
</tr>
<tr>
<td>1010</td>
<td>+0.25</td>
<td>left car body skin</td>
<td>See Figure B.11</td>
</tr>
<tr>
<td>1011</td>
<td>+1.75</td>
<td>left car body skin</td>
<td>See Figure B.11</td>
</tr>
<tr>
<td>1012</td>
<td>+3.45</td>
<td>0.8 from the left car skin</td>
<td>on the car floor</td>
</tr>
<tr>
<td>1013</td>
<td>+3.95</td>
<td>car centre</td>
<td>on the car floor</td>
</tr>
</tbody>
</table>

The measurements of transmission loss were performed in a workshop. Two artificial sources (B&K Omni-power sources 4292-L connected to B&K power amplifier Type 2734 or equivalent) were placed inside the coach in order to create a diffuse field. The transmitted intensity is measured by scanning the outer skin of the coach with an intensity probe (type B&K 3599). Two different intensity probe spacers are used: 12 mm (limit: 5 kHz) and 50 mm (limit: 1.25 kHz). Measurements were carried out during night-time, since the background noise in the workshop was low during this period. Measurements were repeated twice for each panel to insure repeatability.

Transmission loss measurements of vehicle panels are shown in figures B.12 and B.13. The sound reduction index $R_d$ of a panel characterizes its acoustic transmission loss. It is defined by the ratio between the transmitted intensity $I_{\text{transmitted}}$ and the incident intensity $I_{\text{incident}}$, in a diffuse sound field:

$$R_d = -10 \log_{10} \left( \frac{I_{\text{transmitted}}}{I_{\text{incident}}} \right) = L_{l,\text{incident}} - L_{l,\text{transmitted}} \quad (B.1)$$

$L_l$ indicates the intensity levels in dB.

The incident intensity on the panels is deduced from the mean acoustic pressure level inside the coach using a diffuse field assumption. The average sound pressure level $L_{p,\text{diffuse}}$ is estimated using 3 microphones. Expressed in decibels (with the references: $10^{-12} \text{ W/m}^2$ for the intensity and $2.10^{-5} \text{ Pa}$ for the pressure), the relation is:

$$L_{l,\text{incident}} = L_{p,\text{diffuse}} - 6 \text{ dB} \quad (B.2)$$

Thus, inserting Equation (B.2) to Equation (B.1) gives:

$$R_d = (L_{p,\text{diffuse}} - 6 \text{ dB}) - L_{l,\text{transmitted}} \quad (B.3)$$

Finally, the sound reduction index $R_d$ per panel is directly available in one-third octave bands up to 5000 Hz. The values of the sound reduction index are not shown due to confidentiality reasons.
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Figure B.12. Three microphones to determine the incident intensity $L_{I,\text{incident}}$, here measurement of the gangway floor panel.

Figure B.13. Scanning of the gangway lateral panel to determine the transmitted intensity $L_{I,\text{transmitted}}$.

Figure B.14 shows the location of the investigated panels. These are listed in Table B.5. For some panels the sound reduction index $Rd$ had to be estimated for certain frequencies due to measurement difficulties (low transmitted intensity).

Figure B.14. Definition of the panels (view from the left side, equipped bogie on the right).
Table B.5. Panels for measurement of global sound reduction index.

<table>
<thead>
<tr>
<th>Panels</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Windows</strong></td>
</tr>
<tr>
<td>Central window - window part (glass)</td>
</tr>
<tr>
<td>Central window - lower part (aluminium)</td>
</tr>
<tr>
<td>Openable window - fixed part</td>
</tr>
<tr>
<td>Openable window - openable part</td>
</tr>
<tr>
<td>Openable window - total</td>
</tr>
<tr>
<td>Small window - window part (glass)</td>
</tr>
<tr>
<td>Small window - lower part (aluminium)</td>
</tr>
<tr>
<td><strong>Doors</strong></td>
</tr>
<tr>
<td>F panel (left door part) - with joints</td>
</tr>
<tr>
<td>B panel (right door part) - no joints</td>
</tr>
<tr>
<td>B panel (right door part) - with joints</td>
</tr>
<tr>
<td>F + B - total</td>
</tr>
<tr>
<td><strong>Gangway</strong></td>
</tr>
<tr>
<td>Gangway - lateral</td>
</tr>
<tr>
<td>Gangway - floor</td>
</tr>
<tr>
<td><strong>Floor</strong></td>
</tr>
<tr>
<td>Floor - zone 1</td>
</tr>
<tr>
<td>Floor - zone 2</td>
</tr>
</tbody>
</table>
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B.5. Measurements of internal absorption.

The internal absorption of the coach was assessed through measurements of the reverberation time. This was measured according to standard ISO 3382-2:2008 [117]. 28 measurements were carried out, considering 7 combinations of microphone and source positions, with 4 measurements associated with each combination. In this particular case, the notation used for microphones was “Position 1” and “Position 2”, while for source location the corresponding nomenclature was “Source 1”, “Source 2” and “Source 3”. Finally, combinations P1S1, P1S2, P2S1, P2S2, P3S1, P3S2 and P3S3 were taken into account. Additional details can be found in Figure B.15.

Several conditions had to be fulfilled during the measurements. In all cases, a minimum distance of 2 m between microphone positions was kept. Also, the minimum distance between microphones and reflective surfaces was 1 m (see Figure B.16 for illustration purposes). To compute the minimum separation between microphones and sources, Equation (1) of ISO 3382-2:2008 was considered,

\[ d_{\text{min}} = 2 \frac{\sqrt{V}}{c T_{60}} \]  

(B.4)

To calculate the volume, the following dimensions of the coach were used: length = 18 m, width = 2.48 m and height = 2.1 m, which yields \( V = 93.74 \, \text{m}^3 \). For a temperature of 19ºC, the speed of sound is given by \( c = 342.6 \, \text{m/s} \). Finally, a low value \( T_{60} = 0.3 \, \text{s} \) was assumed to compute an overestimated \( d_{\text{min}} = 1.91 \, \text{m} \).
Figure B.16. Reverberation time measurement at different sources and microphone locations.

Figure B.17 shows the average results in one-third octave bands. Note that, as mentioned previously, for a given curve associated with a microphone and source position, four measurements have been averaged. The final mean value is also depicted (which implies the average of 28 reverberation time measurements).

The absorption coefficient $\alpha$ was computed through Sabine’s equation,

$$T_{60} = 0.1611 \frac{V}{S\alpha}$$

where the surface area $S = 164.88 \text{ m}^2$ was computed neglecting front and rear coach ends. The corresponding values of the absorption coefficient are shown in Figure B.18.
Figure B.18. Absorption coefficient in one-third octave bands.

The measurement positions used for the interior noise in the metro train are shown in Figure B.19. The vehicle was running at 50 km/h. Five positions were measured on the centre line of the carriage at 1.5 m above the floor. Along the train axis direction, Point 2002 was in the middle of the two adjacent carriages, Point 2004 was right above the trailer bogie and Point 2006 was in the middle of the carriage. Point 2003 was between Points 2002 and 2004 and Point 2005 was between 2004 and 2006.

![Figure B.19. Interior microphone positions.](image)

The interior microphones set up in the measurements and the locations are shown in Figure B.20 and Table B.6.

![Figure B.20. Measurement of interior noise.](image)
Table B.6. Interior microphone locations.

<table>
<thead>
<tr>
<th>Microphones</th>
<th>Locations</th>
</tr>
</thead>
<tbody>
<tr>
<td>2002</td>
<td>Inter circulation</td>
</tr>
<tr>
<td>2003</td>
<td>Between 2002 and 2004</td>
</tr>
<tr>
<td>2004</td>
<td>Above Trailer bogie</td>
</tr>
<tr>
<td>2005</td>
<td>Between 2004 and 2006</td>
</tr>
<tr>
<td>2006</td>
<td>Centre of the car</td>
</tr>
</tbody>
</table>
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