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**Abstract**

In this paper, we explore the relations between liquidity, stock returns, and investor risk aversion as captured by the variance risk premium (VRP). This is motivated by theoretical and empirical evidence in the literature which suggests that investor risk aversion negatively correlates with asset liquidity, and ample empirical evidence documenting liquidity risk premium. We use monthly US data from January 1999 to December 2018 and show that innovations in the VRP Granger-cause stock returns, which in turn drive liquidity. Our findings are consistent with predictions of prior theories and highlight the predictability of the VRP. They also contribute to the on-going debate on the causal relation between stock returns and liquidity. Finally, we explore the channels through which the VRP impacts liquidity and find that the VRP influences market and momentum factors, and that movements in these factors lead to changes in liquidity.
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# 1. Introduction

The relation between risk and expected asset returns is at the centre of financial economics literature (Merton 1973). Despite close scrutiny and the consensus on liquidity as a risk factor (e.g., Pástor and Stambaugh 2003; Liu 2006), whether liquidity drives or is driven by stock returns is still being debated. Many studies argue that liquidity is able to predict future stock returns because of changes in transaction costs or behavioural biases such as over-optimism (e.g., Glosten and Milgrom 1985; Brennan and Subrahmanyam 1996; Lesmond et al. 1999; Jones 2002; Baker and Stein 2004; Bekaert et al. 2007). However, there also exists theoretical and empirical evidence that trading activities *follow* large absolute price changes or shocks to stock returns (e.g., Gallant et al. 1992; Hiemstra and Jones 1994; Chordia et al. 2001; Statman et al. 2006; Griffin et al. 2007; Hameed et al. 2010). Answers to this question are essential for advancing our understanding of the determinants of liquidity and asset returns as well as the relationship between them.

Meanwhile, the literature has seen extensive empirical evidence that the variance risk premium (hereafter VRP) can explain a sizeable proportion of stock market returns (e.g., Bollerslev et al. 2009, 2011, 2014; Drechsler and Yaron 2011; Feunou et al. 2018; Hollstein and Simen 2020). Theoretically, the VRP is induced by consumption uncertainty related to macroeconomic uncertainty and can be considered a measure of risk aversion for the representative agent (Rosenberg and Engle 2002; Bakshi and Madan 2006; Bollerslev et al. 2014). Hence, it is priced in asset returns.

With regard to the relation between the VRP and liquidity, the literature documents an impact of the VRP on liquidity mainly via two economic channels: investor risk aversion and macroeconomic uncertainty. On the one hand, Vayanos and Wang (2012) argue that investor risk aversion and asset return volatility exhibit negative impact on asset liquidity, whereas on the other, Segal et al. (2015) identify positive and negative innovations to macroeconomic growth as *good* and *bad* macroeconomic uncertainties, which not only display opposite effects on economic growth and asset prices but also correlate with subsequent stock liquidity. Empirically, Chiu (2020) and Chung and Chuwonganant (2014) show that uncertainty is an essential determinant of stock liquidity.

Motivated by these strands of the literature, in this paper we focus on the relations between the VRP, stock returns, and liquidity. In particular, we are interested in exploring the direct impact of the VRP on asset returns and liquidity, and the causal relation between stock returns and liquidity. To address these research questions, we adopt the Toda-Yamamoto Granger non-causality test (Toda and Yamamoto 1995) with tri-variate and bi-variate vector autoregressions (VAR). This non-causality test provides valid statistics irrespective of whether the time series are integrated or co-integrated. Moreover, it allows variables to be employed in their levels, avoiding potential information loss due to data differencing (Alexander 2001; De Prado 2018). Hence, performing the Granger non-causality test in the VAR facilitates the analysis of the relation between variables, especially when they exhibit time dependency. Our data are monthly US data on the VRP, stock market returns, and the popular Amihud (2002) illiquidity measure over the period from January 1990 to December 2018.

The contributions of our paper are twofold. First, to the best of our knowledge, this is the first study that comprehensively examines the relations between the VRP, stock returns, and liquidity. Consistent with evidence in Statman et al. (2006) and Chordia et al. (2007), we show that stock market returns Granger-cause market (il)liquidity, while there is no causal relationship running from (il)liquidity to returns. This is further substantiated by the generalized impulse response function, which offers no evidence that stock market returns respond to changes in market illiquidity. Our results suggest that the research seeking to exploit the potential impact of liquidity on return prediction is unlikely to be successful; or it could be potentially contaminated by endogeneity between liquidity and returns, i.e., the reverse causality.

In terms of the causal relationship between the VRP and market liquidity, our results show that the VRP Granger-causes both stock returns and illiquidity, whereas there is little evidence that illiquidity Granger-causes the VRP. We further investigate the predictability of the VRP and liquidity over stock returns with a large set of control variables. Our in- and out-of-sample forecasting regression results suggest that the VRP, rather than illiquidity, exhibits significant predictive power for returns, thus it contains useful forecasting information. Taken together, our results outline the following causal relation: movements in the VRP drive innovations in stock market returns, which give rise to changes in market liquidity. They also indicate that fundamentally it is the movement of investor risk aversion and economic uncertainty that drives changes in liquidity via its impact on innovations in stock returns.

We perform a range of robustness checks and find that our baseline results remain qualitatively the same when we use different VRP and returns measures, during different sub-sample periods, and in the presence of a large set of economic control variables. They are also robust when we divide the sample into pre- and post-financial crisis periods, and when we implement the alternative liquidity measure of Liu (2006). Hence, our paper adds to the literature by providing solid and comprehensive support for the predictability of the VRP on both stock returns and liquidity.

Our second contribution is that we explore yet another channel through which the VRP impacts (il)liquidity. More specifically, we examine how the VRP and (il)liquidity are related to stock returns by looking at the relation between the VRP and systematic factors, including the Fama-French three factors and the momentum factor of Carhart (1997), and between systematic factors and (il)liquidity. The Toda-Yamamoto Granger non-causality test reveals that the VRP Granger-causes the market, value, and momentum factors, while market and momentum factors affect variations in (il)liquidity. Furthermore, market (il)liquidity does not cause movement in any factor. These confirm our conjecture that investor risk aversion and economic uncertainty, captured by the VRP, exhibit strong predictive power for both asset returns and illiquidity. They are relevant to traders and fund managers who want to construct profitable trading strategies, and to regulators seeking to improve stock market efficiency and market quality.

The rest of the paper proceeds as follows. Section 2 summarizes related literature on economic uncertainty, risk aversion, and liquidity, and relation between liquidity and stock returns. Section 3 discusses data and variables. In Section 4, we conduct empirical analyses on the relation between key variables and perform robustness checks. Section 5 examines the channels through which the relations between the variables take effect. Finally, Section 6 concludes.

# 2. Related literature

# *2.1 Economic uncertainty, investor risk aversion, and liquidity*

As an early theoretical effort, Karady (1982) develops an asset pricing model to examine the relation among dynamic investor risk attitude, temporal risk aversion, and expected returns to liquid and illiquid stocks. It concludes that temporal risk aversion exhibits a marked impact on liquidity premium. More recently, Vayanos and Wang (2012) show that the level of asset liquidity is higher when investor risk aversion is low and asset return volatility decreases in a market with liquidity demanders and suppliers and in the presence of information asymmetry and imperfect competition.

Empirically, by decomposing the macroeconomic uncertainty into *good* and *bad* components which are respectively associated with positive and negative innovations to macroeconomic growth, Segal et al. (2015) posit that these two uncertainty types exhibit opposite impact on economic growth and asset prices. In a similar framework, Chiu (2020) documents that *good* (*bad*) macroeconomic uncertainty is positively (negatively) related to subsequent stock liquidity. Utilizing information in the options market, Chung and Chuwonganant (2014) show that market uncertainty displays a stronger impact on stock liquidity than the combined effect of other determinants of stock liquidity. In addition, the uncertainty elasticity of liquidity rises in the presence of regulatory change in the US market. These findings are in line with theoretical predictions in Brunnermeier and Pedersen (2009) that a higher level of market uncertainty weakens market makers’ liquidity-provision capacity.

In a parallel strand of the literature, the VRP, induced by consumption uncertainty of an economy, reflects investor risk aversion (Rosenberg and Engle 2002; Bollerslev et al. 2009), and can be expressed as a nonlinear function of or a proxy for the aggregate degree of risk aversion (Bakshi and Madan 2006; Bollerslev et al. 2009). As indicated in Drechsler and Yaron (2011), the VRP is particularly informative for unravelling the connections between uncertainty, dynamics of an economy, preferences, and asset prices. The paper demonstrates that the VRP is a useful proxy for agents’ perception of uncertainty and the risk of influential shocks to the economic state vector and bears a close relation to the risk aversion of a representative agent. Assuming a stochastic volatility process for asset returns, Bollerslev et al. (2011) argue that the VRP is related to risk aversion within the standard intertemporal asset pricing framework. Using a cost-free production-based equilibrium model, Ruan and Zhang (2018) find a positive relation between VRP and risk aversion.

Based on these studies, we infer that by capturing investor risk aversion and/or macroeconomic uncertainty, the VRP impacts market returns and liquidity.

# *2.2 The relation between stock returns and liquidity*

There exists a voluminous literature on the relation between liquidity and stock returns. Amihud and Mendelson (1986) adopt the bid-ask spread as a proxy for illiquidity and discover that expected stock returns are an increasing and concave function of illiquidity. Since then, alternative measures of liquidity have been proposed in the literature, such as the marginal cost of trading, dollar trading volume, and turnover ratio with consistent conclusions (Brennan and Subrahmanyam 1996).

A number of theories and empirical results suggest that liquidity has substantial predictive power for future returns at both firm and market levels (e.g., Jones 2002; Baker and Stein 2004; Li et al. 2014; Kalli and Studies 2019; Liu et al. 2020; Huang and Ho 2020). This predictability can be attributed to transaction cost due to adverse selection (e.g., Stoll 1978; Glosten and Milgrom 1985; Easley and O’Hara 1987; Grossman and Miller 1988). If transaction costs are high, investors discount risky assets at a higher rate and require higher expected returns. As a result, stocks are observed to have lower liquidity. Empirically, higher transaction costs, lower turnover, and higher illiquidity ratios are associated with higher future returns (Glosten and Milgrom 1985; Lesmond et al. 1999; Bekaert et al. 2007; Baradarannia and Peat 2013; Guo et al. 2017; Chen et al. 2018; Yildiz et al. 2020).

Meanwhile, there also exists empirical support for past returns and future illiquidity. Lakonishok and Smidt (1986) show that higher daily positive price movement leads to a higher level of liquidity for individual stocks. Similarly, Smirlock and Starks (1988) document that trading volume is caused by the variability of stock returns, and this relation tends to be stronger around earnings announcements. The results imply that the delivery of information to investors follows a sequential process as past returns provide information to improve volume forecasts. At the aggregate market level, Chordia et al. (2001) document that liquidity increases in recent down markets but decreases in recent up markets, as the latter attracts more investors and prompts changes in optimal portfolio compositions.

Chordia et al. (2002) employ the inventory model of Stoll (1978) and conjecture that liquidity is driven by the inventory holding cost, which arises from financing constraints and risk. This inventory cost theory offers a plausible explanation for the observed phenomenon of liquidity drying up in falling markets (Bernardo and Welch 2004; Hameed et al. 2010). Another explanation for the positive association between past returns and liquidity is the cost of participation. The participation model of Orosel (1998) assumes that sidelined investors do not invest in the stock market because of the participation costs such as trading and information costs. High stock market returns will induce these investors to increase their estimates of investment profitability and become more willing to participate. With a large sample of 46 countries, Griffin et al. (2007) find a positive relationship between past returns and future trading activity. Similarly, Bekaert et al. (2007) offer supportive evidence in emerging markets.

From a behavioural finance perspective, when irrational investors are excessively optimistic about the markets, they tend to trade more actively and boost liquidity. Conversely, over-pessimistic investors avoid trading and reduce market turnover. In both cases, stock prices eventually revert to fundamental values. Hence, behavioural theories imply that liquidity and future returns are negatively related (Jones 2002; Baker and Stein 2004; Grinblatt and Keloharju 2009; Daniel and Hirshleifer 2015).

Behavioural finance theories also provide plausible explanations for the association between past returns and liquidity. According to the disposition effect in Shefrin and Statman (1985), investors are reluctant to trade in down markets and wish to realize the gains in up markets. This implies that past returns affect investor trading activities and, in turn, impact liquidity. Odean (1998) draws upon the overconfidence theory and argues that high market gains (losses) can increase (reduce) investor overconfidence about the precision of their information and their ability to select stocks. It shows that overconfident investors tend to trade more frequently in the following period thus pushing up liquidity. Supportive empirical evidence at the market level is offered in Gervais and Odean (2001) and Statman et al. (2006).

To sum up, the literature sees inconclusive evidence on the causal relation between stock returns and liquidity. And we are not aware of prior studies that directly examine the impact of the VRP on liquidity.

# 3. Data and variables

## *3.1 The variance risk premium (VRP)*

Following Bollerslev et al. (2009), Drechsler and Yaron (2011), and Carr and Wu (2009), we define the VRP as the difference between risk-neutral and physical expected variances as follows:

  (1)

where *Q* and *P* represent the risk-neutral and physical probability measures, respectively, and $E\left(∙\right) $is the expectation operator. We follow the literature and employ the VIX index constructed via the model-free implied volatility approach as the measure of $E\_{t}^{Q}\left(Var\_{t,t+1}\right)$ observed at time *t* (Britten-Jones and Neuberger, 2000; Jiang and Tian, 2005).

The literature, however, disagrees on the proxy for expected realized volatility. For instance, Bollerslev et al. (2009) use the *ex post* realized return variation over the time interval [*t*-1, *t*], which is the lagged realized variance over [*t*, *t*+1]. The method is valid under the assumption that realized volatility is a martingale process. Following the usual practice in the variance swap market, Carr and Wu (2009) use *ex post* forward realized variance from daily price as the measure of expected realized variance. Drechsler and Yaron (2011), however, argue that intraday S&P 500 cash index returns may be subject to autocorrelation when summing up 500 individual stock prices. Hence, they consider the high frequency S&P 500 futures realized variance forecasts, by projecting such variance on VIX and lagged index realized variance.

Due to the advantages and disadvantages of the aforementioned measures, we construct all three VRP measures following Bollerslev et al. (2009), Carr and Wu (2009), and Drechsler and Yaron (2011) for the expected realized volatility. The VRP thus obtained are denoted by *VRPBTZ*, *VRPCW,* and *VRPDY*, respectively.

## *3.2 Illiquidity*

In our paper, we employ the illiquidity ratio of Amihud (2002) based on daily trading volumes and asset returns as the main liquidity measure. It is defined as the average ratio of absolute stock returns to the trading volume in dollars on the same day. The illiquidity ratio (*ILLIQ*) for stock *i* in month *t* is as follows:

  (2)

where *Ri,d* is the return on stock *i* on day *d* in month *t*, *VOLDi,d* is the corresponding daily volume in US dollars, and *Di* is the number of days with data available for stock  in month *t*. The market illiquidity ratio is then calculated as the equally-weighted average of the Amihud (2002) illiquidity ratio of individual stocks over all sample stocks in the market. This widely used illiquidity measure outperforms other illiquidity proxies as it captures Kyle’s lambda and has the largest correlation with liquidity benchmarks (Goyenko et al. 2009; Marshall et al. 2012; Mazouz et al. 2014; Wang and Zhang 2015; Saad and Samet 2017; Chong et al. 2017). Following Oded (2009) and Ascioglu et al. (2012), we scale the market illiquidity ratio by multiplying by 106 and then take the natural logarithm in our analysis.

## 3.3 Sample and descriptive statistics

For our empirical analysis, we employ monthly observations of the VRP, illiquidity, and excess returns for the US market over the period from January 1990 to December 2018. In addition to the full sample, we also perform a robustness check for four sub-samples: 1990 to 2012, 1992 to 2014, 1994 to 2016 and 1996 to 2018, which are equal in length and contain the 2008 global financial crisis.

First, we obtain *VRPBTZ, VRPCW* and *VRPDY* measures from Hao Zhou’s website.[[1]](#footnote-1) The 5-minute log returns of the S&P 500 index are employed to construct the monthly realised volatility, and the de-annualized monthly-end VIX-squared are used as a proxy for model-free implied volatility.

Second, we consider illiquidity for the S&P 500 index and aggregate stock market (NYSE), respectively. We obtain daily returns, prices, and stock trading volumes from the CRSP. Based on Eq. (2), we construct the monthly market-wide illiquidity ratio for the NYSE (*ILLIQNYSE*) and the S&P 500 index (*ILLIQSP500*).

Third, we also consider two stock return measures: the monthly excess returns on a value-weighted market portfolio (denoted by *VW*), and the S&P 500 index excess return (denoted by *INDEX*). We download the monthly value-weighted returns, the S&P 500 index returns, and the risk-free rate from the Center for Research in Security Prices (CRSP). We obtain the monthly Fama-French factors (*Rm-Rf*, *SMB*, and *HML*) and the momentum factor (*MOM*) from Kenneth French’s website**.**[[2]](#footnote-2)

Finally, following Bollerslev et al. (2009), our analysis also considers a number of economic predictors, including the price-earnings ratio (*PE*, defined as the difference between the log value of prices and earnings); the price-dividend ratio (*PD*, defined as the difference between log prices and log of dividends); the default spread (*DFSP*, defined as thedifference between Moody’s BAA- and AAA- rated corporate bond yields); the term spread (*TMSP*, defined as the difference between the 10-year T-bond and the 3-month T-bill yields); the stochastically de-trended risk-free rate (*RREL*, defined as the one-month T-bill rate minus its backward 12-month moving averages); and the consumption-wealth ratio (*CAY*, defined as the deviations from the common trend in consumption, asset wealth, and labor income in Lettau and Ludvigson, 2001)[[3]](#footnote-3). The monthly *PE* and *PD* ratios for the S&P 500 are obtained from Standard & Poor’s. The quarterly *CAY* is downloaded from Lettau and Ludvigson’s website, and we linearly interpolate the quarterly values of *CAY* to obtain the monthly *CAY*. The frequency of other economic data, the default spread, the term spread, the stochastically de-trended risk-free rate, is monthly, and they are downloaded from the Federal Reserve Bank of St. Louis website.

Table 1 reports the summary statistics for all variables: market returns (*VW* and *INDEX*), the VRP (*VRPBTZ, VRPCW* and *VRPDY*), Amihud illiquidity ratio (*ILLIQNYSE* and *ILLIQSP500*), and economic variables (*PD, PE, DFSP, TMSP*, *RREL* and *CAY*). All variables are reported as percentages where appropriate. We note that the annualized aggregate stock market returns are 6.76% and 6.89%, respectively, for *VW* and *INDEX*, while the standard deviations are 50.74% and 49.24%. For the VRP measures, the mean values of *VRPBTZ, VRPCW* and *VRPDY* are 15.80, 15.77 and 15.86, respectively, while their standard deviations are 20.19, 30.09 and 20.41, respectively. This indicates that, compared to *VRPBTZ* and *VRPDY*, the measure of *VRPCW* is more volatile. Table 1 also illustrates that the illiquidity of the aggregate stock market is higher in mean but lower in standard deviation than for those of the S&P 500 index.

[Insert Table 1 around here]

Furthermore, both return series display higher kurtosis than the normal distribution. Finally, we report the Ljung-Box Q-statistics for testing the autocorrelation of the variables. The Q-statistics are statistically significant for all variables except the excess returns. This is consistent with the results in Durand et al. (2011).

In Table 2 we provide the correlation matrix for the variables employed in this study. A high correlation is present between the illiquidity of the NYSE and S&P 500 index, and between the two portfolio return measures. These imply that the measures are representative, consistent and can be substituted for one another. We also find that the illiquidity of neither the NYSE nor S&P 500 is significantly related to contemporaneous portfolio returns. For the VRP, *VRPBTZ*, *VRPCW*, and *VRPDY* positively correlate with contemporaneous illiquidity.

[Insert Table 2 around here]

# 4. Empirical analyses

## *4.1 The Toda-Yamamoto Granger non-causality test*

We apply the Toda-Yamamoto Granger non-causality test to analyze the causal relationship between the VRP, returns and illiquidity.[[4]](#footnote-4) Following Chen et al. (2009), we test the causal relationship between the VRP and excess returns via the tri-variate vector autoregression (VAR) models using the asymmetric VAR equations below[[5]](#footnote-5), which do not impose common lags across all variables:

 (3a)

  (3b)

 (3c)

which allows us to explore the effect of each variable in predicting the others in the system and identify possible ordering issues. *ER* and *VRP* denote excess market returns (*VW* and *INDEX*) and the VRP (*VRPBTZ, VRPCW,* and *VRPDY*), respectively, and the lag length of the VAR model, *k*, is chosen by optimizing the Akaike Information Criterion (AIC).[[6]](#footnote-6) Following Toda and Yamanoto (1995), we augment the correct VAR order, *k*, by the maximal order of integration, *d*max. The (*k* + *d*max)-*th* order of the VAR is then estimated and the Wald statistic for the null hypothesis of non-causality is obtained by imposing zero restriction on the first *p* lags (Zapata and Rambaldi 1997). Consequently, the seemingly unrelated regression (SUR) is adopted to estimate the resulting system to ensure efficiency (Chen et al. 2009). In other words, the Toda-Yamamoto Granger non-causality test is employed to ensure that the test statistic for Granger causality has standard asymptotic distribution for valid statistical inferences.

Tables 3 and 4 report the *p*-value of chi-square statistics for the Toda-Yamamoto Granger non-causality tests based on the tri-variate VAR models over the full sample without and with control variables, respectively. For the Granger-causality relationship between the VRP and stock market returns, there is compelling evidence in Table 3 that the VRP Granger-causes stock market returns, as the likelihood ratio statistics are consistently significant at the 1% level. Nevertheless, we cannot reject the null hypothesis that stock returns do not Granger-cause the VRP. These results imply that the VRP drives stock market returns but not the other way round. With respect to the causal relationship between illiquidity and returns, there is insufficient evidence that illiquidity impacts on future stock returns. However, results indicate that illiquidity, both for the aggregate market and S&P 500 index portfolios, is significantly Granger-caused by stock returns at the 1% level. Therefore, there exists uni-directional causality from returns to illiquidity, which is in line with the finding of Chordia et al. (2002).

[Insert Table 3 around here]

If variations in the VRP lead to changes in returns and, in turn, to movements in market liquidity, we expect to find evidence of impact from the VRP on stock liquidity. In particular, prior studies indicate that both investor risk aversion and economic uncertainty influence stock market liquidity (Vayanos and Wang 2012; Chung and Chuwonganant 2014; Chiu 2020). Table 3 further suggests that the VRP Granger-causes illiquidity but not the other way round. All the likelihood ratios are significant, except for the causal relation from *VRPBTZ* to illiquidity. In other words, we can reject the null hypothesis of no causality from the VRP to market liquidity but cannot reject the null hypothesis that illiquidity measures do not Granger-cause the VRP. Our results provide new evidence that the movements of market liquidity are driven by innovations of the VRP. The insignificant results of *VRPBTZ* may reflect Drechsler and Yaron (2011) argument of autocorrelation existing in the *stable* index when summing up 500 separate individual stock prices.

In sum, our baseline results in Table 3 provide preliminary evidence that market returns do not Granger-cause the VRP, but the VRP does drive market returns. Second, returns Granger-cause illiquidity, while illiquidity does not affect market returns. Third, illiquidity does not Granger-cause the VRP, while there is substantial evidence that changes in the VRP Granger-cause movements in liquidity. These confirm our conjecture that variations in the VRP drive stock market returns and, in turn, market liquidity.

To examine whether the above relation is driven by other factors, we follow Bollerslev et al. (2009) and incorporate exogenous variables in the VAR models, including the price-earnings ratio, price-dividend ratio, default spread, term spread, stochastically de-trended risk-free rate, and consumption-wealth ratio as follows:

  (4a)  (4b)

 (4c)

The results, shown in Table 4, are in line with those presented in Table 3. Specifically, after controlling for economic variables, the VRP still Granger-causes returns and market illiquidity across different measures. Therefore, our baseline results of the causal relationship from the VRP to returns and illiquidity but not from returns and illiquidity to the VRP are not impacted by these economic variables.

[Insert Table 4 around here]

We further perform the analysis using the Toda-Yamamoto Granger non-causality test under the bi-variate VAR framework for a two-way relation using the following asymmetric VAR equations:

 (5a)

 (5b)

We examine whether the VRP Granger-causes excess returns and whether excess returns Granger-cause the VRP using equations (5a) - (5b). We also investigate the Ganger-causality relation between illiquidity and returns using equations (6a) - (6b) and between the VRP and illiquidity using (7a) - (7b).

 (6a)

 (6b)

 (7a)

 (7b)

Tables 5 and 6 report the *p*-value of chi-square statistics for the Toda-Yamamoto Granger non-causality tests based on the bi-variate VAR models without and with control variables, respectively. In order to test the robustness of the results over different sample periods with sufficient observations, we conduct the test over four 23-year rolling windows: 1990-2012, 1992-2014, 1994-2016, and 1996-2018. We reach the same conclusions as those based on tri-variate VAR models: changes in the VRP drive innovations in stock returns and stock returns affect illiquidity. For the relation between illiquidity and the VRP, we find no evidence of illiquidity driving the VRP, while there is an evident causal relationship from the VRP to illiquidity in most cases. We also divide the entire sample period into pre- and post-financial crisis windows (1990-2006 and 2007-2018), and the results remain qualitatively the same. These results are available upon request.

[Insert Tables 5 & 6 around here]

Overall, the results from the Toda-Yamamoto Granger non-causality test with tri- and bi-variate VAR models provide strong evidence to suggest that investor risk aversion Granger-causes stock market returns, and in turn, affects illiquidity. This further supports the evidence that innovations in investor risk aversion cause variations in market returns (Bollerslev et al. 2009; Drechsler and Yaron 2011) and sheds light on the debate over causality between stock returns and liquidity. More importantly, our results concur with the arguments for the role played by aggregate risk aversion and economic uncertainty (Vayanos and Wang 2012; Chung and Chuwonganant 2014; Chiu 2020) by revealing new evidence on the direct relation between the VRP and stock market liquidity and that VRP exhibits strong predictability not only on stock returns but also on liquidity.

## *4.2 The impulse response*

Following Koop et al. (1996) and Griffin et al. (2007), we utilize the generalized impulse response function derived from the VAR models to show how a variable responds to a shock on other variables in the system, and how long the impact will persist through the VAR.[[7]](#footnote-7) The generalized technique is superior to the traditional approach since it is not sensitive to the ordering of variables in the underlying VAR. Figure 1 depicts the estimated generalized impulse response functions for the VRP, excess returns, and illiquidity, with control variables for 24 months for the full sample. The response is depicted in a solid line with the confidence intervals (two standard errors) in dashed lines. In each graph, the horizontal axis represents the months relative to the shock, which occurs in Month 1. The vertical axis denotes the percentage change in each variable following a one-standard-deviation increase in the other variable.

[Insert Figure 1 around here]

In Panel A, we plot how stock returns respond to a one-standard-deviation innovation in the VRP and illiquidity. The third diagram in Panel A shows that stock returns significantly respond to shocks in the VRP. In response to a one-standard-deviation disturbance in *VRPBTZ*, stock returns are initially negative; they begin to increase in the first month, reach 10% in the second month, and decline gradually from the fourth month. For the first six months, the impulse response function is positive and significant. This indicates that the shocks in *VRPBTZ* exhibit a positive effect on stock market returns. It also implies that it takes about seven months for the stock returns to recover from a shock to the VRP on stock returns, for the relation between the two variables to fully play out while other variables remain constant. Similar patterns of impulse response are shown for the other two VRP measures, *VRPCW* and *VRPDY*. In contrast, the last two diagrams illustrate that, although the response of returns to a shock in *ILLIQNYSE* and *ILLIQSP500* is initially significant, it becomes insignificant after the first month. This is consistent with our prior results that illiquidity measures for both aggregate stock market and S&P 500 index do not Granger-cause returns. In addition, our results are qualitatively similar for returns to the S&P 500 index in Panel B.

Panels C and D display how illiquidity responds to a shock to stock market returns or the VRP. We find that a one-standard-deviation disturbance to *VW* and *INDEX* results in around a 0.2% decrease in stock illiquidity for the first two months, and gradually decreases. It is worth noting that the negative impact is significant for more than ten months following the shock, consistent with the findings from the Toda-Yamamoto Granger non-causality test indicating that changes in stock market returns lead to innovations in illiquidity. Meanwhile, a similar pattern is observed between illiquidity and the VRP. The marginally significant and negative response of illiquidity to *VRPBTZ* can be observed using conventional levels of confidence. Similarly, the fourth figure in Panel C shows that a one-standard-deviation disturbance to *VRPCW* results in around 0.1% decrease in illiquidity for the NYSE stocks in the first two months. Panel D illustrates the results of illiquidity on the S&P 500 index with similar patterns. Together, Panels C and D reveal that shocks in stock market returns have a substantial negative impact on illiquidity and so do shocks in VRP measures.

The impulse response of the VRP to illiquidity and market returns are shown in Panels E, F, and G. Although the initial responses of VRP measures to shocks in returns or illiquidity are significant for some measures, the significant effects disappear rapidly and last for at most two months. It is worth noting that the statistically significant responses of VRP measures to both excess returns and illiquidity cannot be observed. Therefore, it appears that shocks in neither stock market returns nor illiquidity affect investor attitudes on risk aversion, measured by the VRP.[[8]](#footnote-8)

To summarize, the impulse response functions reveal a significant and positive response of stock returns to shocks in the VRP, a significant and negative response of illiquidity to shocks in stock returns, and a significant response of illiquidity to shocks in the VRP. These are consistent with theoretical predictions and empirical evidence in a number of prior studies that we discuss above in Section 2.

## 4.3 The in-sample and out-sample forecasting

We investigate the predictability of the VRP and illiquidity through in-sample regression as follows (Lettau and Ludvigson 2001; Ang and Bekaert 2007):

  (7)

where *R*t+1 is the excess stock market return at time *t+*1, $x\_{t}$ is the VRP or illiquidity at time *t*, and $ε\_{t+1}$ is a zero-mean disturbance term. The significance of *β* is used to evaluate the in-sample forecasting of predictors over excess returns. Following Neely et al. (2014), we use a one-sided alternative hypothesis to enhance the statistical power and compute *p*-values with a wild bootstrap procedure to address the concern for coefficient bias (Stambaugh 1999).[[9]](#footnote-9)

The first three columns in Panel A of Table 7 report the in-sample slope coefficients, the heteroscedasticity-robust *t*-statistics, and the *R*2. The results indicate that for the three VRP proxies, the estimated *β* for *VRPBTZ* and *VRPCW* is statistically significant at the 1% level, suggesting *VRPBTZ* and *VRPCW* can significantly predict future market returns in-sample. Meanwhile, the two stock market illiquidity measures do not exhibit significant return predictability for market returns. These findings are consistent with those in Tables 3-6 and provide corroborating evidence that the VRP, not illiquidity, Granger-causes stock returns.

[Insert Table 7 around here]

Following Campbell and Thompson (2008) and Welch and Goyal (2008), we also test the out-of-sample forecasting of VRP and illiquidity, respectively, via a recursive approach. We divide the whole sample into two sub-samples: initial estimation period from time 1 (1990:01) to time *n* (1999:12) with the first *n* monthly observations, and the out-of-sample forecast period from time *n*+1 (2000:01) to time *T* (2018:12) with the remaining *T-n* observations. We compute the first out-of-sample forecast for time *n*+1 (2000:01) by estimating Eq. (7) using observations from 1 to *n*. We then expand the estimation window and obtain return forecasts for the following period. We repeat the above steps until we reach the end of our sample period. In this way we obtain a time series of predicted excess market returns $\left\{\hat{r}\_{t+1}\right\}\_{t=n}^{T-1}$.

We evaluate the out-of-sample forecasts using the out-of-sample *R*2OS of Campbell and Thompson (2008) and the *MSFE-adjusted* statistics of Clark and West (2007). The *R*2OS statistic is given below:

 (8)

where $r\_{n+k}$ represents the actual monthly excess market return for *n+k*, $\hat{r}\_{n+k}$ denotes the forecast based on Eq. (7) estimated over the period *n+k-1*, and $\overbar{r}\_{n+k}$ is the historical average benchmark estimated over the period *n+k-1*. The *R*2OS measures the proportional reduction in mean squared forecasting errors (MSFE) between the predictive regression forecast and the historical average. If *R*2OS is greater than zero, it indicates that forecasts based on predictive regression outperform historical average in MSFE. Campbell and Thompson (2008) suggest that a monthly *R*2OS near 0.5% is economically significant. In addition, the *MSFE-adjusted* statistic in Clark and West (2007) is employed to test the null hypothesis that the historical average MSFE is less than or equal to the MSFE of the predictive regression forecast against the one-sided (upper-tail) alternative hypothesis that the historical average MSFE is greater than the predictive regression MSFE.

Columns (4) and (5) in Panel A Table 7 report the out-of-sample forecasting performance of the VRP and illiquidity, respectively. In column (4), we find that the *R*2OS for *VRPBTZ* or *VRPCW* is higher than 0.5%. However, the *R*2OS for the two illiquidity measures are all negative. Furthermore, the *MSFE-adjusted* statistic in column (5) implies that the MSFE values of *VRPBTZ* or *VRPCW* are significantly less than the historical average MSFE, while the two illiquidity measures fail to outperform the benchmark. Similar results can be found in Columns (6) - (7) when using 1990:01–2004:12 as the initiation period and 2005:01–2018:12 as the forecast evaluation period. These results are in line with the in-sample findings and indicate that the VRP, but not liquidity, exhibits significant out-of-sample forecasting for market returns.

Finally, we use the principal component of 14 macro-economic factors proposed by Welch and Goyal (2008) as control variables and test the additional predictive power of the VRP and illiquidity. The results are reported in Panel B Table 7. They show that the coefficients of *VRPBTZ* and *VRPCW*remain statistically significant at the 1% level after controlling for the principal component of 14 macroeconomic variables. It is worth noting that when either *VRPBTZ* or *VRPCW* is added to the regression, the *R*2 increases massively compared with the baseline model with the principle component of macroeconomic variables. In contrast, the two liquidity measures do not exhibit forecasting power for excess market returns.

## 4.4 Alternative liquidity measure

To further strengthen the validity of our results and capture other dimensions of liquidity, we consider an alternative measure of liquidity proposed by Liu (2006), which captures multidimensional dimensions of liquidity, including trading quantity, trading speed, and trading cost (spread). It is defined as the standardized turnover-adjusted number of zero daily trading volumes over the previous twelve months. This liquidity measure for each stock in each year is computed using the following equation:

  (9)

where *NoVol* is the number of zero daily volumes over the previous twelve months, *12\_month turnover* is the sum of daily turnover over the previous twelve months, daily turnover being the ratio of the number of shares traded to the number of shares outstanding. *NoTD* denotes the total number of trading days in the market over the previous twelve months. *Deflactor* is chosen such that Eq. (10) holds for all sample stocks:

  (10)

The turnover adjustment (the second term in the brackets) distinguishes two stocks with the same integer number of zero daily trading volumes. Following Liu (2006), we multiply 21x12/*NoTD* in order to standardize the number of trading days in a month to 21 and make the liquidity measure comparable over time. We then calculate the LM of the market by taking the equally-weighted average LM of all the sample stocks in the market.

We conduct the Toda-Yamamoto Granger non-causality tests with the application of tri-variate vector autoregression (VAR) models for the relationship between the VRP, stock market returns, and liquidity with conventional economic controls using Liu (2006) liquidity measure. The results, reported in Table 8, are consistent with those in Table 4, in which we use Amihud (2002) illiquidity ratio. More specifically, we still find one-way causal relationship running from stock returns to liquidity and from the VRP to liquidity when we use the alternative liquidity measure. These results further support our conjecture that variation in the VRP can lead to changes in stock returns and, in turn, to movements in liquidity.

[Insert Table 8 around here]

# 5. The channels of the VRP effect

Having established the relation between the VRP, stock returns, and illiquidity, we are interested in further determining the channels through which the relation takes effect. Following the findings in Tables 3-6, we infer that the VRP Granger-causes stock returns via certain factors and, in turn, illiquidity, and the factors also affect stock illiquidity. Given the evidence in the asset pricing literature (Fama and French 1992, 1993, 1995), we take the Fama-French three factors, i.e. market factor (*Rm-Rf*), size factor (*SMB*), and value factor (*HML*), along with the momentum factor (*MOM*), as candidates.

To implement the investigation, we again apply the Toda-Yamamoto Granger non-causality test between the VRP (illiquidity) and the four factors (*Rm-Rf*, *SMB, HML,* and *MOM*). We summarize the results in Table 9. Panel A shows that changes in the VRP Granger-cause the variation in market factor, value factor, and momentum factor, but not size factor, for the full sample period and all sub-sample periods. More specifically, the likelihood ratio test statistics for the null hypothesis that the VRP does not Granger-cause the market factor is statistically significant for all cases. Similarly, the null hypothesis of Granger non-causality is rejected for the value factor and momentum factor in all samples, whereas the null is rejected in seven out of twelve cases for the size factor. Meanwhile, there is limited evidence to reject the null hypothesis that the four factors do not cause the VRP as most of the likelihood ratio test statistics are insignificant.

[Insert Table 9 around here]

Panel B demonstrates a uni-directional causal relationship from the market and momentum factors to illiquidity, but the evidence is unclear for the relation between illiquidity and size and value factors. Only about half of the results are significant at the 5% level for the causal relationship running from illiquidity to the size factor and from illiquidity to the value factor. Taken together, the evidence in Table 9 shows that variations in the VRP drive changes in liquidity via market and momentum factors. Importantly and consistent with baseline results, there is no clear evidence suggesting uni-directional causality from illiquidity to any of the factors.

For robustness, Table 10 reports the results for the same Granger non-causality test when additional economic variables – PE ratio, PD ratio, default spread, term spread, stochastically de-trended risk-free rate, and CAY – are included. The results are similar to those reported in Table 9, wherein the VRP Granger-causes market and momentum factors, and in turn affects stock returns and illiquidity. This indicates that the VRP influences stock returns and liquidity via time-varying market and momentum factors. The results show that illiquidity does not Granger-cause any of the factors, and does not affect stock returns.

[Insert Table 10 around here]

# 6. Conclusion

In the literature, the VRP – considered an indicator capturing investor risk aversion and aggregate economic uncertainty – and liquidity are both useful variables for explaining innovations in stock returns. However, the causal relation between liquidity and stock returns is still being debated, and investigations into the causal relationship between VRP and liquidity remain limited.

This study contributes to the literature by providing comprehensive evidence that fills these gaps. We examine relationships among the VRP, stock returns and liquidity using US monthly data from January 1992 to December 2018. We find that the VRP Granger-causes stock returns and stock returns Granger-cause (il)liquidity. This causal relation does not hold the other way around. Our results are robust for the whole sample and different sub-sample periods, with different VRP, returns and (il)liquidity measures, and in the presence of control variables. They are also robust when we divide the sample into pre- and post-financial crisis periods, as well as when we employ the alternative liquidity measure of Liu (2006). Our impulse response graphs provide corroborating evidence. They demonstrate that stock returns significantly and positively respond to shocks in the VRP; that stock (il)liquidity significantly and negatively responds to shocks in both stock returns and the VRP; and that stock returns and illiquidity do not affect the variance risk premium.

We further examine the forecasting power of the VRP and (il)liquidity on returns. It is apparent that investor risk aversion and economic uncertainty, proxied by the VRP, exhibit strong forecasting power for future excess returns both in-sample and out-of-sample.

Finally, we show that changes in the VRP drive variations in the market, value, and momentum factors. There also exists a causal relation from market and momentum factors to stock (il)liquidity. However, no supporting evidence is available for a causal relation from the four factors to the VRP or from (il)liquidity to these factors. The implication is that the VRP mainly drives stock returns and (il)liquidity via time-varying market and momentum factors.
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**Table 1. Descriptive statistics**

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | *VW* | *INDEX* | *VRPBTZ* | *VRPCW* | *VRPDY* | *ILLIQNYSE* | *ILLIQSP500* | *PD* | *PE* | *DFSP* | *TMSP* | *RREL* | *CAY* |
| Mean | 6.76 | 6.89 | 15.80 | 15.77 | 15.86 | -2.66 | -7.62 | 3.11 | 3.91 | 0.95 | 1.86 | -0.13 | -0.16 |
| Median | 12.19 | 11.48 | 12.85 | 12.97 | 10.93 | -2.99 | -8.00 | 3.07 | 3.93 | 0.87 | 1.88 | -0.01 | -0.27 |
| Maximum | 135.08 | 132.55 | 115.85 | 109.98 | 201.42 | 1.28 | -3.76 | 4.82 | 4.50 | 3.38 | 3.76 | 1.86 | 3.26 |
| Minimum | -223.55 | -203.53 | -218.56 | -388.17 | -48.04 | -4.71 | -9.69 | 2.60 | 3.25 | 0.55 | -0.53 | -2.51 | -4.72 |
| Std. Dev. | 50.74 | 49.24 | 20.19 | 30.09 | 20.41 | 1.47 | 1.54 | 0.35 | 0.27 | 0.39 | 1.07 | 0.79 | 2.03 |
| Skewness | -0.73 | -0.61 | -3.64 | -6.93 | 3.63 | 0.51 | 0.50 | 2.16 | -0.17 | 3.19 | -0.12 | -0.76 | -0.26 |
| Kurtosis | 4.54 | 4.26 | 56.24 | 96.23 | 27.80 | 2.19 | 2.11 | 9.96 | 2.73 | 16.97 | 2.08 | 3.71 | 2.32 |
| Observations | 348 | 348 | 348 | 348 | 348 | 348 | 348 | 348 | 348 | 348 | 348 | 348 | 348 |
| Autocorrelation |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Q-stat (1 lag) | 2.04 | 0.50 | 27.84 | 26.85 | 23.59 | 341.29 | 343.21 | 336.13 | 341.75 | 326.04 | 332.32 | 316.72 | 328.91 |
| *p*-value | 0.15 | 0.48 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |

The table shows the summary statistics of all variables used in this study. The variables are liquidity measures (*ILLIQNYSE* and *ILLIQSP500*), the variance risk premium (*VRPBTZ*, *VRPCW* and *VRPDY*), return series (*VW* and *INDEX*) and control variables (*PD, PE, DFSP, TMSP*, *RREL* and *CAY*). Following Bollerslev et al. (2009), all variables are reported in annualized percentage form whenever appropriate. The analysis uses monthly data from January 1990 to December 2018.

**Table 2. Correlation matrix**

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | *VW* | *INDEX* | *VRPBTZ* | *VRPCW* | *VRPDY* | *ILLIQNYSE* | *ILLIQSP500* | *PD* | *PE* | *DFSP* | *TMSP* | *RREL* | *CAY* |
| *VW* | 1.000 |  |  |  |  |  |  |  |  |  |  |  |  |
| *INDEX* | 0.983\*\*\* | 1.000 |  |  |  |  |  |  |  |  |  |  |  |
| *VRPBTZ* | 0.017 | -0.002 | 1.000 |  |  |  |  |  |  |  |  |  |  |
| *VRPCW* | -0.024 | -0.030 | 0.306\*\*\* | 1.000 |  |  |  |  |  |  |  |  |  |
| *VRPDY* | -0.578\*\*\* | -0.567\*\*\* | 0.108\*\* | 0.122\*\* | 1.000 |  |  |  |  |  |  |  |  |
| *ILLIQNYSE* | -0.027 | -0.028 | 0.219\*\*\* | 0.205\*\*\* | 0.129\*\* | 1.000 |  |  |  |  |  |  |  |
| *ILLIQSP500* | -0.013 | -0.013 | 0.216\*\*\* | 0.193\*\*\* | 0.128\*\* | 0.973\*\*\* | 1.000 |  |  |  |  |  |  |
| *PD* | 0.003 | -0.019 | 0.207\*\*\* | 0.172\*\*\* | 0.189\*\*\* | 0.088\* | 0.015 | 1.000 |  |  |  |  |  |
| *PE* | 0.012 | 0.008 | 0.076 | -0.028 | 0.044 | -0.399\*\*\* | -0.421\*\*\* | 0.177\*\*\* | 1.000 |  |  |  |  |
| *DFSP* | -0.104\* | -0.119\*\* | -0.032 | 0.149\*\*\* | 0.181\*\*\* | -0.061 | -0.123\*\* | 0.490\*\*\* | -0.279\*\*\* | 1.000 |  |  |  |
| *TMSP* | 0.000 | -0.014 | -0.036 | -0.003 | 0.003 | 0.128\*\* | 0.084 | 0.187\*\*\* | -0.370\*\*\* | 0.244\*\*\* | 1.000 |  |  |
| *RREL* | 0.046 | 0.064 | -0.242\*\*\* | -0.179\*\*\* | -0.121\*\* | -0.329\*\*\* | -0.248\*\*\* | -0.492\*\*\* | 0.206\*\*\* | -0.446\*\*\* | -0.365\*\*\* | 1.000 |  |
| *CAY* | -0.069 | -0.065 | 0.235\*\*\* | 0.153\*\*\* | 0.234\*\*\* | 0.731\*\*\* | 0.771\*\*\* | 0.015 | -0.247\*\*\* | -0.043 | 0.112\*\* | -0.195\*\*\* | 1.000 |

This table shows the correlations between variables used in this study. The variables are liquidity measures (*ILLIQNYSE* and *ILLIQSP500*), the variance risk premium (*VRPBTZ*, *VRPCW* and *VRPDY*), return proxies (*VW* and *INDEX*) and control variables (*PD, PE, DFSP, TMSP, RREL* and *CAY*). The analysis uses monthly data from January 1990 to December 2018. And \*, \*\*, and \*\*\* indicate statistical significance at the 10%, 5%, and 1% level, respectively.

**Table 3. The tri-variate Toda–Yamamoto Granger non-causality test results**

|  |  |
| --- | --- |
|  | X1: *VW* |
|  | X1->X2 | X2->X1 | X1->X3 | X3->X1 | X2->X3 | X3->X2 |
| X2: *VRPBTZ*; X3: *ILLIQNYSE* | 0.8719 | 0.0001 | 0.0000 | 0.7808 | 0.3821 | 0.7458 |
| X2: *VRPBTZ*; X3: *ILLIQSP500* | 0.8726 | 0.0001 | 0.0000 | 0.7236 | 0.1066 | 0.8180 |
| X2: *VRPCW*; X3: *ILLIQNYSE* | 0.3482 | 0.0000 | 0.0000 | 0.8935 | 0.0000 | 0.3429 |
| X2: *VRPCW*; X3: *ILLIQSP500* | 0.2592 | 0.0000 | 0.0000 | 0.8592 | 0.0000 | 0.6330 |
| X2: *VRPDY*; X3: *ILLIQNYSE* | 0.1372 | 0.0003 | 0.0000 | 0.3761 | 0.0037 | 0.8248 |
| X2: *VRPDY*; X3: *ILLIQSP500* | 0.1595 | 0.0003 | 0.0000 | 0.2447 | 0.0000 | 0.9998 |
|  |
|  | X1: *INDEX* |
|  | X1->X2 | X2->X1 | X1->X3 | X3->X1 | X2->X3 | X3->X2 |
| X2: *VRPBTZ*; X3: *ILLIQNYSE* | 0.9159 | 0.0002 | 0.0000 | 0.8083 | 0.7285 | 0.6834 |
| X2: *VRPBTZ*; X3: *ILLIQSP500* | 0.9292 | 0.0003 | 0.0000 | 0.7938 | 0.1858 | 0.7895 |
| X2: *VRPCW*; X3: *ILLIQNYSE* | 0.3669 | 0.0000 | 0.0000 | 0.9954 | 0.0000 | 0.2999 |
| X2: *VRPCW*; X3: *ILLIQSP500* | 0.2779 | 0.0000 | 0.0000 | 0.9711 | 0.0000 | 0.5768 |
| X2: *VRPDY*; X3: *ILLIQNYSE* | 0.1115 | 0.0004 | 0.0000 | 0.4605 | 0.0012 | 0.8218 |
| X2: *VRPDY*; X3: *ILLIQSP500* | 0.1475 | 0.0001 | 0.0002 | 0.1999 | 0.0000 | 0.9988 |

This table summarizes the *p*-value of the chi-square statistics for the Toda-Yamamoto Granger non-causality tests based on tri-variate VAR models. It tests the relation between the VRP, stock returns and illiquidity. The analysis uses monthly data from full sample period January 1990 to December 2018.

**Table 4. The tri-variate Toda–Yamamoto Granger non-causality test results with control variables**

|  |  |
| --- | --- |
|  | X1: *VW* |
|  | X1->X2 | X2->X1 | X1->X3 | X3->X1 | X2->X3 | X3->X2 |
| X2: *VRPBTZ*; X3: *ILLIQNYSE* | 0.3855 | 0.0000 | 0.0000 | 0.7565 | 0.3215 | 0.4706 |
| X2: *VRPBTZ*; X3: *ILLIQSP500* | 0.3646 | 0.0000 | 0.0000 | 0.2413 | 0.1142 | 0.4146 |
| X2: *VRPCW*; X3: *ILLIQNYSE* | 0.7397 | 0.0000 | 0.0000 | 0.6769 | 0.0000 | 0.2527 |
| X2: *VRPCW*; X3: *ILLIQSP500* | 0.6265 | 0.0000 | 0.0000 | 0.3958 | 0.0000 | 0.4125 |
| X2: *VRPDY*; X3: *ILLIQNYSE* | 0.1319 | 0.0000 | 0.0000 | 0.6803 | 0.0036 | 0.1814 |
| X2: *VRPDY*; X3: *ILLIQSP500* | 0.1038 | 0.0000 | 0.0001 | 0.1203 | 0.0001 | 0.3950 |
|  |
|  | X1: *INDEX* |
|  | X1->X2 | X2->X1 | X1->X3 | X3->X1 | X2->X3 | X3->X2 |
| X2: *VRPBTZ*; X3: *ILLIQNYSE* | 0.4161 | 0.0000 | 0.0000 | 0.6286 | 0.4863 | 0.4656 |
| X2: *VRPBTZ*; X3: *ILLIQSP500* | 0.3945 | 0.0000 | 0.0000 | 0.2937 | 0.1673 | 0.4129 |
| X2: *VRPCW*; X3: *ILLIQNYSE* | 0.7992 | 0.0000 | 0.0000 | 0.6862 | 0.0000 | 0.2229 |
| X2: *VRPCW*; X3: *ILLIQSP500* | 0.6975 | 0.0000 | 0.0000 | 0.3688 | 0.0000 | 0.3655 |
| X2: *VRPDY*; X3: *ILLIQNYSE* | 0.1335 | 0.0000 | 0.0000 | 0.2085 | 0.0023 | 0.7006 |
| X2: *VRPDY*; X3: *ILLIQSP500* | 0.1047 | 0.0000 | 0.0004 | 0.1802 | 0.0001 | 0.3841 |

This table summarizes the *p*-value of the chi-square statistics for the Toda-Yamamoto Granger non-causality tests based on tri-variate VAR models with control variables (*PD, PE, DFSP, TMSP,* *RREL* and *CAY*). It tests the relation between the VRP, stock returns and illiquidity. The analysis uses monthly data from full sample period January 1990 to December 2018.

**Table 5. The Toda-Yamamoto Granger non-causality test results**

Panel A. *VRP* & Stock Returns, *ILLIQ* & Stock Returns

|  |  |  |  |
| --- | --- | --- | --- |
|  | X1 | *VW* | *INDEX* |
| X2 | Sample period | X1->X2 | X2->X1 | X1->X2 | X2->X1 |
| *VRPBTZ* | 1990-2018 | 0.8191 | 0.0000 | 0.8907 | 0.0000 |
| 1990-2012 | 0.9270 | 0.0000 | 0.8227 | 0.0000 |
| 1992-2014 | 0.8939 | 0.0000 | 0.7530 | 0.0000 |
| 1994-2016 | 0.6635 | 0.0000 | 0.6370 | 0.0000 |
| 1996-2018 | 0.7318 | 0.0000 | 0.7993 | 0.0000 |
| *VRPCW* | 1990-2018 | 0.1960 | 0.0000 | 0.2216 | 0.0000 |
| 1990-2012 | 0.2890 | 0.0000 | 0.5339 | 0.0000 |
| 1992-2014 | 0.1895 | 0.0000 | 0.4700 | 0.0000 |
| 1994-2016 | 0.1789 | 0.0000 | 0.4669 | 0.0000 |
| 1996-2018 | 0.1244 | 0.0000 | 0.1588 | 0.0000 |
| *VRPDY* | 1990-2018 | 0.2341 | 0.0003 | 0.2217 | 0.0006 |
| 1990-2012 | 0.2820 | 0.0003 | 0.3415 | 0.0017 |
| 1992-2014 | 0.1711 | 0.0005 | 0.2857 | 0.0043 |
| 1994-2016 | 0.2060 | 0.0003 | 0.1800 | 0.0021 |
| 1996-2018 | 0.2109 | 0.0017 | 0.1809 | 0.0032 |
| *ILLIQNYSE* | 1990-2018 | 0.0000 | 0.4202 | 0.0000 | 0.4901 |
| 1990-2012 | 0.0000 | 0.8875 | 0.0000 | 0.9109 |
| 1992-2014 | 0.0000 | 0.5548 | 0.0000 | 0.3135 |
| 1994-2016 | 0.0000 | 0.5679 | 0.0000 | 0.2129 |
| 1996-2018 | 0.0000 | 0.3667 | 0.0000 | 0.1900 |
| *ILLIQSP500* | 1990-2018 | 0.0000 | 0.2658 | 0.0000 | 0.3422 |
| 1990-2012 | 0.0000 | 0.2063 | 0.0000 | 0.3203 |
| 1992-2014 | 0.0000 | 0.7191 | 0.0000 | 0.9070 |
| 1994-2016 | 0.0000 | 0.5546 | 0.0000 | 0.9131 |
| 1996-2018 | 0.0000 | 0.5375 | 0.0000 | 0.6293 |

Panel B.*VRP* & *ILLIQ*

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | X1 | *VRPBTZ* | *VRPCW* | *VRPDY* |
| X2 | Sample period | X1->X2 | X2->X1 | X1->X2 | X2->X1 | X1->X2 | X2->X1 |
| *ILLIQNYSE* | 1990-2018 | 0.0523 | 0.4152 | 0.0000 | 0.1506 | 0.0000 | 0.6424 |
| 1990-2012 | 0.0773 | 0.4937 | 0.0000 | 0.1975 | 0.0000 | 0.7214 |
| 1992-2014 | 0.0756 | 0.4784 | 0.0000 | 0.3404 | 0.0000 | 0.7859 |
| 1994-2016 | 0.0721 | 0.6726 | 0.0000 | 0.2507 | 0.0000 | 0.6875 |
| 1996-2018 | 0.0754 | 0.5022 | 0.0000 | 0.2945 | 0.0000 | 0.5893 |
| *ILLIQSP500* | 1990-2018 | 0.0847 | 0.5096 | 0.0000 | 0.1727 | 0.0000 | 0.2958 |
| 1990-2012 | 0.0700 | 0.4817 | 0.0000 | 0.1694 | 0.0000 | 0.5266 |
| 1992-2014 | 0.1249 | 0.6360 | 0.0000 | 0.3618 | 0.0000 | 0.3581 |
| 1994-2016 | 0.2057 | 0.6987 | 0.0000 | 0.3670 | 0.0000 | 0.3564 |
| 1996-2018 | 0.2271 | 0.6518 | 0.0000 | 0.4963 | 0.0000 | 0.3910 |

This table summarizes the *p*-value of the chi-square statistics for the Toda-Yamamoto Granger non-causality test between the VRP and stock returns (Panel A), between illiquidity and stock returns (Panel A), and between the VRP and illiquidity (Panel B). The analysis uses monthly data for the full sample period from January 1990 to December 2018, and four sub-samples from January 1990 to December 2012, January 1992 to December 2014, January 1994 to December 2016, and January 1996 to December 2018.

**Table 6. The Toda–Yamamoto Granger non-causality test results with control variables**

Panel A.*VRP* & Stock Returns, *ILLIQ* & Stock Returns

|  |  |  |  |
| --- | --- | --- | --- |
|  | X1 | *VW* | *INDEX* |
| X2 | Sample period | X1->X2 | X2->X1 | X1->X2 | X2->X1 |
| *VRPBTZ* | 1990-2018 | 0.8096 | 0.0000 | 0.8565 | 0.0000 |
| 1990-2012 | 0.9511 | 0.0000 | 0.8317 | 0.0000 |
| 1992-2014 | 0.2482 | 0.0000 | 0.1402 | 0.0000 |
| 1994-2016 | 0.2574 | 0.0000 | 0.1547 | 0.0000 |
| 1996-2018 | 0.1659 | 0.0000 | 0.1856 | 0.0000 |
| *VRPCW* | 1990-2018 | 0.2411 | 0.0000 | 0.2292 | 0.0000 |
| 1990-2012 | 0.3862 | 0.0000 | 0.5437 | 0.0000 |
| 1992-2014 | 0.3141 | 0.0000 | 0.4662 | 0.0000 |
| 1994-2016 | 0.3062 | 0.0000 | 0.4848 | 0.0000 |
| 1996-2018 | 0.5116 | 0.0000 | 0.4789 | 0.0000 |
| *VRPDY* | 1990-2018 | 0.1200 | 0.0000 | 0.1174 | 0.0000 |
| 1990-2012 | 0.1814 | 0.0000 | 0.1847 | 0.0000 |
| 1992-2014 | 0.2122 | 0.0000 | 0.2162 | 0.0001 |
| 1994-2016 | 0.1038 | 0.0000 | 0.1911 | 0.0002 |
| 1996-2018 | 0.1055 | 0.0000 | 0.1027 | 0.0000 |
| *ILLIQNYSE* | 1990-2018 | 0.0000 | 0.8620 | 0.0000 | 0.8800 |
| 1990-2012 | 0.0000 | 0.7159 | 0.0000 | 0.7729 |
| 1992-2014 | 0.0000 | 0.2280 | 0.0000 | 0.2983 |
| 1994-2016 | 0.0000 | 0.2395 | 0.0000 | 0.2483 |
| 1996-2018 | 0.0000 | 0.7489 | 0.0000 | 0.3281 |
| *ILLIQSP500* | 1990-2018 | 0.0000 | 0.3150 | 0.0000 | 0.2757 |
| 1990-2012 | 0.0000 | 0.2386 | 0.0000 | 0.2939 |
| 1992-2014 | 0.0000 | 0.6036 | 0.0000 | 0.8403 |
| 1994-2016 | 0.0000 | 0.6241 | 0.0000 | 0.8960 |
| 1996-2018 | 0.0000 | 0.6138 | 0.0000 | 0.6940 |

Panel B.*VRP* & *ILLIQ*

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | X1 | *VRPBTZ* | *VRPCW* | *VRPDY* |
| X2 | Sample period | X1->X2 | X2->X1 | X1->X2 | X2->X1 | X1->X2 | X2->X1 |
| *ILLIQNYSE* | 1990-2018 | 0.0563 | 0.4896 | 0.0000 | 0.2895 | 0.0000 | 0.759 |
| 1990-2012 | 0.0612 | 0.8494 | 0.0000 | 0.2970 | 0.0000 | 0.8581 |
| 1992-2014 | 0.0648 | 0.6193 | 0.0000 | 0.4582 | 0.0000 | 0.9026 |
| 1994-2016 | 0.0696 | 0.5891 | 0.0000 | 0.3503 | 0.0000 | 0.7789 |
| 1996-2018 | 0.0966 | 0.8408 | 0.0000 | 0.2583 | 0.0000 | 0.8247 |
| *ILLIQSP500* | 1990-2018 | 0.1353 | 0.4500 | 0.0000 | 0.2899 | 0.0000 | 0.7017 |
| 1990-2012 | 0.0901 | 0.6555 | 0.0000 | 0.2441 | 0.0000 | 0.8433 |
| 1992-2014 | 0.0830 | 0.6889 | 0.0000 | 0.6371 | 0.0000 | 0.6114 |
| 1994-2016 | 0.0660 | 0.7745 | 0.0000 | 0.4843 | 0.0000 | 0.7843 |
| 1996-2018 | 0.2536 | 0.9340 | 0.0000 | 0.3756 | 0.0000 | 0.5459 |

This table summarizes the *p*-value of the chi-square statistics for the Toda-Yamamoto Granger non-causality test with control variables (*PD, PE, DFSP, TMSP,* *RREL* and *CAY*) between the VRP and stock returns (Panel A), between illiquidity and stock returns (Panel A), and between the VRP and illiquidity (Panel B). The analysis uses monthly data for the full sample from January 1990 to December 2018, and four sub-samples from January 1990 to December 2012, January 1992 to December 2014, January 1994 to December 2016, and January 1996 to December 2018.

**Figure 1. Generalized impulse response functions for sock returns, illiquidity and the VRP with control variables**

Panel A.The response of *VW*



Panel B**.** The response of *INDEX*



Panel C.The response of *ILLIQNYSE*



Panel D.The response of *ILLIQSP500*



Panel E**.** The response of *VRPBTZ*



Panel F**.** The response of *VRPCW*



Panel G**.** The Response of *VRPDY*



This figure plots the estimated generalized impulse response functions for illiquidity, stock returns and the VRP with control variables (*PD, PE, DFSP, TMSP, RREL* and *CAY*) for 24 months. These figures are based on the VAR model for the full sample period from January 1990 to December 2018. Panel A presents generalized the impulse response function for *VW* following a one-standard-deviation innovation in illiquidity and the VRP. Panel B presents the generalized impulse response function for *INDEX* to illiquidity and the VRP. Panel C illustrates the response of illiquidity of NYSE to one unit change in index returns and the VRP. Panel D reports the response for illiquidity for S&P500 index to the change in stock returns and the VRP. The generalized impulse response functions for the VRP to the illiquidity and stock returns are reported in Panel E, Panel F and Panel G, respectively. The solid lines are the response of each variable in the month (the horizontal axis of each figure) following one-standard-deviation shock in another variable. The magnitude of the response, measured as percentage change, is reported on the vertical axis. The dashed lines are the confidence intervals with two standard errors.

**Table 7. Return predictability of the VRP and illiquidity**

Panel A. Predictive regression

|  |  |
| --- | --- |
|  | Dependent Variable: *VW* |
|  | In Sample |  | Out-of-sample After 2000 | Out-of-sampleAfter 2005 |
|  | (1) | (2) | (3) |  | (4) | (5) | (6) | (7) |
|  | Beta | *t*-stat | *R*2 (%) |  | *R*2OS (%) | *MSFE-adjusted* | *R*2OS (%) | *MSFE-adjusted* |
| *VRPBTZ* | 0.600\*\*\* | 4.311 | 5.747 |  | 6.307 | 2.199\*\* | 9.268 | 2.079\*\* |
| *VRPCW* | 0.792\*\*\* | 5.999 | 22.277 |  | 21.269 | 2.060\*\* | 23.736 | 1.759\*\* |
| *VRPDY* | -0.316 | -0.636 | 0.103 |  | -2.891 | -1.037 | -4.224 | -1.075 |
| *ILLIQNYSE* | 1.365 | 0.835 | 0.158 |  | -0.510 | -0.378 | -0.481 | -0.116 |
| *ILLIQSP500* | 1.466 | 0.961 | 0.458 |  | -0.863 | -0.116 | -0.864 | -0.084 |
|  |  |  |  |  |  |  |  |  |
|  | Dependent Variable: *Index* |
|  | In-sample  |  | Out-of-sample After 2000 | Out-of-sampleAfter 2005 |
|  | (1) | (2) | (3) |  | (4) | (5) | (6) | (7) |
|  | Beta | *t*-stat | *R*2 (%) |  | *R*2OS (%) | *MSFE-adjusted* | *R*2OS (%) | *MSFE-adjusted* |
| *VRPBTZ* | 0.567\*\*\* | 3.981 | 5.449 |  | 5.546 | 2.145\*\* | 8.318 | 2.056\*\* |
| *VRPCW* | 0.733\*\*\* | 5.760 | 20.238 |  | 18.104 | 2.037\*\* | 21.050 | 0.039\*\* |
| *VRPDY* | -0.013 | -0.054 | 0.003 |  | -3.410 | -1.073 | -5.173 | -1.210 |
| *ILLIQNYSE* | 1.092 | 0.675 | 0.108 |  | -0.710 | -0.592 | -0.511 | -0.107 |
| *ILLIQSP500* | 1.281 | 0.847 | 0.161 |  | -1.120 | -0.160 | -1.033 | -0.015 |

Panel B. Predictive regression with control variables

|  |  |  |  |
| --- | --- | --- | --- |
|  | Dependent Variable: *VW* |  | Dependent Variable: *Index* |
|  | (1) | (2) | (3) |  | (4) | (5) | (6) |
|  | Beta | *t*-stat | *R*2 (%) |  | Beta | *t*-stat | *R*2 (%) |
| *Macro* |  |  | 1.050 |  |  |  | 1.331 |
| *Macro+VRPBTZ* | 0.648\*\*\* | 4.303 | 7.141 |  | 0.615\*\*\* | 3.822 | 7.149 |
| *Macro+VRPCW* | 0.850\*\*\* | 5.153 | 25.130 |  | 0.794\*\*\* | 4.893 | 23.631 |
| *Macro+VRPDY* | -0.050 | -0.199 | 1.086 |  | 0.029 | 0.121 | 1.335 |
| *Macro+ILLIQNYSE* | -1.518 | -0.379 | 1.110 |  | -2.044 | -0.541 | 1.435 |
| *Macro+ILLIQSP500* | -2.346 | -0.491 | 1.158 |  | -2.883 | -0.661 | 1.497 |

Panel A reports the in-sample and out-of-sample predictive regression results. For the in-sample test, we present the estimated coefficients, the heteroscedasticity-robust *t*-statistics, and the *R*2 statistics. For the out-of-sample test, we report the out-of-sample *R*2 (*R*2OS) of Campbell and Thompson (2008), and the *MSFE-adjusted* statistic of Clark and West (2007). Column (4) – (5) contain the results when we use 1990:01 – 1999:12 as the initial estimation period and 2000:01 – 2018:12 as the forecast evaluation period. Column (6) – (7) contain the results when we use 1990:01 – 2004:12 as the initial estimation period and 2005:01 – 2018:12 as the forecast evaluation period. Panel B reports the forecasting results controlling for the principle component factor of 14 US macroeconomic variables in Welch and Goyal (2008), namely, log dividend-price ratio, log dividend yield, log earnings-price ratio, log dividend-payout ratio, equity risk premium volatility, book-to-market ratio, net equity expansion, Treasury bill rate, long-term bond yield, long-term bond return, term spread, default yield spread, default return spread, inflation rate. And \*, \*\*, and \*\*\* indicate statistical significance at the 10%, 5%, and 1% level, respectively.

**Table 8. The tri-variate Toda-Yamamoto Granger non-causality test with alternative liquidity measure**

|  |  |
| --- | --- |
|  | X1: *VW* |
|  | X1->X2 | X2->X1 | X1->X3 | X3->X1 | X2->X3 | X3->X2 |
| X2: *VRPBTZ*; X3: *LMNYSE* | 0.8427 | 0.0000 | 0.0007 | 0.4493 | 0.1124 | 0.1836 |
| X2: *VRPBTZ*; X3: *LMSP500* | 0.8191 | 0.0000 | 0.0220 | 0.5165 | 0.4939 | 0.6293 |
| X2: *VRPCW*; X3: *LMNYSE* | 0.5404 | 0.0000 | 0.0011 | 0.1167 | 0.0785 | 0.6938 |
| X2: *VRPCW*; X3: *LMSP500* | 0.4484 | 0.0000 | 0.0162 | 0.2919 | 0.0026 | 0.8538 |
| X2: *VRPDY*; X3: *LMNYSE* | 0.1668 | 0.0000 | 0.0028 | 0.5300 | 0.0552 | 0.5766 |
| X2: *VRPDY*; X3: *LMSP500* | 0.1143 | 0.0000 | 0.0354 | 0.2171 | 0.0332 | 0.4906 |
|  |
|  | X1: *INDEX* |
|  | X1->X2 | X2->X1 | X1->X3 | X3->X1 | X2->X3 | X3->X2 |
| X2: *VRPBTZ*; X3: *LMNYSE* | 0.8755 | 0.0000 | 0.0010 | 0.4253 | 0.1185 | 0.1715 |
| X2: *VRPBTZ*; X3: *LMSP500* | 0.8608 | 0.0000 | 0.0325 | 0.7813 | 0.5928 | 0.6317 |
| X2: *VRPCW*; X3: *LMNYSE* | 0.6036 | 0.0000 | 0.0020 | 0.1140 | 0.0743 | 0.6638 |
| X2: *VRPCW*; X3: *LMSP500* | 0.5014 | 0.0000 | 0.0368 | 0.3498 | 0.0020 | 0.8722 |
| X2: *VRPDY*; X3: *LMNYSE* | 0.1683 | 0.0000 | 0.0040 | 0.4389 | 0.0669 | 0.5798 |
| X2: *VRPDY*; X3: *LMSP500* | 0.1103 | 0.0000 | 0.0598 | 0.1459 | 0.0221 | 0.4742 |

This table summarizes the *p*-value of the chi-square statistics for the Toda-Yamamoto Granger non-causality test with control variables (*PD, PE, DFSP, TMSP,* *RREL* and *CAY*) between the stock returns and Liu (2006) liquidity measure, and between the VRP and Liu (2006) liquidity measure. The analysis uses monthly data for the full sample from January 1990 to December 2018.

**Table 9. VRP, illiquidity, and the four systematic factors**

Panel A**.** *VRP* & the four systematic factors (*Rm – Rf*, *SMB, HML* and *MOM*)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | X1 | *VRPBTZ* | *VRPCW* | *VRPDY* |
| X2 | Sample period | X1->X2 | X2->X1 | X1->X2 | X2->X1 | X1->X2 | X2->X1 |
| *Rm – Rf* | 1990-2018 | 0.0000 | 0.7861 | 0.0000 | 0.1321 | 0.0009 | 0.2764 |
| 1990-2012 | 0.0000 | 0.8390 | 0.0000 | 0.3054 | 0.0024 | 0.3979 |
| 1992-2014 | 0.0000 | 0.7900 | 0.0000 | 0.2473 | 0.0037 | 0.3415 |
| 1994-2016 | 0.0000 | 0.7605 | 0.0000 | 0.2452 | 0.0028 | 0.3278 |
| 1996-2018 | 0.0000 | 0.7741 | 0.0000 | 0.3090 | 0.0039 | 0.2496 |
| *SMB* | 1990-2018 | 0.4406 | 0.1232 | 0.0262 | 0.1235 | 0.0169 | 0.9841 |
| 1990-2012 | 0.4985 | 0.2270 | 0.0489 | 0.0815 | 0.0542 | 0.9490 |
| 1992-2014 | 0.2800 | 0.4068 | 0.0916 | 0.1417 | 0.2394 | 0.8191 |
| 1994-2016 | 0.2898 | 0.3159 | 0.0393 | 0.1165 | 0.0560 | 0.6984 |
| 1996-2018 | 0.3265 | 0.2221 | 0.0115 | 0.1024 | 0.0234 | 0.9498 |
| *HML* | 1990-2018 | 0.0180 | 0.0316 | 0.0001 | 0.1733 | 0.0002 | 0.4932 |
| 1990-2012 | 0.0468 | 0.0181 | 0.0004 | 0.1472 | 0.0001 | 0.4321 |
| 1992-2014 | 0.0076 | 0.0164 | 0.0002 | 0.1126 | 0.0005 | 0.7369 |
| 1994-2016 | 0.0069 | 0.0227 | 0.0001 | 0.1579 | 0.0002 | 0.6261 |
| 1996-2018 | 0.0130 | 0.1080 | 0.0001 | 0.1703 | 0.0008 | 0.5498 |
| *MOM* | 1990-2018 | 0.0235 | 0.2698 | 0.0051 | 0.2238 | 0.0003 | 0.2805 |
| 1990-2012 | 0.0145 | 0.3602 | 0.0076 | 0.2220 | 0.0000 | 0.1929 |
| 1992-2014 | 0.0133 | 0.1485 | 0.0155 | 0.1805 | 0.0000 | 0.2256 |
| 1994-2016 | 0.0407 | 0.1761 | 0.0091 | 0.3197 | 0.0000 | 0.1750 |
| 1996-2018 | 0.0492 | 0.4034 | 0.0106 | 0.2697 | 0.0012 | 0.3847 |

Panel B:*ILLIQ* & the four systematic factors (*Rm – Rf*, *SMB, HML* and *MOM*)

|  |  |  |  |
| --- | --- | --- | --- |
|  | X1 | *ILLIQNYSE* | *ILLIQSP500* |
| X2 | Sample period | X1->X2 | X2->X1 | X1->X2 | X2->X1 |
| *Rm – Rf* | 1990-2018 | 0.5007 | 0.0000 | 0.2928 | 0.0000 |
| 1990-2012 | 0.9420 | 0.0000 | 0.2562 | 0.0000 |
| 1992-2014 | 0.6895 | 0.0000 | 0.7998 | 0.0000 |
| 1994-2016 | 0.7288 | 0.0000 | 0.8567 | 0.0000 |
| 1996-2018 | 0.2030 | 0.0000 | 0.5648 | 0.0000 |
| *SMB* | 1990-2018 | 0.0600 | 0.0016 | 0.0270 | 0.3229 |
| 1990-2012 | 0.0513 | 0.0241 | 0.0312 | 0.9712 |
| 1992-2014 | 0.0635 | 0.0882 | 0.2804 | 0.8991 |
| 1994-2016 | 0.1345 | 0.1102 | 0.1663 | 0.9210 |
| 1996-2018 | 0.2190 | 0.0590 | 0.1604 | 0.7632 |
| *HML* | 1990-2018 | 0.1485 | 0.4093 | 0.0183 | 0.2683 |
| 1990-2012 | 0.1108 | 0.2406 | 0.0181 | 0.2467 |
| 1992-2014 | 0.1168 | 0.3329 | 0.0138 | 0.3671 |
| 1994-2016 | 0.2676 | 0.7816 | 0.0438 | 0.6183 |
| 1996-2018 | 0.3138 | 0.6890 | 0.0507 | 0.6267 |
| *MOM* | 1990-2018 | 0.9676 | 0.0000 | 0.2695 | 0.0000 |
| 1990-2012 | 0.9107 | 0.0000 | 0.2012 | 0.0000 |
| 1992-2014 | 0.3170 | 0.0000 | 0.2730 | 0.0000 |
| 1994-2016 | 0.8567 | 0.0000 | 0.2912 | 0.0000 |
| 1996-2018 | 0.7110 | 0.0000 | 0.1846 | 0.0000 |

This table summarizes the *p*-value of the chi-square statistics for the Toda-Yamamoto Granger non-causality tests between *VRP* and risk factors (*Rm – Rf*, *SMB, HML* and *MOM*) (Panel A), and between illiquidity and same risk factors (Panel B). The analysis uses monthly data from the full sample period from January 1990 to December 2018, and four sub-samples from January 1990 to December 2012, January 1992 to December 2014, January 1994 to December 2016, and January 1996 to December 2018.

**Table 10. VRP, illiquidity, and the four systematic factors with control variables**

Panel A**.** *VRP* & the four systematic factors (*Rm – Rf*, *SMB, HML* and *MOM*)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | X1 | *VRPBTZ* | *VRPCW* | *VRPDY* |
| X2 | Sample period | X1->X2 | X2->X1 | X1->X2 | X2->X1 | X1->X2 | X2->X1 |
| *Rm – Rf* | 1990-2018 | 0.0000 | 0.8361 | 0.0000 | 0.6514 | 0.0000 | 0.2656 |
| 1990-2012 | 0.0000 | 0.8504 | 0.0000 | 0.2956 | 0.0001 | 0.2077 |
| 1992-2014 | 0.0000 | 0.1424 | 0.0000 | 0.5407 | 0.0001 | 0.1296 |
| 1994-2016 | 0.0000 | 0.1563 | 0.0000 | 0.7945 | 0.0001 | 0.1300 |
| 1996-2018 | 0.0000 | 0.6079 | 0.0000 | 0.8517 | 0.0001 | 0.2405 |
| *SMB* | 1990-2018 | 0.6872 | 0.2295 | 0.0436 | 0.0166 | 0.0016 | 0.8717 |
| 1990-2012 | 0.9520 | 0.3340 | 0.0847 | 0.0493 | 0.0041 | 0.9806 |
| 1992-2014 | 0.8066 | 0.5056 | 0.0800 | 0.0406 | 0.0035 | 0.9337 |
| 1994-2016 | 0.6685 | 0.4041 | 0.0707 | 0.0334 | 0.0015 | 0.8932 |
| 1996-2018 | 0.5871 | 0.3203 | 0.0566 | 0.0329 | 0.0034 | 0.8549 |
| *HML* | 1990-2018 | 0.0068 | 0.1080 | 0.0004 | 0.1844 | 0.0000 | 0.4468 |
| 1990-2012 | 0.0034 | 0.1183 | 0.0012 | 0.1456 | 0.0000 | 0.5007 |
| 1992-2014 | 0.0060 | 0.1016 | 0.0003 | 0.1500 | 0.0000 | 0.5493 |
| 1994-2016 | 0.0011 | 0.2190 | 0.0002 | 0.1203 | 0.0000 | 0.6486 |
| 1996-2018 | 0.0011 | 0.2966 | 0.0006 | 0.1708 | 0.0000 | 0.5661 |
| *MOM* | 1990-2018 | 0.0026 | 0.2842 | 0.0032 | 0.3954 | 0.0035 | 0.5174 |
| 1990-2012 | 0.0014 | 0.3787 | 0.0024 | 0.1507 | 0.0133 | 0.8063 |
| 1992-2014 | 0.0002 | 0.3718 | 0.0009 | 0.2188 | 0.0042 | 0.7986 |
| 1994-2016 | 0.0014 | 0.3361 | 0.0012 | 0.4510 | 0.0022 | 0.1449 |
| 1996-2018 | 0.0037 | 0.3935 | 0.0049 | 0.5065 | 0.0054 | 0.4195 |

Panel B.*ILLIQ* & the four systematic factors (*Rm – Rf*, *SMB, HML* and *MOM*)

|  |  |  |  |
| --- | --- | --- | --- |
|  | X1 | *ILLIQNYSE* | *ILLIQSP500* |
| X2 | Sample period | X1->X2 | X2->X1 | X1->X2 | X2->X1 |
| *Rm – Rf* | 1990-2018 | 0.5225 | 0.0000 | 0.2547 | 0.0000 |
| 1990-2012 | 0.7981 | 0.0000 | 0.2538 | 0.0000 |
| 1992-2014 | 0.3203 | 0.0000 | 0.7092 | 0.0000 |
| 1994-2016 | 0.4153 | 0.0000 | 0.7487 | 0.0000 |
| 1996-2018 | 0.3414 | 0.0000 | 0.6622 | 0.0000 |
| *SMB* | 1990-2018 | 0.0822 | 0.0049 | 0.1310 | 0.5000 |
| 1990-2012 | 0.0612 | 0.0194 | 0.1028 | 0.6957 |
| 1992-2014 | 0.0452 | 0.0264 | 0.3686 | 0.7607 |
| 1994-2016 | 0.1471 | 0.0503 | 0.1276 | 0.7374 |
| 1996-2018 | 0.2952 | 0.0319 | 0.1353 | 0.8021 |
| *HML* | 1990-2018 | 0.2849 | 0.3456 | 0.0389 | 0.2644 |
| 1990-2012 | 0.2090 | 0.1842 | 0.0367 | 0.2774 |
| 1992-2014 | 0.2063 | 0.3170 | 0.0254 | 0.4163 |
| 1994-2016 | 0.2495 | 0.5454 | 0.0262 | 0.9441 |
| 1996-2018 | 0.3372 | 0.7987 | 0.0329 | 0.8979 |
| *MOM* | 1990-2018 | 0.5427 | 0.0000 | 0.6216 | 0.0000 |
| 1990-2012 | 0.5248 | 0.0000 | 0.4718 | 0.0000 |
| 1992-2014 | 0.3147 | 0.0000 | 0.5174 | 0.0000 |
| 1994-2016 | 0.3142 | 0.0000 | 0.5533 | 0.0000 |
| 1996-2018 | 0.4052 | 0.0000 | 0.4046 | 0.0000 |

This table summarizes the *p*-value of the chi-square statistics for the Toda-Yamamoto Granger non-causality tests with control variables (*PD, PE, DFSP, TMSP,RREL* and *CAY*) between *VRP* and the four systematic factors (*Rm – Rf*, *SMB, HML* and *MOM*) (Panel A), and between illiquidity and the same four factors (Panel B). The analysis uses monthly data from the full sample period from January 1990 to December 2018, and four sub-samples from January 1990 to December 2012, January 1992 to December 2014, January 1994 to December 2016, and January 1996 to December 2018.
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4. For the full sample period and all sub-periods, the results of unit root tests show that all variables at level are stationary, i.e. I(0), except for the liquidity measures (*ILLIQNYSE* and *ILLIQSP500* ), which are integrated at order one, i.e. I(1). We used the augmented Dickey and Fuller (1981) ADF and Phillips and Perron (1988) PP models to test the null of a unit root against the alternative of stationarity, whereas the Kwiatkowski et al. (1992) KPSS tests the null of stationarity against the alternative of a unit root. Detailed results from the unit root tests are not reported here to conserve space but are available upon request from the authors. [↑](#footnote-ref-4)
5. Asymmetric VAR means that the AVAR system has the same explanatory variables in each equation, but the explanatory variables can have different number of lags. Hence, it is more flexible in modeling dynamic systems. [↑](#footnote-ref-5)
6. The maximal eigenvalues of the coefficient matrix of all the VAR models are smaller than 1, which suggests that all the VAR models are stable. Moreover, our VAR models show no serial correlation in the residuals. [↑](#footnote-ref-6)
7. The number of lags is selected by a general-to-specific approach to satisfy the assumption of no serial correlation and the stationary condition of VAR models. [↑](#footnote-ref-7)
8. We have also conducted the impulse response functions with Cholesky decomposition and structural vector autoregression (SVAR) and obtained consistent results. These results are available upon request from the authors. [↑](#footnote-ref-8)
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