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The random telegraph signals (RTSs) has become a serious reliability issue during the scaling of the 

CMOS technology. From the fundamental physics point of view, the RTS is generated by the defects 

at the Si/SiO2 interface or in the gate oxide layer, they can not be eliminated completely. The study 

on RTSs topic has led a paradigm shift from eliminating the RTSs to utilizing the RTSs. The RTSs 

phenomenon provides two contrasting states by the quantum effect. It also has shown that the 

capture and emission time are related to the bias conditions. Principally, the RTSs can be a 

promising candidate for the new QRNG source. However, the RTSs are usually generated by 

randomly distributed traps, it prevents the people to have a certain RTSs source. In this case, there 

is a high demand to develop a certain and stable RTSs source. 

In this PhD project, we successfully fabricated the RTSs source with the artificial quantum dot in the 

multi-gate silicon nanowire transistors. The RTSs generated from the artificial quantum dot could 

be manipulated by the bias condition of the multi-gate. The probability of the two states in the 

typical RTSs could be balanced equally by the voltage control. In addition, the RTSs phenomenon in 

conventional MOSFETs was investigated at different temperatures. The quantum confinement in 

our silicon nanowires was characterized. 
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Chapter 1 Introduction  

1.1 Motivation  

The semiconductor industry development had been guided by Moore’s law in the past 50 years [1] 

which has promoted the continuous technological progress in computing power. Nowadays, 

computer-based modern communications, designs, data analysis, healthcare, and artificial 

intelligence (AI) computing have been used as an essential part of everyone’s life. The core in a 

personal electronic device even has similar computing power to one of the modern supercomputer 

cores. After Apple iPhone XS was launched in September 2018 and AMD Radeon VII graphics card 

was released in January 2019, both the mobile device and the desktop computer had been 

announced to step into 7 nm node generation. During the time while people are enjoying the latest 

technology and expecting the next amazing product, designing a reliable electrical system has 

become increasingly difficult. With aggressively scaling the Complementary Metal–Oxide–

Semiconductor (CMOS) transistors, the reliability issues have become a nightmare for 

semiconductor engineers. In recent researches, random telegraph signals (RTSs) had attracted so 

much attention from the fundamental physics researchers as well as the device engineers. When 

the device size was approaching the level of atoms, RTS had emerged as a source of a series of 

reliability and variability issues which caused the failure of device [2,3,4]. The detailed reason was 

that the number of activated traps at the Si/SiO2 interface or in the dielectrics was reduced to a 

countable number during the scaling of the Metal-Oxide-Semiconductor-Field-Effect Transistor 

(MOSFET) area. In this condition, the carrier transport in the scaled transistors would be influenced 

just by one or a few activated defects. If one or a few traps randomly influenced the current in 

nearly 100% amplitude, the device would lose the function as a logic element [5]. 

RTS was first demonstrated by Ralls et al. in MOSFETs with 1 um channel length and 100nm channel 

width in 1984 [6]. It was simply illustrated as the drain current ID or the drain voltage VD which was 

randomly switched between two levels, “high” and “low” [7]. Researchers described the current 

which temporally switched between two levels as the high state “high” and the low state “low”. 

The variation between high-level and low-level currents was characterized by the switching 

amplitude ∆𝐼𝐼𝐷𝐷.  

The fundamental physical properties of the RTS were usually interpreted as a single electron or hole 

captured and emitted by a trap, which fluctuated the current characteristics in orders of magnitude. 

In MOSFETs, these traps were usually located at the Si/SiO2 interface or in the gate oxide layer [5,7], 

which were generated in the fabrication processes. Engineers had tried some strategies to suppress 
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the effect of the RTSs both in the process-level and in the circuit-level. For example, by changing 

the dielectric materials in the fabrication process, the oxide interface trap density for the non-

nitrided transistors was one order of magnitude lower than the nitrided devices [8]. In the circuit 

level, by using the correlated multiple sampling differential averaging (CSMDA) technique, the RTS 

and thermal noise could be effectively reduced [9]. However, the CSMDA technique was not so 

effective for the multi-level RTSs. Actually, the charged trap could never be eliminated completely 

from the view of fundamental physics. Then it led a paradigm shift from fighting with the RTSs to 

utilizing the RTSs phenomenon.  

The discrete nature of RTS provided a unique way to investigate the single-electron phenomenon 

caused by activated traps in the semiconductor devices. Researchers can not only extract the 

properties of the traps such as the energy level and capture cross-section [5], but also derive their 

physical position such as the trap depth and lateral position in the channel [5]. From the application 

perspective, the “high and “low” states of the RTSs provided the essential element for a quantum 

random number generator (QRNG) source, in which the switching behavior was dominated by the 

pure quantum mechanics. From the previous study of the RTSs [10,11,12], it had been shown that 

the capture and emission time had a strong dependence on the voltage bias, which gave a way to 

make an unbiased “high” and “low” states. In principle, the RTSs could be a promising candidate as 

a QRNG source. 

The QRNGs produced random numbers with pure quantum mechanical effects [13]. A random 

number should be unpredictable and cannot be reproduced. Random numbers were the 

foundational element for information security and they built the blocks of encryption, key wrapping, 

signing, one-time codes, authentication, and other cryptographic applications [14]. Random 

numbers were also essential elements for computer assistant modeling and modern digital gaming 

or lottery. There is no doubt that the quality of the random numbers had a fatal impact on modern 

security. Attackers do not usually attempt to crack encryption, they simply steal or guess keys. The 

digital keys generated by the poor quality random numbers would be much easier to be cracked by 

the attackers. Comparing with the classical random number generators [15-18], the QRNGs 

delivered the higher quality random number due to their intrinsic randomness from the quantum 

physical processes.  

Some commercial QRNGs products had been available in the market [19-24] and most of them were 

based on optical quantum phenomena. Today’s technology had provided a broad range of choices 

for both the light source and the precise detectors [25-27]. However, as long as the QRNGs were 

based on the optical quantum effects, the common issues such as unbalanced detectors [28], 

detector dead time [28-30], time precision [29], photon resolving capability [30], source instability 
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[31] and so on, could not be avoided.  In addition, it increased the difficulty of integrating the QRNGs 

into the VLSI circuit while the light source was needed. According to most of the commercial QRNGs 

outputting random numbers by the USB link as an independent component, the discrete QRNG 

devices from the motherboard or central processing unit (CPU) would increase the risk that the 

attackers might modify the random numbers in the software level.  

The QRNGs based on the RTSs would avoid the common issues of the optical QRNGs without using 

any light source and detectors. As the RTSs could be generated by the standard MOSFETs, it could 

be easily integrated into the VLSI design to form a private communication environment between 

the QRNGs and the logical units which provided a new way to enhance the security level at the 

hardware layer. However, there were few proposals for QRNG based on the RTSs demonstrated in 

the past decade years. The main reason was that the traps were randomly generated in the devices 

and the standard statistical investigation was quite time-consuming [32-37]. A certain RTSs source 

was highly demanded to develop toward the application of QRNGs. 

1.2 Aim 

The aim of this PhD project was to develop a RTS source with an artificial quantum dot in multi-gate 

silicon nanowire transistors. To achieve the final aim, the standard MOSFETs needed to be 

measured at different temperatures to investigate the fundamental physics of the RTS 

phenomenon and establish the characterization method to identify the RTSs. Based on the 

established method, the multi-gate silicon nanowire transistors needed to be designed and 

fabricated by collaborating with the senior researchers. Then the RTSs from the artificial quantum 

dot needed to be evaluated whether it could be a candidate as a QRNG source or not from the 

perspective of the fundamental physics.  

1.3 Outline of the thesis 

In chapter 2, the development of the QRNGs and the research progress in the RTS phenomenology 

were reviewed. Based on the different kinds of quantum effect phenomena, the advantages and 

challenges of the existing QRNGs were summarised. Then the design concept of the QRNG based 

on the RTSs was pointed out. 

In chapter 3, the RTSs in the conventional MOSFETs were measured at different temperatures with 

a cryostat system. In order to get the high-resolution measurement results, the cryostat was re-

designed to decrease the noise level. Two types of RTSs in both of the wide-channel MOSFETs and 
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narrow-channel MOSFETs were observed and investigated. The study established the theoretical 

basis to manipulate the RTSs in multi-gate transistor devices. 

In chapter 4, the fabrication processes for the multi-gate the silicon nanowire devices were 

demonstrated in detail. After successfully finishing the fabrication of the devices, the transport 

properties of the silicon nanowires were investigated with a single gate.  The quantum confinement 

in the special type of silicon nanowires was discussed. 

In chapter 5, the main devices with the artificial quantum dot were characterized at room 

temperature. Not only the typical RTSs were observed in a certain bias condition, but also the 

probability of the “high” and “low” states could be manipulated by the multi-gate voltages. The 

functionalities of the top gate and the first gates were identified.  

In chapter 6, the main devices were measured in different bias combinations to investigate the 

quality of the RTSs to be as a QRNG source. The way to find a better quality of RTSs generated by 

the artificial quantum dot was established. The challenges for our design to be a practical QRNG 

source were discussed based on the measurement results. 

Chapter 7 concluded my PhD studies. The main features of the QRNG in this work was shown in the 

table below comparing to the existing optical QRNGs. 

Table 1 The comparison of the features between this work and the existing optical QRNGs. 

 This work Optical RNG 

Qubit Single-electron Single-photon 

Speed 1bps (Potentially 
10Gbps ) 

Mbps 
Gbps 

Working Temperature Room temperature Room temperature 

Size Transistor scale Equipment scale 

Integration CMOS compatible No 

Calibration Gate bias calibration 
in hardware level  

Mainly software level 
calibration 
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Chapter 2 Background and literature review 

2.1 Random telegraph signal phenomenology 

Since the report of the random telegraph signals (RTSs) was published in 1984 [6], most of the 

research on the RTSs were based on the MOSFETs structure [5]. The typical RTS phenomenon was 

that the drain current or drain voltage was temporally switched between two levels [7]. The RTS 

characterization mainly included three elements: the time in high state, the time in low state and 

the switching amplitude.  Usually, the RTS phenomenon was explained according to the frame of 

the Shockley-Read-Hall (SRH) theory [6, 37]. The RTSs were driven by thermal energy at room 

temperature [38-41]. At low temperatures, while the thermal energy was decreased, the RTS was 

mainly characterized by the different tunneling transitions [42, 43]. In addition, the RTS amplitude 

could be extracted from the measurement results even without the statistical distribution, but it 

was quite difficult to derive a universal model to describe the RTS amplitude [5]. It was reported 

that the RTS amplitude could be related to the carrier number fluctuation in the channel [44], the 

change of the channel mobility [45-48], the gate voltage and drain voltage [49, 50], the impact of 

the device scaling [51-54] and so on. Moreover, the RTSs in the gate current was observed in the 

thin oxide layer devices [55]. It should be carefully distinguished with the channel RTS. The details 

were discussed in the following parts. 

2.1.1 The SRH framework  

The SRH theory could be used to describe the capture (𝜏𝜏𝑐𝑐) and emission (𝜏𝜏𝑒𝑒) time for the charge 

trap. By assuming that the charged trap was allocated in the interface between the channel and 

gate oxide layer in the n-channel devices, the average capture time for an electron from the 

inversion layer could be described as [6, 37], 

𝜏𝜏𝑐𝑐 =
1

𝑛𝑛𝜎𝜎𝑛𝑛𝜈𝜈𝑡𝑡ℎ𝑛𝑛
 

The 𝑛𝑛 was the volume concentration, which was proportional to the drain current. The 𝜈𝜈𝑡𝑡ℎ𝑛𝑛 was 

the thermal velocity for the electrons. The precondition to use this equation was that the inversion 

layer quantization could be neglected [37]. The ratio of the capture and emission time constant also 

could be described as [6], 

𝜏𝜏𝑐𝑐
𝜏𝜏𝑒𝑒

= 𝑔𝑔 𝑒𝑒𝑒𝑒𝑝𝑝 �
𝐸𝐸𝑇𝑇 − 𝐸𝐸𝐹𝐹
𝑘𝑘𝑘𝑘

� =
1 − 𝑓𝑓𝑇𝑇
𝑓𝑓𝑇𝑇

 

(2.1) 

(2.2) 
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The 𝐸𝐸𝐹𝐹  was the Fermi level in the surface. The 𝐸𝐸𝑇𝑇 was the energy level of the charge trap. The 𝑘𝑘 

was the Boltzmann constant. The 𝑓𝑓𝑇𝑇 was the occupancy of the charge trap by an electron. The g 

was the trap degeneracy, which was usually assumed to 1. By considering [7], 

𝑛𝑛 = 𝑁𝑁𝐶𝐶  𝑒𝑒𝑒𝑒𝑝𝑝 �
𝐸𝐸𝐶𝐶 − 𝐸𝐸𝐹𝐹
𝑘𝑘𝑘𝑘

� 

Where 𝑁𝑁𝐶𝐶  was the density of the states and 𝐸𝐸𝐶𝐶  was the bottom of the conduction band, the 𝜏𝜏𝑒𝑒 

could be derived as, 

𝜏𝜏𝑒𝑒 =
1

𝑁𝑁𝐶𝐶𝜎𝜎𝑛𝑛𝜈𝜈𝑡𝑡ℎ𝑛𝑛
 𝑒𝑒𝑒𝑒𝑝𝑝 �

𝐸𝐸𝑇𝑇 − 𝐸𝐸𝐹𝐹
𝑘𝑘𝑘𝑘

� 

In the p-channel devices, we could replace the 𝜎𝜎𝑛𝑛 by 𝜎𝜎𝑝𝑝, the 𝜈𝜈𝑡𝑡ℎ𝑛𝑛 by 𝜈𝜈𝑡𝑡ℎ𝑝𝑝 (the thermal velocity for 

holes) and 𝐸𝐸𝐶𝐶 − 𝐸𝐸𝐹𝐹  by 𝐸𝐸𝑇𝑇 − 𝐸𝐸𝑉𝑉. The 𝐸𝐸𝑉𝑉 was the top of the valance band. 

In the SRH theory, it also demonstrated the way to identify the low state and high state with either 

the capture or the emission behaviors. As an example, for the acceptor charge trap in an nMOS, the 

charge state was switched from more positive to more negative by trapping an electron. By 

changing the local potential in the channel, the capture of an electron was corresponding to the 

low current state, while the emission of the electron was corresponding to the high current state 

[10]. By obtaining the 𝜏𝜏𝑐𝑐 and 𝜏𝜏𝑒𝑒 parameters, the feature of the charge trap such as energy level, 

barrier height and location could be derived by the SRH approaching method [37, 46, 56-59]. 

However, some results had shown that the RTSs that were influenced by the Coulomb blockade 

effects were exceeded of the validity range of the SRH theory [60, 61]. The Coulomb blockade 

happened on the way where the electron transfer from the semiconductor to the charged trap. It 

formed a single electron transistor system, which should be taken into account while calculating 

the 𝜏𝜏𝑐𝑐 and 𝜏𝜏𝑒𝑒 parameters [61]. Especially at the cryogenic temperature, while the thermal energy 

was quite small, the electron or hole might be bound to the charge trap in a bi-stable configuration 

[62, 63]. In this case, the typical RTSs could not be observed because no carrier was exchanged 

between the semiconductor and the charge trap. 

2.1.2 Tunneling transitions of the RTSs at different temperatures. 

At room temperature, the typical RTSs behavior was recognized as being thermally activated [6-7, 

37]. It implied that the elastic tunneling effect was smaller enough to be negligible at the energy 

level around 𝐸𝐸𝐹𝐹  [65]. By decreasing the temperature, it was observed that the thermally activated 

transitions were gradually changed to the temperature-independent tunneling transitions [43]. The 

temperature-independent tunneling transitions were considered between the localized state and 

(2.3) 

(2.4) 
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the two-dimensional electron gas (2DEG) in the channel, which dictated by the Fermi’s golden rule 

[42]. While the temperature was decreased to the liquid helium temperatures, the tunneling two-

state system was identified at the Si/SiO2 interfaces due to the degeneration of the 2DEG [12, 66]. 

It was suggested that the two-level system was only caused by the energy exchange between the 

charged trap and the 2DEG without carriers exchange [66]. That induced the change for the 

inversion layer electrons in the scattering cross-section, which led the channel resistance changing. 

It also observed that the energy separation between the two-level states could be controlled by the 

gate voltage [67]. At the milli-kelvin temperature, the tunneling transitions between the single 

defect state to the 2DEG showed the finite temperature counterpart of the Fermi-edge singularity 

[67]. A peak of the tunneling rate could be observed while the energy level of the defect was aligned 

to the Fermi level of the channel, which was consistent with the Fermi-edge singularity theory at 

the finite temperature [67]. 

2.1.3 The RTS amplitude 

The RTS amplitude was usually normalized to ∆𝐼𝐼/𝐼𝐼𝐷𝐷 [5]. By assuming that the channel was uniform, 

the first model to describe the RTS amplitude was demonstrated that the local resistivity (R) was 

enhanced by the trap capturing an electron [44]. That resulted,  

∆𝑅𝑅
𝑅𝑅

=
1
𝑊𝑊𝜏𝜏

𝑞𝑞𝑞𝑞
(𝐶𝐶𝑂𝑂𝑂𝑂 + 𝐶𝐶𝐷𝐷 − 𝑞𝑞𝑄𝑄𝑛𝑛)

 

The 𝑞𝑞 was equal to 𝑞𝑞/𝑘𝑘𝑘𝑘. The W was the width of the channel. The L was the length of the channel. 

The 𝐶𝐶𝑂𝑂𝑂𝑂 was the oxide capacitance per unit of area. The 𝐶𝐶𝐷𝐷 was the depletion capacitance per unit 

of area. The 𝑄𝑄𝑛𝑛  was the channel charge density in /𝑐𝑐𝜇𝜇2 . It implied that the normalized RTS 

amplitude was affected by the total number of the carriers (N) in the channel, due to [44, 49] 

1
𝑁𝑁

=
𝑞𝑞

𝑊𝑊𝜏𝜏𝑄𝑄𝑛𝑛
 

Although the model could explain the gate voltage dependence of the RTS amplitude, it could 

explain the large RTS amplitude, especially in the weak inversion due to the image charge screening 

effect [68-70]. 

It was also demonstrated that normalized RTS amplitude was related to the change of the channel 

mobility (∆𝜇𝜇) [45,47]. After the oxide trap captured a carrier, the local electrical potential would be 

changed. This induced the scattering increase in the local cross-section, and then changed the 

channel mobility. If assuming the channel was uniform and the change was uniform, the 

relationship between the normalized RTS amplitude and the mobility could be [45, 47], 

(2.5) 

(2.6) 
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∆𝐼𝐼
𝐼𝐼

=
∆𝑛𝑛𝑆𝑆
𝑛𝑛𝑆𝑆

+
∆𝜇𝜇
𝜇𝜇

 

The 𝑛𝑛𝑆𝑆 was the surface carrier density. There was evidence to show that the ∆𝑛𝑛𝑆𝑆 was dominated 

by the ∆𝜇𝜇 [46, 48]. 

In addition, it was indicated that the RTS amplitude was not only dependent on the gate voltage 

but also dependent on the drain voltage [46, 49-50, 71-72]. By exchanging the role of the source 

and drain, the asymmetry RTS amplitudes were usually observed, which could be used to extract 

the lateral trap position [49,71] and to be as a local probe for the surface potential in the channel 

[72].  

Moreover, it was confirmed that the RTS amplitude was increased significantly during device scaling 

[51-54]. In the ultra-narrow transistors, the charged trap could be just located in the strategic 

position to block the channel current by changing the surface potential. However, in the thin gate 

oxide devices, the screening of the metal gate influenced the RTS amplitude drastically [5]. It had 

been confirmed that the image charge effect from the gate electrode decreased the RTS amplitude 

significantly [73].  

2.1.4 RTSs in the gate leakage current 

Since the thin gate oxide layer was widely implemented in the advance CMOS technology, the RTS 

in the gate leakage current attracted more attention both from the researchers and from the 

engineers [55, 74-81]. Even in the high-κ material transistors, the RTSs in the gate current was also 

observed [82-85]. It was pointed out that the gate leakage current in high state was corresponding 

to the charge trap capturing the electron, which was opposite to the channel RTS [55]. The reason 

was suggested as the trapped electron in the oxide layer increased the transmission probability to 

cross the dielectric layer by the image force reduction [5]. In this case, while the RTSs were observed 

in the drain current, the source, drain and gate leakage should be all plotted out.  It should be clearly 

distinguished between the RTS in the gate leakage current and the RTS in the channel current. 

2.1.5 1/f noise and RTS 

The 1/f noise was a noise signal with the functionalized behavior in frequency spectrum that the 

power spectral density was proportional to frequency inversely, shown as: 

𝑆𝑆(𝑓𝑓) ∝
1
𝑓𝑓𝛼𝛼

 

(2.7) 
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Where S is the power spectral density, f is the noise frequency and 0 < 𝛼𝛼 < 2. The 1/f noise was 

an intermediate between the white noise and Brownian motion noise, which was neither 

correlation in time nor correlation between increments. In this case, the 1/f noise can not be 

generated by integration or differentiation from the common signals. And there were no simple 

formulas to generate the 1/f signals.  Enormous experimental data had exhibited that the 1/f noise 

was commonly observed in both electronic and optical devices [145,146]. However, as the 1/f noise 

was defined from the observed features, the physical mechanism has not been clarified. In the 

nanoscale electronic devices, the RTS has been proposed to be the possible origin for the 1/f noise 

in the microscopic view [147]. From another point of view, the 1/f noise could be the macroscopic 

feature of the summation of many RTSs in the large scale devices. 

2.2 Quantum random number generators  

In the 1980s, the pioneers including Paul Benioff, Yuri Manin, Richard Feynman and David Deutsch 

initially established the quantum computing research field [86-88], which theoretically gave the 

hope to have the computing capability to against the exponential growth of Hilbert space with 

increasing the number of particles. Quantum computing was based on quantum effect phenomena 

including superposition, entanglement and so on [89]. After nearly 40 years’ developing, the 

experimental achievements in quantum technology areas in the last decades had shown that 

quantum physics could offer some new ways in computation, security, and cryptography. One 

important, emerging and more closed to daily life quantum technology was quantum random 

number generation. Quantum random number generators (QRNGs) were devices that used 

quantum mechanical effects to produce random numbers and applied to the simulation or 

cryptography. Comparing with classical physics, quantum physics was fundamentally random. Its 

intrinsic randomness became the overwhelming superiority in random number generator design. 

The main types of QRNGs were summarized in the following parts with their fundamental physics, 

strength, and limitation.   

2.2.1 QRNGs based on the radioactive decay 

The first QRNGs was designed based on the radioactive decay [90-91]. The core of this kind of 

QRNGs mainly included the radioactive samples and the Geiger-Muller (GM) tubes [92]. In the GM 

tube, the ionization event was produced by a single particle and was amplified in the Townsend 

avalanche. The device could generate the pulse for each detected particle. The probability for the 

numbers of the atom to decay in a certain time interval would be an exponential random number, 

which followed the Poisson distribution. In addition, the time intervals between different detected 

pulses would be also an exponential random number. That time intervals would not be affected by 
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the previous results [93]. By replacing the GM detectors to the semiconductor detectors in the 

modern proposals [94-97], the QRNG based on the radioactive decay was still a convenient method 

to generate high-quality random numbers. However, there were obvious limitations in the practical 

using of the QRNG based on the radioactive decay. The first one was due to the radioactive source. 

In order to improve the speed of the random generation, the highly radioactive source like Nickel-

63 [97], Americium-241 [96], Cesium-137 [98], Strontium-90 [99], Cobalt-60 [90] were introduced. 

Meanwhile, these radioactive substances required strict health and safety measures. This problem 

prevented the device to be commonly used and made it quite difficult to integrate into the 

computer circuit. The second one was that the bit generation rate was limited by the dead time 

from the detector recovery. The ions generated in the GM tube would stop the further avalanches 

which amplified each count until they recovered to the normal state [92]. So that the dead time 

was the essential time interval for the GM tube recovering to the full capability, which would be 

around microseconds level [90, 96-99]. Even in the semiconductor detectors, they also needed a 

microseconds time interval to the carriers replenishing after each detection [94-97]. The last but 

most one was that the detector could be degraded by the radiation. Especially in the semiconductor 

detectors, the radiation would damage the device surfaces and change the electrical properties [94-

95].  

2.2.2 QRNGs based on the noise 

Most of the noise-based random number generators belong to classical physical random number 

generators, like thermal noise [15], avalanche noise [16], dark noise [17] and so on. Besides, the 

shot noise-based devices [100-103] could be considered as QRNGs. The shot noise was generated 

by the discrete carriers passing through the potential barrier, which showed the quantum 

fluctuations. However, the thermal noise was generated by the thermal fluctuation of the carrier, 

which had the temperature dependence. Practically, these two kinds of noise were difficult to 

separate and mixed together [104]. So that the QRNGs based on the shot noise would be affected 

by many environmental fluctuations. It implied that the quantum effects were not well controlled 

and isolated in the QRNGs based on shot noise. Due to the simple electrical circuits, some 

commercial QRNGs based on the shot noise had been available in the market [101]. 

2.2.3 QRNG based on photon 

The optical QRNGs had the largest family in the latest research. The light provided the quantum 

states in many aspects with inherent randomness to be used as a QRNG source. The quantum states 

were usually described by the fock states and the coherent states [105-106]. The fock states 

contained numbers of photons sharing the same mode such as frequency, polarization, common 
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path, temporal profile and so on. The coherent states could be considered as the superposition of 

number states, which shared the properties with the classical light. The representative examples of 

the optical QRNGs were classified by the physical principles in the following parts. 

a) Beam splitting 

The beam splitting method was based on the single photon arriving at the beam splitter and passing 

with either of two different channels [107]. The beam splitter had equal transmissivity and 

reflectivity to provide equal probabilities for the two different paths. Two detectors were allocated 

in the two paths. By clicking the detectors with the arriving photon, the two detectors generated 

the “0” or “1” random number sequence. One problem for the optical path branching QRNGs was 

the same as the radioactive decay ones. The detectors needed a certain time to recover the 

sensitivity to the single phonon. It limited the maximum speed of the QRNGs in the Mbps level 

[108]. The other one was that the real beam splitter and detectors would cause a certain bias due 

to the different efficiency of the detector and the coupling ratios [12].  

b) Photon counting 

 A large number of optical QRNGs was based on the photon counting in a certain time interval. The 

number of total photons that arrived at the detection in a fixed interval was an exponential random 

variable, which obeyed the Poisson distribution [109]. In order to assign the “0” and “1” bit, the 

post-processes were required to adjust the mean photon level of the source. In this case, the 

random number was not directly generated by the quantum effects. It was generated from the 

post-processes by setting a certain mean photon level to make sure the probability of “0” and “1” 

bit were almost equal [110]. Then the limitation for the QRNGs based on the photon counting was 

that it highly relied on the post-processes to get the equal probability of “0” and “1” bit. The 

detection rate was also limited by the dead time. 

c) Time of photon arrival 

The method for the QRNGs based on the time of photon arrival was similar to the radioactive decay 

generators. The detector would receive an average number of the photons from the LED incoherent 

light source and from the coherent laser source in a short time period respectively in one 

measurement cycle. Both of the arrival times followed the exponential distributions. The difference 

between the two arrival times was also an exponential random number. By comparing two of the 

time difference 𝑡𝑡1 and 𝑡𝑡2 in two measurement cycles, we could assign 𝑡𝑡1 > 𝑡𝑡2  as “1” bit, and 𝑡𝑡1 <

𝑡𝑡2 as “0” bit [111-112]. It could be found that the precise time tagging was highly recommended. 

The clock speed to digitizing the time arrivals could limit the precision of the measurement. As the 

photon detectors were utilized, the dead time could not be ignored.  
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d) Vaccum fluctuations 

The QRNGs based on the quantum vacuum fluctuations was designed with the homodyne detection 

techniques [113]. The homodyne detector mixed the reference laser with the vacuum state in a 

balanced beam splitter. Two detectors were allocated in the output of the beam splitter. By 

subtracting and processing the results from two detectors, the final current output could be 

digitized to the random numbers. Although the rate of this kind of QRNGs could exceed the Mbps 

rate of photon detection method and could reach Gbps [114], the main measurement would be 

dominated by the shot-noise. Then the performance would be affected by the classical thermal 

noise. In addition, complex post-processes were required to digitize the current out to random 

numbers. 

2.3 RTSs in the silicon devices using as QRNGs source  

From the fundamental physics of view, the RTSs fluctuations in the MOSFETs were generated from 

the single electron or hole trapped or de-trapped by a trap in the oxide layer or at the  𝑆𝑆𝑆𝑆 𝑆𝑆𝑆𝑆𝑆𝑆2⁄  

interfaces [5]. The observed the “high” and “low” state were truly random events, which were 

dominated by the quantum effects. Principally, if we could adjust the probability of the “high” and 

“low” states to be equal, and assigned the “high” state to “1” bit, the “low” state to “0” bit, the 

devices could be a promising QRNG source. Comparing with most popular optical QRNGs, the 

QRNGs based on RTSs do not need the high power light source and the photon detectors. It avoided 

the dead time as a common issue for most of the optical QRNGs [12]. In addition, the RTSs could be 

manipulated by the gate bias to achieve equal probabilities for each state [5]. So that it reserved 

the methods for calibration and maintenance from the original quantum process. Comparing to the 

QRNGs based on the photon counting, once the emission source was fabricated, the emission 

processes could not be controlled. The random numbers could only be generated from the complex 

post-processes. In this case, all the calibration and maintenance could only be implemented in the 

post-processes, not in the quantum processes. Moreover, the QRNGs source based on the RTSs was 

just transistor size. Without any light source and radioactive source, the transistor size device could 

be convenient to integrate to the electrical circuits, or even into the CPU directly.  Comparing to 

the QRNGs based on the shot noise which suffering from the thermal noise, the QRNGs based on 

the RTSs could use the voltage bias to restrain the effect from the temperature. At different 

temperatures, the voltage bias could always manipulate the probability distribution of the “high” 

and “low” states.  

It looks like the RTSs should be a perfect candidate as a QRNG source. However, it was rear to find 

papers to discuss the QRNGs using the RTS phenomenon. The typical one was proposed 17 years 
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ago in the International Electron Devices Meeting [115]. It was based on the single-electron 

transistor with back gate. Although recently researchers also proposed to use the RTS to generate 

random numbers [116, 148-150], they still based on the conventional one gate CMOS structure. 

And no commercial products were made based on the RTS till now. The main reason was that the 

original source of the RTSs was the defect, and the defects were randomly formed in the transistor 

devices during the fabrication processes. In this case, people need to measure thousands of devices 

to find the RTSs with the statistical investigation. From the engineering point of view, that means 

the stabilized RTSs source was not available now. Even the radiation could be utilized to introduce 

the interface-trap to the transistor devices, the energy level of the traps could not be controlled. In 

order to use the RTSs as a QRNG source, the RTSs source of certainty was highly demanded.  

Based on the basic physical model of the RTSs, we proposed the multi-gate transistor design to form 

an artificial quantum dot in the channel, shown in Figure 2.2. The artificial quantum dot would work 

as a defect to trap and de-trap the electron and generate the RTSs. By manipulating the voltage 

bias of the multi-gate, we could control both the energy level in the quantum dot and the potential 

barriers of the quantum dot. In this case, the occupation and un-occupation of the electron were 

highly tunable. The drain current switching between two states could be a source of certainty for 

the quantum random number generation. 

 

Figure 2.1 The structure of the triple gates silicon nanowire transistor 
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2.4 Summary 

In summary, the phenomenology of the RTS in the MOSFETs was reviewed.  We clarified the 

characterizing method to describe the feature of the RTS. The RTSs in the gate leakage current 

and in the channel current from source to drain should be distinguished.  By reviewing the 

existing QRNGs, the disadvantages from these devices provided the way to propose the new 

QRNGs. Based on the standard single-electron transistor model, we proposed our multi-gate 

transistor design for a QRNG source.
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Chapter 3 Random telegraph signals in MOSFET at low 

temperature 

This chapter summarized the experimental RTS behavior in the conventional metal-on-silicon field-

effect-transistors (MOSFET) in sub-100nm scale. For the wide-channel device, a pMOS with 10 μm 

channel width and 75 nm channel length was characterized.  For the narrow-channel device, a 

nMOS with 60 μm channel width and 60 nm channel length was characterized. The key physics and 

fabrication processes of silicon quantum random number generation devices are based on the 

conventional MOSFET. The industrial-level MOSFETs were measured using a low noise cryostat to 

get a better understanding of RTS behavior and investigate the RTS characterization methodology 

before we fabricated the devices at the University of Southampton. 

3.1 Methods 

The samples were planar bulk silicon n-type and p-type MOSFET fabricated using 65nm technology 

by industrial collaborators, which is shown in Figure 3.1. The material of the gate electrode was 

high-doped polycrystalline silicon (Poly-Si). The gate insulator was made of silicon oxynitride (SiON), 

in which the equivalent oxide thickness was 2.4nm. The source, drain, gate and bulk electrodes of 

each transistor were connected with 4 metal pads, which dimension was 100 μm long and 100 μm 

wide. The pMOS and nMOS which have the same channel dimensions were located up and down 

next to each other.   

 

Figure 3.1 Device layout in the optical microscope. The core of the device was located in the 

middle with 4 metal pads connected. From left to right, they were Gate, Source, Drain 

and Bulk electrodes. 

After setting up the low noise MEMS prober station (Figure 3.2), more than 200 devices including 

both pMOS and nMOS were measured to confirm the transistor performance at room temperature. 

The core  

Gate  Source  Drain  Bulk  
nMOS  

pMOS  
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The measurement system was established with the Kelvin measurement method using high-quality 

triaxial cables. By utilizing the Agilent B1500A Semiconductor Device Analyser to calibrate the 

system, the system noises were well controlled below 100 fA. 

 

 

 

 

 

Figure 3.2 (Left) MEMS prober station with all high-quality triaxial cables feedthrough setting. 

(Right) Cascade highly reliable probe connecting with device. 

The standard ID-VG and ID-VD characterizations were performed on both pMOS and nMOS at room 

temperature. Superior transistor performance has been achieved to confirm both the 

measurement setting and the device quality. As an example, an nMOS device (Channel length: 

100nm, Channel width: 10μm) measurement results were shown in Figure 3.3-3.4. The drain 

current was normalized by channel width. From the linear scale of the ID-VG diagram, the threshold 

voltage can be calculated as 0.56 V . Moreover, from the log scale of the ID-VG diagram, the 

subthreshold slope was extracted as 106mV/decade.  

 

Figure 3.3 Drain current with gate voltage dependence, drain voltage (Vds) was set to 50mV and 

1V: (Left) Linear scale to investigate the threshold voltage. (Right) Log scale to 

investigate the subthreshold slope 

. 
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Figure 3.4 Drain current with drain voltage dependence. Gate voltage (Vgs) was set to 0V, 0.2V, 

0.4V, 0.6V, 0.8V and 1V 

At room temperature, the typical RTSs were mainly dominated by thermal energy. The carrier 

transitions would not correspond to the elastic tunneling transition, which happened at the energy 

level around 𝐸𝐸𝑓𝑓 [5].  In addition, these devices were industrial-level quality and high-performance 

bare transistors. It was very rare to find a poor device which shown the RTS. Only one nMOS device 

which channel was 60 nm long and 60 nm width showed 2 level oscillation in the IdVd curve. Then, 

it was soon identified to be a very poor device in which the gate oxide was broken easily in the next 

standard measurement.  The time-domain measurements of a selected good device were also 

implemented, which showed good transistor performance in ID-VG characterizations (Figure 3.5). 

In the subthreshold region, six points (Red diamonds in Figure 3.5) were selected to do the time 

domain measurements, which covered the region of the ID from 1 pA to 100 nA. A certain VG  

applied with VD was 50 mV. 1001 points were measured in the same condition. We cannot see any 

typical RTSs phenomenon and mainly 1/f noise (Figure 3.6 a-f), and all the probability distribution 

of the ID showed only one peak in each of them (Figure 3.6 g-l).  
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Figure 3.5 Drain current with gate voltage dependence. Drain voltage (VD) was set to 50mV. The 

Sex selected points were marked as red diamonds, which represented the ID in 1 pA, 

10 pA, 100 pA, 1 nA, 10 nA, and 100 nA levels 

  

(-0.15 V, 1.261 pA) 
(-0.07 V, 14.27 pA) 

(0 V, 129.1 pA) 

(0.07 V, 1.173 nA) 

(0.16 V, 19.29 nA) 

(0.23 V, 150.6 nA) 
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Figure 3.6 Drain current with gate voltage dependence. Drain voltage (VD) was set to 50mV. The 

Sex selected points were marked as red diamonds, which represented the ID in 1 𝑝𝑝𝑝𝑝, 

10 𝑝𝑝𝑝𝑝, 100 𝑝𝑝𝑝𝑝, 1 𝑛𝑛𝑝𝑝, 10 𝑛𝑛𝑝𝑝 and 100 𝑛𝑛𝑝𝑝 levels. (a-f)The time domain measurement 

results with the first 50s. (g-l)The probability distribution of the ID. 

However, at low temperatures, the RTSs did not rely on the thermally activated tunneling transition 

[42, 43, 117]. Without the help of thermal energy for the charge transition, typical RTSs could be 

more likely to be found, and the amplitude of RTSs would be much larger than that at the higher 

temperature [42]. In this case, the main characterization of RTSs in the standard MOSFETs was 

measured in the cryostat at low temperatures. 
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3.2 Low-temperature measurement system and sample packaging 

The low-temperature measurement system was the Cryogen free high field measurement system 

from the Cryogenic Ltd. Company, which enables us to perform the experiment down to 300 mili-

Kelvin (Figure 3.7). As it was a quite common system with a detailed user manual, the details of the 

system will not be repeated here. The basic working principles will be briefly described.  

 

 

 

 

 

 

 

Figure 3.7 The cryogen-free high field measurement system 

As most “Dry” cryogenic systems, there was no need to feed liquid Helium to the system during the 

measurement. This was the most outstanding advantage of the “Dry” cryogenic systems comparing 

to the “Wet” cryogenic systems, which consume the liquid Helium during the measurement. So that 

the “Dry” cryogenic systems almost had no time limitation for the measurement. For the RTS 

investigation, thousands of points need to be measured. The “Dry” cryogenic systems could be 

satisfied with this kind of long-time measurement. This cryogen-free high field measurement 

system was mainly comprised of the Cryo-cooler system, the Cryostat and magnet, and the Variable 

temperature insert (VTI) (Figure 3.8). To reach the lowest temperature, the cryo-cooler system was 

operated firstly. The helium compressor outputted the main power to cool down the cryostat and 

the magnet by an independent high-pressure helium circuit, which was isolated to the other parts 

of the system. The cryostat provided an isolated vacuum chamber to shield and support the VTI and 

superconducting magnet thermally. With the cooling power from the helium compressor, the VTI 

could be cooled down to 160 K. In this project, the magnet would not be used, so that it was ignored. 

The VTI part would mainly dominate the sample temperature from 1.6 K to 325 K. A bore form by 

the magnet surrounded and supported the VTI.  Apart from the helium compressor cooling system, 

the VTI had another independent helium circulation cooling system. The “Helium Dump” was used 

to store the helium gas for the VTI helium circulation at the room temperature. After the VTI was 

cooled down below 160 K by the Cryo-cooler system, the “Oil-free pump” should be started to 
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continue cooling.  The “Oil-free pump” pushed the helium gas out of the dump and came into the 

circulation from the “Helium Gas Inlet”. Then the helium passed through the “Charcoal Filter” to 

get impurities removed, and made the heat exchanger in the “40 K stage” to be cooled down to 40 

K. In the following “4 K stage”, the helium gas was cooled further to below 4.2 K and finally 

condensed as helium liquid in the “He pot”. By controlling the “Needle Valve” to let the helium 

liquid flow into the sample chamber, the helium liquid expanded and cooled the sample chamber 

further to 1.6 K. Finally, the expanded helium gas flowed up to the top of the VTI and extracted by 

the “Oil-free pump” to get back to the “Helium Dump”. With this independent circulation cooling 

system, the sample chamber could be stable at 1.6 K to 325 K for a long time until the pump and 

compressor were shut down. In this case, the system could provide a stable temperature for an 

enough long time to characterize RTSs phenomena.  

 

 

 

 

 

 

Figure 3.8 The schematic structure of the cryogen-free high field measurement system 

With the special sorption pumped He-3 insert, the sample could be further cooled down to 300 

milli-Kelvin (Figure 3.9). The He-3 insert included a “Main sorption pump” to decrease the pressure 

of the He-3 vapour. The sorption pump played the role of a He-3 gas absorber when it was lower 

than 40 K. When the sample temperature stayed around 1.6 K, we turned on the heater to increase 

the temperature of the sorption pump to 40 K, all the He-3 gas would release from the absorber 

and condense to liquid in the “2cc helium-3 pot” at the bottom of the insert. Then we turned off 

the heater. The He-3 vapor would begin to condense on the absorber inversely. In this case, the 

pressure in the “2cc helium-3 pot” would be decreased and the temperature inside would be finally 

decreased to 300 mK, until all the He-3 liquid evaporated.  

  

Helium 
Compressor Inlet 

Outlet 
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Figure 3.9 (Left) The schematic structure of the He-3 insert. (Right) He-3 insert with electrical 

connections 

However, this He-3 insert had not been used and maintained in the past 7 years. When it was 

restarted to use, the lowest temperature (300 mK) could only be stable in 40 minutes (Figure 3.10). 

The time was too short for the RTSs measurements. Moreover, both the provided devices and the 

fabricated devices were aluminum pads. Below 1.2 K, the aluminum pads would become 

superconductors. The results could be more complicated and beyond the main aim for this project. 

So that the measurements were focused at the temperature from 2 K to room temperature. The 

measurements were also based on the Agilent B1500A Semiconductor Device Analyser. 

 

Figure 3.10 The performance of the He-3 insert. The lowest temperature was 298 mK. It can be 

stable around 40 minutes from 17:37 to 18:18. 

  

Stable at 300 mK about 40 minutes 
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Before loading to the cryogenic system, the devices should be diced and packaged to fit the loading 

insert of the cryostat. The samples need to be cut into 3mm x 5mm small chips by the dicing 

machine (Figure 3.11). This size was limited by the chip carriers, which can be loaded into the 

cryostat. To protect the sample surfaces, a photoresist (S1813) layer was coated before dicing. After 

dicing, Acetone followed by Isopropyl Alcohol (IPA) was used to remove the photoresist layer. After 

the De-ionized water-raising, the nitrogen gun was used to dry the sample.  

 

Figure 3.11 Maximum 3mm* 5mm small chips after dicing. The cleaned samples were stored in a 

jelly sample box. 

The special 6-pin chip carrier was used to mount the sample with a non-conductive cryogenic epoxy 

(Figure 3.12). Then the device contact pads needed to be bonded to the pins on the chip carrier. As 

only 6 pins were on one chip carrier, and one device had 4 metal pads, we could only connect one 

device to the chip carrier once time. Besides, the wire bonding process was quite challenging due 

to the diameter of the gold wire was similar to the size of the metal pad device. Moreover, the 

distance between the two metal pads was quite closed. The bonding points were very easy to touch 

with each other during wire bonding and caused the failure. It could be seen in Figure 3.13 which 

was from a successfully bonded device. In this case, we prepared several samples that were 

mounted to the chip carrier before wire bonding. Finally, the chip carrier was mounted to the 

bottom of the insert probe that could be loaded into the cryostat. 
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Figure 3.12 The MOSFETs samples mounted to a 6-pin chip carrier with a yellow no-conductive 

epoxy. 

 

 

Figure 3.13 The optical microscope view of the sample which was mounted and successfully 

bonded to a 6-pin chip carrier with 4 gold wires. 
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3.3 RTSs in a wide-channel MOSFET (W/L=10um/75nm) 

3.3.1 Measurement 

The first successfully bonded device was a pMOSFET with 10 μm channel width and 75 nm channel 

length. It was loaded into the cryostat and cooled down to 2 K. The IDVG characteristics were 

measured at different temperatures. In Figure 3.14, the transistor performance was shown at three 

typical temperatures (300 K, 150K and 2K). 

 

Figure 3.14 Drain current with gate voltage dependence for the pMOSFET (10 𝜇𝜇𝜇𝜇 long and 75 nm 

wide). VD was set to 50mV to make a stable measurement temperature. 

Because this was a wide-channel pMOSFET, the ON current (VG=1 V and VD=1 V) was in the milli-

ampere region at room temperature. Moreover, the effective mobility would be increased at low 

temperature [118]. The ON current would be increased further. To avoid the heat generated by the 

transistor affecting the measurement temperature, we kept a small VD (50 mV) to measure the 

transistor performance in a low field transport regime. The sign of the Coulomb blockade 

phenomenon had appeared at 2 K in such a large area (wide but narrow) pMOSFET. Although 

finding the Coulomb blockade phenomenon was not the main aim of this project, it could provide 

a single electron/hole transport system built in the devices. As the RTSs phenomenon was related 

to single electron/hole trapping and de-trapping from a defect in the device, to find the Coulomb 

diamond could provide us an energy level reference of the device, which could be used to voltage 

parameters to investigate the RTSs phenomenon. According to the results in Figure 3.14, the 

channel resistance of the transistor was larger than 25.8 kΩ in the sub-threshold region from -0.55 

V to -0.7 V, which was the essential condition to observe the Coulomb diamond. In this case, we 
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measured the drain current by sweeping the VG from -0.55 V to -0.7 V and the VD from -20 mV to 

20 mV at 2 K. 

 

Figure 3.15 The contour plot for drain current versus gate voltage and drain voltage of the 

pMOSFET at 2K. The bluepoints were selected conditions to extract the gate voltage 

and drain voltage. Then the RTSs time-domain measurement was carried on the 

voltage conditions of these points. The results were shown in Figure 3.18-3.20 and 

3.22-3.24. 

The contour plot of the drain current was shown in Figure 3.15. It can be clearly seen that several 

Coulomb diamonds continuously appeared during the gate voltage sweep. The Coulomb diamond 

sizes were shrunk generally while increasing the |𝑉𝑉𝐺𝐺|. Different Coulomb diamonds represented 

different quantum states in the single hole transport system. Thus different size of the Coulomb 

diamond was related to different charging energy of the different quantum states. It indicated that 

the changing of |𝑉𝑉𝐺𝐺| affected the coupling capacitance of the quantum dot. This phenomenon was 

quite different from the metallic tunneling junction mesoscopic model, in which the Coulomb 

diamond sizes were all the same. To understand the size decreasing Coulomb diamond, we need to 

investigate how the quantum dot was formed which would be discussed later. Firstly, we focused 

on the edges of the Coulomb diamond, where some horizontal peaks can be found. If we changed 

a better colour for contrast, the peaks were more clear (Figure 3.16). That means the current did 

not change continuously. The small step change of the current must happened in that area. One 

IDVG curve that crossed the “Area 1” was extracted from the contour plot data (Figure 3.17). The 

step-change could be confirmed.  
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Figure 3.16 Horizontal peaks happened at the edges of the Coulomb diamond areas 

 

Figure 3.17 One IDVG curve (VD=-13.5 mV) extracted from Figure 3.15. The step changes of the 

current can be found around VG=-0.65 V (In the Area 1 of Figure 3.16). 

Then the time-domain characteristics of ID were implemented with the gate and the drain bias 

conditions located in the “Area 1” of  Figure 3.16. The typical RTSs were finally observed in a wide 

and short pMOSFET at 2 K with the assist of Coulomb diamonds. One example of the typical result 

was shown in Figure 3. 18. 
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Figure 3.18 The time-domain measurement of ID with the bias condition of VD=-13.5 mV and VG=-

0.64 V. Three types of RTSs were found. 

In Figure 3.18, 3500 points were collected within the time interval ∆𝑡𝑡=1 s. We can clearly find three 

kinds of RTSs that happened in this period. The RTS3 has the largest amplitude and happened quite 

rear, which would cause a large current peak and might damage the device. The RTS2 has the 

smallest amplitude and shortest average switching time, which had a limited effect on the total 

drain current. The RTS1 has an amplitude about 0.5 nA, and was switching in a reasonable time 

interval. So that the current step change in Figure 3.17 was mainly caused by the RTS1. As the RTSs 

were caused by a single electron or hole trapping and de-trapping from a trap (or defect), the time 

duration that the trap captured the hole or emitted the hole revealed the wave function of the trap. 

In quantum mechanics, it was described as the probability distribution of finding a particle that 

occupied a certain energy state. The occupied or unoccupied condition was reflected in the ID in 

this case. So that the probability distribution of ID (𝑃𝑃(𝐼𝐼𝐷𝐷)) that had a relationship with the wave 

function of the traps (𝜑𝜑(𝐼𝐼𝐷𝐷)) is: 

𝑃𝑃(𝐼𝐼𝐷𝐷) = |𝜑𝜑(𝐼𝐼𝐷𝐷)|2 

In Figure 3.19, the 𝑃𝑃(𝐼𝐼𝐷𝐷) was extracted from the data in Figure 3.18. The low state of RTS1 and the 

high state of RTS1 can be distinguished from the two main separated peaks. In each of the main 

peaks, it included two sub-peaks, which were related to the low and high state of RTS2 respectively. 

The RTS3 was very rare to happen so that the probability was almost zero. We could also find the 

probability distribution of RTS2 which had a high co-relationship with that of RTS1. When the RTS1 

was in the high state, RTS2 had a high probability in the high state. When The RTS1 was in the low 

state, the probabilities of the RTS2 in the high and low state were almost equal. That means the 

two quantum states in the two traps, which caused the RTS1 and the RTS2, had a strong coupling 

relationship.  
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Figure 3.18 The probability distribution of the current versus its valve 

In order to investigate the RTSs systematically, the time-domain measurement of the ID was 

continued in the selected bias conditions that were marked as blue points in Figure 3.15. The bias 

condition with VG=-0.64 V and VD=-13.5 mV was focused as a centre point. By changing the VG and 

VD bias respectively, the dependence of the RTSs probability distribution on VG and VD could be 

illustrated. Firstly, the VG bias was selected as -0.6 V, -0.635 V, -0.639 V, -0.64 V, -0.641 V, -0.645 V 

and -0.65 V with VD=-13.5 mV as a constant. The results were shown in Figure 3.19 a-g. 
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Figure 3.19 (a-g) The time-domain measurement results of the VG dependence for the RTSs. (h-n) 

The probability distribution of the current versus its valve. The high state of RTS1 was 

marked as red “H”; the low state of RTS1 was marked as blue “L”. 

The corresponding 𝑃𝑃(𝐼𝐼𝐷𝐷) was extracted from the time-domain measurement results at each VG 

bias respectively (Figure 3.19 h-n). It could be observed that the probability to find the current in a 

high state was increased by changing the VG from -0.6 V to -0.65 V and this was mainly dominated 

by RTS1. Although RTS3 had been observed with huge amplitude and could be found in Figure 3.19 

b, d, and e, it was still quite rare and was almost zero in the probability distribution calculation in 

Figure 3.19 i, k, and l. The RTS2 could always happen in both the high and low state of RTS1. On 

most occasions, the RTS2 were more likely to state at the high current level. However, when the 

bias condition made the RTS1 more likely to be in a high state, in the RTS1 low current state part, 

the RTS2 was more likely to be in a low state. This implied that the traps which caused the RTS1 and 

RTS2 were quite closed and the RTS1 could affect the RTS2 to some extent. In Figure 3.19 (c), 

another kind of RTSs was observed, which we named  RTS4. The amplitude of the RTS4 was 

estimated between RTS1 and RTS2. The capture and emission time of RTS4 was quite long, which 

seemed to be more than 1 hour. To avoid the interference for the RTS4, the data in Figure 3.19 (c) 

was divided into 2 parts, the RTS4 low state, and the RTS4 high state, shown in Figure 3.20.   
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Figure 3.20 The time-domain measurement results in Figure 3.19 (c) were divided into (a) (from 0 

to 1605s) and (b) (from 1605s to 3500s).of the VG dependence for the RTSs. (c,d) The 

probability distribution of the current versus its valve. The high state of RTS1 was 

marked as red “H”; the low state of RTS1 was marked as blue “L”. 

 As the experience from the measurement, if the wires were touched gently during the 

measurement, the current would have a high peak immediately. In addition, in the measurement 

room, it was vented all the time and was very crowded with noisy compressors and vacuum pumps. 

There was no guarantee that no vibration was transferred to the single wires. Moreover, between 

the Agilent B1500 semiconductor analyzer and the insert probe, there was a “break-out box” 

(Figure 3.21) to connect them together. The Agilent B1500 triaxle cables were terminated here by 

the triaxle to the banana adaptor. Only the single could pass without guard and shield layers. This 

“break-out box” was designed for the insert probe connecting with measurement equipment. Also,  

it could be used to test the sample performance after wire bonding before loading into the cryostat 

as shown in Figure 3.20. Because there was no guard and shield for the single in the “break-out 

box”, the stochastic environmental noise could directly affect the signals, which was the limitation 

of the system. Although some actions had been done to reduce the environmental noise, it could 

not avoid the noise interruption from the surrounding. This was the reason why I upgraded the 

system into a better noise level condition after finishing the measurement for this device. The 

system upgrading was shown in chapter 3.4.1 later. In this case, the RTS3 would be treated as 

system noise and ignored for analyzing. 
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Figure 3.21 The “break-out box” to make the connect between measurement equipment and insert 

probe. The green tube was the bottom part of the inset probe, where the chip carrier 

mounted on. The “break-out box” could directly measure the sample before loading 

into the cryostat. 

As the aim of measuring the RTSs in silicon devices in this project was to use the RTSs as a random 

number generation source. The RTSs that dominated the amplitude of the ID was mainly focused. 

In this case, the RTS1 was focused on investigating the bias dependence of the RTSs. After the VG 

bias dependence measurement, the VD bias was selected as -10 mV, -12.5 mV, -13 mV, -13.5 mV, -

14 mV and -14.5 mV with VG=-640 mV as a constant. The results were shown in Figure 3.22 a-g. 
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Figure 3.22 (b-f) The time-domain measurement results of the VD dependence for the RTSs. (h-l) 

The probability distribution of the current versus its valve. The high state of RTS1 was 

marked as red “H”; the low state of RTS1 was marked as blue “L”. (a,g) The RTS5 

appeared. The high state of the RTS5 was marked as red “H’”; the low state of the 

RTS5 was marked as blue “L’”. 

It can be observed that the probability distribution of ID for RTS1 was shifted from being more likely 

in a high state to being more likely in a low state during the VD changing from -12.5 mV to -14.5 mV. 

However, if the VD  was decreased to -10 mV, another new RTS appeared which was named RTS5. 

The RTS amplitude was used to distinguish the RTS5 from the RTS1. It could be clearly found that 

the amplitude of RTS5 was smaller than 0.4 nA approximately from Figure 3.22 (a). However, the 

amplitude of RTS1 was more than 0.6 nA approximately. That means another RTS would dominate 

the ID if we continued to decrease the VD. Because we could also observe the horizontal peek on 

the top of the same Coulomb diamond (Area2) in Figure 3. 16, three points (VD=9 mV, VD=10 mV 

and VD=10.3 mV) were selected to do the time-domain measurement with the VG=-640 mV (Figure 

3.23). It could be used to analyze the electrical symmetric of the trap. 

 

Figure 3.23 (a-c) The time-domain measurement results of the VD dependence for the RTSs. (d-f) 

The probability distribution of the current versus its valve.  
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The RTSs were also observed on the top edge of the same coulomb diamond with RTS1, which were 

named RTS6 and RTS7. The amplitude of RTS7 was estimated to be about 0.7 nA, which was quite 

similar to RTS1. So that it might be caused by the same trap. The amplitude of RTS6 was estimated 

at about 1.5 nA. Therefore,  it was more likely to activate a new trap at a different energy level. 

However, it was still too rare to be observed, RTS6 could not be used in statistic analysis. To check 

the bias conditions that located in the Coulomb diamonds as a reference, the measurement was 

carried out on VD=-1 mV and VG=-640 mV (Figure 3. 24). In the Coulomb diamond, the current was 

almost blocked and less than 1 nA. It was unable to analyze the RTSs. 

 

Figure 3.24 The time-domain measurement results in the Coulomb diamonds. 

So far, we had observed 7 RTSs in this pMOS at 2K. If we continued to do the same measurement 

in other areas which showed the horizontal peaks in Figure 3.16, other kinds of RTSs might be 

observed. As the main target of these measurements was to establish the method to find RTSs in a 

silicon transistor and to investigate how the RTSs generated, there was no necessity to measure all 

possible RTSs at low temperatures. The discussion would focus on RTS1 to simplify the analysis. 
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3.3.2 Discussion 

Because we found the RTSs with the assistance from the Coulomb diamonds, how these Coulomb 

diamonds were formed in a standard pMOS should be firstly investigated. The Coulomb diamonds 

marked in Figure 3.15 were shown in Figure 3.25.  The threshold voltage was extracted from Figure 

3.14 as -0.67 V on VD=-50 mV at 2 K. 

 

Figure 3.25 The contour plot for drain current versus gate voltage and drain voltage of the 

pMOSFET at 2K. 

Six typical Coulomb diamonds were marked D1, D2, D3, D4, D5, and D6, and it can be observed 

that there were more Coulomb diamonds between them. It implied that the device was dominated 

by several quantum dots compared to the single dot in a silicon device [119]. The Coulomb 

diamonds sizes were decreasing from left to right as we mentioned before. In addition, some 

smaller Coulomb diamonds appeared among the six diamonds. Based on the carrier transport 

properties in the pMOS [120], the gate capacitance would be increased by sweeping |𝑉𝑉𝐺𝐺| to a larger 

value in the sub-threshold region due to the carrier concentration was increased. In this case, if the 

circuit model in this device was fitted to the standard mesoscopic model in Figure 3.26, all the 

coupling capacitances including gate coupling capacitance (𝐶𝐶𝐺𝐺), source coupling capacitance (𝐶𝐶𝑆𝑆) 

and drain capacitance (𝐶𝐶𝐷𝐷) to the quantum would not increase [121]. In other words, all these 

coupling capacitances were related to channel inversion layer capacitance. After the threshold 

voltage, no diamond was found due to the channel was opened and the barrier resistances were 

smaller than the quantum resistance. As the RTSs measurements were based on D4, the D4 
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diamond was used to estimate the parameters for this single-hole transistor based on the 

mesoscopic model at that bias condition. 

 

 

 

Figure 3.26 The equivalent circuit model for the single hole transistor 

Supposing the Coulomb oscillation was periodic, the 𝐶𝐶𝐺𝐺  could be extracted according to the gate 

voltage changing from the certain Coulomb diamond D4 [120, 121].  

𝐶𝐶𝐺𝐺 =
𝑒𝑒
∆𝑉𝑉𝐺𝐺

 

where 𝑒𝑒 was the elementary electric charge, which was 1.602176634 × 10−19 C, and  ∆𝑉𝑉𝐺𝐺was the 

VG changing from the vertex on the left side of Coulomb diamond D4 to the vertex on the right side. 

If the quantum dot was assumed as a circle, the diameter (d) of the quantum dot could be estimated 

as: 

𝑎𝑎 = �
4𝐶𝐶𝐺𝐺𝑡𝑡𝑒𝑒𝑓𝑓𝑓𝑓
𝜋𝜋𝜀𝜀0𝜀𝜀𝑆𝑆𝑆𝑆𝑂𝑂2

 

where 𝜀𝜀𝑆𝑆𝑆𝑆𝑂𝑂2  was the dielectric constant of 𝑆𝑆𝑆𝑆𝑆𝑆2,  𝑡𝑡𝑒𝑒𝑓𝑓𝑓𝑓 was the total effective thickness related to 

the total gate capacitance and  𝑡𝑡𝑒𝑒𝑓𝑓𝑓𝑓 should include not only the equivalent oxide thickness (𝑡𝑡𝑜𝑜𝑜𝑜) of 

the 𝑆𝑆𝑆𝑆𝑆𝑆𝑁𝑁 layer which was 2.4 nm, but also the additional thickness from inversion layer thickness 

(𝑡𝑡𝑆𝑆𝑛𝑛𝑖𝑖) near the 𝑆𝑆𝑆𝑆/𝑆𝑆𝑆𝑆𝑆𝑆𝑁𝑁 interface (about 2 nm) [121-124]. 

𝑡𝑡𝑒𝑒𝑓𝑓𝑓𝑓 =
𝜀𝜀𝑆𝑆𝑆𝑆𝑂𝑂2
𝜀𝜀𝑆𝑆𝑆𝑆

𝑡𝑡𝑆𝑆𝑛𝑛𝑖𝑖 + 𝑡𝑡𝑜𝑜𝑜𝑜 

Then  𝑡𝑡𝑒𝑒𝑓𝑓𝑓𝑓 was calculated as 3.1 nm and 𝐶𝐶𝐺𝐺  could be estimated as 8.43 aF from Figure 3.25. Finally,  

d of the quantum dot related to the Coulomb diamond D4 could be estimated at 31.9 nm. As the 

dimension of the quantum dot was closed to the size of the poly-Si grains that was about 50 nm 

[125], it was proposed to be defined by the surface roughness induced by the poly-Si grains in the 

poly-Si gate electrode [126]. The poly-Si grains on the poly-Si/𝑆𝑆𝑆𝑆𝑆𝑆𝑁𝑁 interface could reduce the 

equivalent oxide thickness and increase the local gate capacitance. With a negative VG bias, more 

holes would accumulate in this local area. In this case, the local channel energy level under the grain 

boundary area would be increased and form the quantum dot, which was shown in Figure 3.27.  

(3.2) 

(3.3) 

(3.4) 

𝐶𝐶𝐺𝐺  
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Figure 3.27 (a) The schematic diagram for the structure model of the device. The quantum dot was 

formed by the remote Poly-Si grains. (b) The band structure diagram in the channel. 

The Ef was the Fermi energy level. The EVB was the valence band energy level. 

As the channel length of this device was 75 nm, it was quite possible to form at least one quantum 

dot in the channel between Source and Drain. That could explain why the bright Coulomb diamonds 

could be observed, in which case the channel current was mainly dominated by one quantum dot. 

However, the channel width was 10 𝜇𝜇𝜇𝜇 , the Poly-Si remote surface roughness should be 

everywhere caused by the grains in Figure 3.28. Many quantum dots with different sizes could be 

formed in the whole channel. Since the Poly-Si grains were randomly distributed, the coupling 

between different quantum dots in different bias conditions would be complex with mixed parallel 

and series relationship. That could be responsible for observing the blurry Coulomb diamonds 

between the six clear diamonds in Figure 3.25. It implied that if the narrow channel device was 

measured in the same condition, the clearer Coulomb diamonds should be observed which is mainly 

dominated by one quantum dot. That was one reason that the narrow channel device was 

measured in the next step.   
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Figure 3.28 The schematic diagram for the structure model of the device. Many different quantum 

dots were formed by the randomly distributed Poly-Si grains 

In order to simplify the model to investigate the relationship between the Coulomb blockade 

phenomenon and the RTSs phenomenon, we firstly could focus on the D1, D2, and D3 that were 

shrunk continuously and next to each other. Since this pMOS transistor was not a standard single 

hole transistor [121], the gate bias did not only control the energy level in the quantum dot but also 

the barrier energy level. During the increasing of |𝑉𝑉𝐺𝐺| , the holes would be accumulated and 

decrease the barrier height to make the capacitive coupling between 𝐶𝐶𝑆𝑆 and 𝐶𝐶𝐷𝐷 stronger [120]. This 

could simply explain the reason why the Coulomb diamond shrank gradually. On the other hand, 

the gradually shrunk Coulomb diamond phenomenon implied that in this bias window, the channel 

current was mainly dominated by one big quantum dot. If not, the Coulomb diamond size would 

not regularly decrease. 

As a simplified model, it could be regarded as one quantum dot mainly controlling the transport in 

the channel in the gate bias window where the clear Coulomb diamond could be observed. Based 

on this model, the reason why the RTSs around the Coulomb diamond edges could be observed 

was investigated.  

In order to understand where the RTSs came from, the average high-state time (𝜏𝜏𝐻𝐻) and the average 

low-state time (𝜏𝜏𝐿𝐿) as the function of gate bias was extracted from Figure 3.19 (c, d, e, f) for RTS1 

and RTS2 shown in Figure 3.29.  

Poly-Si gate 
 

Poly-Si grains 
 



Chapter 3 

39 

 

Figure 3.29 The average high-state current (𝜏𝜏𝐻𝐻) and the average low-state current (𝜏𝜏𝐿𝐿) as a 

function of gate voltage for the RTS1 and RTS2. 

It could be found that RTS1 was a slow trap that should be located in the gate oxide [127]. The 𝜏𝜏𝐻𝐻 

and 𝜏𝜏𝐿𝐿 of the RTS2 were much faster than the RTS1. According to the SRH theory, the capture time 

of the slow trap in the gate oxide was several orders of magnitude larger than the interface fast 

trap [6,37]. At the room temperature, the transition time for an interface trap whose energy level 

was located near the silicon mid-gap could be around 0.01s, whereas the transition time located 

near the band edges could be in microseconds [116]. However, the transition rate for an interface 

trap was exponentially decreased as the temperature decreased [116]. As we measured at 2K, the 

roughly transition time estimated for RTS2 was acceptable. So that they were consistent with the 

actual measurement data from Figure 3.29. The system noise and low measurement speed could 

also affect the transition time estimation for RTS2. In this case, RTS2 was a fast trap that was related 

to the interface state between the 𝑆𝑆𝑆𝑆𝑆𝑆𝑁𝑁 and 𝑆𝑆𝑆𝑆 substrate. The system noise was mainly from the 

temperature vibration in the cryostat and the no guard poor BNC cables, which made it difficult to 

get the precise valves from the raw data. The measurement speed was limited by the Agilent B1500.  

If the RTS1 was supposed to be from the oxide trap, the amplitude of the RTS1 could be estimated 

by the number of carries in the Si channel, based on the equation [70, 128-129]:  

∆𝐼𝐼
𝐼𝐼

=
1
𝑁𝑁0

 

𝑁𝑁0 = 𝑘𝑘𝐵𝐵𝑘𝑘
𝐶𝐶𝑔𝑔𝑔𝑔𝑡𝑡𝑒𝑒
𝑒𝑒2

 

Where 𝑁𝑁0 was the number of carriers in the channel,  𝑘𝑘𝐵𝐵 was the Boltzmann constant, 𝑘𝑘 was the 

temperature value in Kelvin, 𝑒𝑒 was the value of elementary charge and 𝐶𝐶𝑔𝑔𝑔𝑔𝑡𝑡𝑒𝑒  was the total gate 

capacitance, which can be estimated as 

𝐶𝐶𝑔𝑔𝑔𝑔𝑡𝑡𝑒𝑒 =
𝜀𝜀0𝜀𝜀𝑆𝑆𝑆𝑆𝑂𝑂2𝑊𝑊𝜏𝜏

𝑡𝑡𝑜𝑜𝑜𝑜
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where 𝜀𝜀0 was the permittivity in a vacuum,  𝜀𝜀𝑆𝑆𝑆𝑆𝑂𝑂2  was the dielectric constant of 𝑆𝑆𝑆𝑆𝑆𝑆2, 𝑊𝑊 was the 

width of the channel, 𝜏𝜏 was the length of the channel and 𝑡𝑡𝑜𝑜𝑜𝑜 was the equivalent oxide thickness 

of the 𝑆𝑆𝑆𝑆𝑆𝑆𝑁𝑁 layer.  ∆𝐼𝐼/𝐼𝐼 for RTS1 could be estimated at 8.8% theoretically. Then the actual value 

∆𝐼𝐼/𝐼𝐼 both for RTS1 and RTS2 were extracted from Figure 3.19 (c, d, e, f) and shown in Figure 3.30. 

It can be safely estimated that RTS1 was from an oxide trap and RTS2 was from an interface trap by 

comparing our experiments and the others’ previous work [5]. 

 

Figure 3.30 The ∆𝐼𝐼/𝐼𝐼 as a function of gate voltage for the RTS1 and RTS2. 

By combining the two types of traps and the single hole transistor model, the physical model could 

be established to describe the two types of RTSs, shown in Figure 3.31.    

 

Figure 3.31 The physical model to explain the original source to form the RTS1 and RTS2. 

The quantum dot in the channel, which was generated by Poly-Si grains in the gate, mainly 

controlled the drain current in the certain gate voltage range at low temperature. The trap that was 

responsible for RTS1 was located in the  𝑆𝑆𝑆𝑆𝑆𝑆𝑁𝑁 layer. The trap corresponding to RTS2 was located 

on the surface between 𝑆𝑆𝑆𝑆 layer and 𝑆𝑆𝑆𝑆𝑆𝑆𝑁𝑁 layer.  

For RTS1, the charged oxide trap could make an additional energy state in the potential barrier for 

the quantum dot and then change the transparency of the potential barrier [ 130-132]. The oxide 

trap was supposed to be a hole trap, due to the fabrication process for the pMOS transistor. The 

gate, source and drain electrodes were high p-doped. During the annealing process, the dopant 
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could diffuse to the oxide layer, which would form a hole trap [120]. If a hole was captured by the 

trap, the trap would be in the neutral state. There was no effect on the potential barrier in the 

channel. However, if the hole was emitted from the trap, the trap would be negative. The negative 

charge in the oxide layer could form a small potential well in the channel. As the transistor was in 

the single hole transistor situation, if this potential well were located in one side of the quantum 

dot barrier, it could increase the transparency of this potential barrier and then increase the current, 

which is shown in Figure 3.32. 

 

Figure 3.32 The schematic diagram of the potential in the channel cross-section from source to 

drain. 

In this case, the low and high states of the current could respond to the trapping and de-trapping 

of a hole in the trap. Therefore, the probability distribution of  𝐼𝐼𝐷𝐷 (𝑃𝑃(𝐼𝐼𝐷𝐷)) in high and low states 

could describe the probability of a hole to occupy the trap. The trap could be also treated as a small 

quantum dot. The occupation of the quantum dot can be described by the wave function (𝜑𝜑𝑄𝑄𝐷𝐷). So 

that the relationship could be shown as: 

𝑃𝑃(𝐼𝐼𝐷𝐷) = �𝜑𝜑𝑄𝑄𝐷𝐷�
2

 

As the occupation of the quantum dot was a true stochastic process, the 𝐼𝐼𝐷𝐷 in high or low state 

would be also a true stochastic process which was the main reason why the RTS can be used to 

generate truly random numbers. Then the next question was whether the probability could be well 

controlled or not. 

In order to investigate the properties of the oxide trap, we extracted the probability PH that the ID 

was found at the high current state and PL at the low current state for RTS1. The probability 

distribution in each high or low state in Figure 3.19 (h-n) and Figure 3.22 (g-l) were found to be in 

coincidence with Gaussian distribution functions. The probability corresponded to the area formed 

by the probability distribution function. So that the probability of each state was calculated by 

integrating the probability distribution function over the corresponding current. In this case, PH and 

PL were extracted as: 

X 

(3.8) 
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𝑃𝑃𝐻𝐻 =
∫ 𝑃𝑃𝐻𝐻(𝐼𝐼𝐷𝐷)∞
−∞ 𝑎𝑎𝐼𝐼𝐷𝐷

∫ 𝑃𝑃𝐻𝐻(𝐼𝐼𝐷𝐷)∞
−∞ 𝑎𝑎𝐼𝐼𝐷𝐷 + ∫ 𝑃𝑃𝐿𝐿(𝐼𝐼𝐷𝐷)∞

−∞ 𝑎𝑎𝐼𝐼𝐷𝐷
 

𝑃𝑃𝐿𝐿 =
∫ 𝑃𝑃𝐿𝐿(𝐼𝐼𝐷𝐷)∞
−∞ 𝑎𝑎𝐼𝐼𝐷𝐷

∫ 𝑃𝑃𝐻𝐻(𝐼𝐼𝐷𝐷)∞
−∞ 𝑎𝑎𝐼𝐼𝐷𝐷 + ∫ 𝑃𝑃𝐿𝐿(𝐼𝐼𝐷𝐷)∞

−∞ 𝑎𝑎𝐼𝐼𝐷𝐷
 

Using this mothed, PH and PL of RTS1 were calculated in the selected bias conditions to 

demonstrate the dependence on VG and VD (Figure 3.33-3.34)  

 

Figure 3.33 The VG dependence of PH and PL in RTS1. VD bias was -13.5 mV. 

 

Figure 3.34 The VD dependence of PH and PL in RTS1. VG bias was -640 mV. 

From Figure 3.33, the probability of ID in high state rose with the increasing of |𝑉𝑉𝐺𝐺|. The oxide trap 

was supposed to be a hole trap. On smaller |𝑉𝑉𝐺𝐺| bias, the potential difference between the hole in 

the trap and the gate electrode was small. The hole was more likely to be captured by the trap. In 

(3.9) 

(3.10) 
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this condition, ID was more likely to be observed in the low state.  While increasing |𝑉𝑉𝐺𝐺| bias, the 

potential difference will be increased, and the tunneling rate will also be increased [133]. In this 

condition, ID was more likely to be observed in the high state. Therefore, the hole trap model 

(Figure 3.35) was in agreement with the experiment data in Figure 3.33. In contrast, the probability 

of ID in high state was observed to decrease with the increasing of |𝑉𝑉𝐷𝐷| bias. This phenomenon 

could be explained by the short channel effect [120]. Due to the channel length was just 75 nm, the 

strong Drain-Induced barrier lowering (DIBL) effect could affect not only the potential in the channel 

but also the electrical field in the oxide layer. A larger |𝑉𝑉𝐷𝐷| bias would have the opposite effect with 

|𝑉𝑉𝐺𝐺| bias, which decreased the functionality of |𝑉𝑉𝐺𝐺| bias to dominate the tunneling rate. As we 

could see a strong dependence on  |𝑉𝑉𝐷𝐷| bias, the oxide trap should be close to the drain electrode. 

As the short channel effect caused by larger |𝑉𝑉𝐷𝐷| bias could make the model complex, we would 

mainly focus on |𝑉𝑉𝐺𝐺| bias control to the probability of ID. 

 

Figure 3.35 The potential diagram with the hole trapping and de-trapping from the oxide layer to 

the gate electrode. 

For the RTS2, the charged interface traps could increase the lattice and Coulomb scattering and 

degrade the mobility [116]. In this case, if the interface trap was charged, the current would be 

decreased which can explain the current vibration.  This interface trap could still be treated as a 

small quantum dot, which could trap and de-trap a hole with a small potential barrier [116]. 

Although the mechanism to affect ID between the oxide trap and the interface trap was different, 

the same method for RTS1 could be used to investigate the properties of the interface trap. We 

extracted the probability PH that the ID was found at the high current state and PL at the low current 

state for RTS2 on VG and VD dependence, shown in Figure 3.36 and Figure 3.37. 
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Figure 3.36 The VG dependence of PH and PL in RTS2. VD bias was -13.5 mV. 

 

Figure 3.37 The VD dependence of PH and PL in RTS2. VG bias was -640 mV. 

From VD in Figure 3.36, VG did not correspond to the probability distribution of ID for RTS2. It 

implied that the gate bias did not affect the trapping and de-trapping process of the interface trap. 

As the trap was located in the interface of the channel, the quantum barrier for this trap was 

defined by the energy gap between the trap energy level and the valence band level [116]. The gate 

bias would increase or decrease them at the same time. In this case, the gate bias could not change 

the tunneling rate of the interface traps. That could explain why there was almost no relationship 

between VG and the probability distribution of ID for RTS2. Besides, VD bias could directly influence 

the channel potential level by DIBL effect, which could explain the probability distribution of ID for 

RTS2 had a weak dependence on VD bias. In this condition, it seemed that RTS2 was not suitable to 

be used for random number generation, because the amplitude was small and the probability 
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distribution was unable to be well controlled. However, the tunneling rate was much faster than 

RTS1, which would be a key factor for the device to be used as a random number generator.  

As a brief summary of this part, the model was established to explain why different kinds of RTSs 

could be found on the Coulomb diamond edge at the low temperature. This provided a method to 

investigate the nature of the RTSs. However, the device we measured was a 10 μm width pMOS. It 

increased the chance to find an oxide trap that could influence carrier transport in the single hole 

transistor. However, because gate surface roughness was everywhere, many quantum dots might 

be activated at the same time to form many parallel single-hole channels, which could be one 

reason why the current could be observed to be multi-levels in addition to the RTS1 and RTS2. In 

order to confirm the model, the narrow channel pMOS was measured in the next part. Besides, the 

system noise level was around 10-50 pA due to the poor wire connection and the unguarded 

“Break-out” box. That also caused a small strange current from “Bulk” terminal to “Source” terminal, 

which was identified to be generated from the “Break-out” box. Fortunately, it did not affect the 

device performance in the cryostat. Otherwise, we could not get the standard ID-VD and ID-VG 

characterization. However, we could not confirm the source current was opposite to the drain 

current. In this case, after finishing the above experiment, the system was upgraded to 100 fA noise 

level.     

3.4 RTN in a narrow-channel MOSFET (W/L=60nm/60nm) 

In order to confirm the single electron/hole model and RTSs model in the last part, narrow-channel 

MOSFETs were bonded and measured at low temperature. Also, the temperature dependence of 

the RTSs was investigated. Before doing the measurement, the insert probe was modified to low 

noise feedthrough, the wire connections between the insert probe and the Agilent B1500 were 

changed to SMA and triaxial cables.  

3.4.1 Measurement system upgrade 

The root of the noise problems for the original setup was that the signal was no guard and no shield 

in the “Break-out” box. Moreover, after the “Break-out” box, all the signals were mixed in a 4-meter 

cable with 12-pin Fischer connectors. Although a new “Break-out” box with 100 fA noise level was 

designed and made with triaxial connectors and Fischer connectors (Figure 3.38), large parasitic 

resistances and capacitances were found in the 4-meter cable, which could cause more than 50 pA 

charging current peak while changing the voltage.  This was also confirmed by the researchers in 

the National Physical Laboratory (UK) with their equipment. Furthermore, the connected wires in 
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the insert probe were just coated wires. Although the insert probe could be a shield from outside, 

the signals between each other were poorly isolated and shielded.  

 

Figure 3.38 New “Break-out” box with full metal shield. 

After identifying the noise source, we decided to re-design the total electrical feedthroughs from 

the Agilent B1500 to the sample carrier. The insert probe was totally modified to improve the signal 

transmission quality. 

Firstly, the connection panel on the top of the insert probe was re-designed. The original 12-pin 

Fischer connector was replaced by 4-SMA connectors and 2-triaxial connectors (Figure 3.39-3.40).  

 

 

 

 

 

Figure 3.39 The original connection panel layout with all singles mixed in one 12-pin Fisher 

connector[134]. 

12-pin Fischer connector 

Triaxial connector 

4-meter cable (part) 

Thermometer  
and heater 
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Figure 3.40 The modified connection panel layout with 4-SMA connectors and 2-triaxial 

connectors to separate the singles by independent guarding and shielding. 

Secondly, the green tube on the bottom of the insert probe was re-designed to replace the coated 

wires by high vacuum SMA cables and triaxial cables (Figure 3.41). The chip carrier was directly 

connected to the feedthrough connectors from the connection panel on the top of the insert probe.  

 

Figure 3.41 (Left) The original chip carrier mounted tube, which could mount 2 chip carriers at the 

same time. (Right) The re-designed chip carrier mounted tube, which only had 2 chip 

carrier position, but low noise level. 

From the connection panel, the low noise SMA cables and triaxial cables were used to establish the 

connection to Agilent B1500 by suitable adaptors (Figure 3.42). 

 

SMA connector 

Traxial connector Thermometer  
and heater 



Chapter 3 

48 

 

 

 

 

 

Figure 3.42 (a) 4 SMA cables and 2 triaxial cables making the electrical connection between the 

insert probe and outside equipment. (b) SMA cables connecting to triaxial cables by 

guard disconnected adaptors. (c) The long triaxial cables through the ceiling to reach 

the Agilent B1500. (d) Triaxial cables connecting with Agilent B1500 SMU ports. 

After modifying the insert probe and rebuilding the electrical connections, a test sample was loaded 

into the cryostat using this new insert probe to test the lowest temperature and noise level. The 

lowest temperature was increased to 4 K slightly, which was mainly caused by the 4 SMA cables. 

The 4 SMA cables increased the thermal coupling between the outside and the VTI and broke the 

thermal equilibrium. As far as the temperature could be stable at 4 K, it indicated that the long 

insert prob performed in good functionality as a thermal anchor.  As the 2 triaxial cables were 

special cryogenic cables, they did not contribute to the thermal leak too much. Whatever 4 K was 

enough to find the Coulomb blockade phenomenon in a MOSFET based on the previous result from 

our group [121]. What’s more, the noise level was more important than the temperature change.  

Fortunately, the noise level was well controlled around 100 fA (+/-5V bias) in the 4 SMA channels. 

On the contrary, the 2 channels with the triaxial cable were a little bit higher, which were around 

200 fA (+/-5V bias). It could be found that the special cryogenic triaxial cables performed better in 

the thermal leakage and the SMA cables performed better in the noise level. Overall, the system 

noise was well controlled below 1 pA, and the base temperature could be stable at 4 K. In this 

condition, we could confirm the system upgrading was successful. 

  

(a) (b) (c) (d) 



Chapter 3 

49 

3.4.2 Measurements and discussion 

With the well-upgraded system, a narrow-channel nMOS with 60 nm length and 60 nm width was 

measured. This device was the smallest device in total samples. Based on the experience from the 

previous session, the device was directly cooled down to the lowest temperature, then heated up 

to the selected temperature to investigate the dependence of RTSs on the temperature. We 

measured the Coulomb blockade effect at 5 K, 10 K, 20 K, 40 K, and 60 K separately to identify that 

to what extent the quantum dot could block the drain current against the thermal energy at 

different temperatures. Experimental results are shown in Figure 3.43-3.47. 

 

Figure 3.43 The contour plot for ID versus VG and VD of the nMOS at 5K. 

 

Figure 3.44 The contour plot for ID versus VG and VD of the nMOS at 10K. 
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Figure 3.45 The contour plot for ID versus VG and VD of the nMOS at 20K. 

 

Figure 3.46 The contour plot for ID versus VG and VD of the nMOS at 40K. 

 

Figure 3.47 The contour plot for ID versus VG and VD of the nMOS at 60K. 
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As the channel area was nearly equivalent to the Poly-Si grain size, the Coulomb diamond was much 

clear to be observed as we expected. The limited number of quantum dots have dominated the 

channel. From these five contour plot pictures, we could clearly find that the Coulomb diamond 

gradually disappeared. The thermal energy was rising along with the increase in temperature. Based 

on our single-electron transistor model, the potential barrier caused by the remote surface 

roughness was limited by the physical size of the Poly-Si grain. At the higher temperature, the 

thermal energy could overcome the potential barrier or even larger than the potential barrier. In 

this case, the Coulomb blockade effect was degraded. At 60 K, the Coulomb diamonds almost 

disappeared which provided a way to estimate the potential barrier height caused by the remote 

surface roughness. At room temperature (300K), the thermal energy could be approximately 26 

meV. The Coulomb diamonds could be observed clearly at 5 K and disappeared at 60 K. The thermal 

energy was written as 𝑘𝑘𝐵𝐵𝑘𝑘 , where 𝑘𝑘𝐵𝐵  was the Boltzmann’s constant and 𝑘𝑘  was the absolute 

temperature. Then the diffidence of the thermal energy between 5 K and 60 K could be calculated 

as 4.77 meV. It implied that the potential barrier height was approximately 4.77 mV on lower gate 

bias where the Coulomb diamonds could be observed at 5 K. Higher gate bias would decrease the 

potential barrier as we explained in the previous session. Once the thermal energy was larger than 

the potential barrier height, the Coulomb diamonds could not be observed. 

By confirming the Coulomb diamonds at low temperature, the RTSs were measured on the edges 

of one Coulomb diamond based on our model at 10 K, 40 K, 60 K, 100 K, 150 K, and 200 K, separately. 

As the system was upgraded, the measurement speed could be much faster at a low noise level. 

The sampling interval was set to 4 ms. The RTSs caused by interface traps could be investigated in 

more detail. On each voltage bias condition, 5001 points were measured. 
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Figure 3.48 (a-g) The time-domain measurement results of the VG dependence for the RTSs at 10 

K. (h-n) The probability distribution of the current versus its valve. The high state of 

RTS was marked as red “H”; the low state of RTS was marked as blue “L”. 

In Figure 3.48, RTSs were observed at 10 K at the edge of one Coulomb diamond. As we expected, 

it was less likely to observe the RTSs with long switching time, which caused by the oxide traps in 

such a small device. One reason was that the channel area was too small to get the chance to find 

an oxide trap. The other reason was that the gate bias in the selected window was not enough to 

activate the deep oxide trap. However, the RTS in Figure 3.47 still showed a gate bias dependence, 

in which the probability of ID in high state was decreased while increasing the VG, which is shown 

in Figure 3.49. 
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Figure 3.49 The VG dependence of PH and PL in RTSs. VD bias was 20 mV. 

This RTS was quite different from the RTS1 and RTS2 in the previous session. It had a large amplitude 

and short switching time. Both of the features were suitable for random number generation. In 

order to investigate more details of the nature of this RTS, we extracted the average high-sate time 

(𝜏𝜏𝐻𝐻 ) and the average low-state time (𝜏𝜏𝐿𝐿 ) of the ID (Figure 3.50). As 𝜏𝜏𝐻𝐻  and 𝜏𝜏𝐿𝐿  were both in 

millisecond level, the RTS was considered to be caused by the interface trap [116]. In the previous 

session, the RTS2 caused by the interface trap did not show a clear dependence on the gate bias. 

One reason could be that the bias window for the previous device was suitable for characterizing 

the RTS1 caused by the oxide trap. The probability distribution of ID was reversed in a very narrow 

region about 10 mV (-635 mV to -645 mV). The VG dependence of RTS2 might not be obvious. The 

other reason could be that the oxide trap might be close enough to affect the interface trap as they 

were both located in the same channel of one single hole transistor. In that case, the gate bias 

dependence would be degraded. The last but most important reason could be that the noise level 

of the system was too high to extract the RTS2 data precisely. In this case, by solving these problems, 

we could measure the pure RTS2 signals in a wide gate bias window from 540 mV to 570 mV. In 

addition, we increased the measurement speed from 1 s to 4 μs for the time interval. That was why 

we could measure much smaller capture and emission time for the interface trap. The 

measurement temperature 10 K should also be considered for comparing with the previous one at 

2 K. With a higher thermal energy, capture and emission time was also decreased to some extent 

[5].   



Chapter 3 

54 

 

Figure 3.50 The 𝜏𝜏𝐻𝐻 and the 𝜏𝜏𝐿𝐿 as a function of gate voltage for the RTS. 

As the amplitude of this RTS was quite large (Figure 3.51), even larger than RTS1 in the previous 

device, we supposed that the interface trap was just located under the remote Poly-Si grain that 

caused the quantum dot. In this case, the interface trap created an additional energy level in the 

quantum dot, which provided an additional resonant tunneling channel to increase the current in 

large amplitude [135].  

 

Figure 3.51 The ∆𝐼𝐼/𝐼𝐼 as a function of gate voltage for the RTS. 

The potential diagram across the channel was shown in Figure 3.52. If the interface trap was not 

occupied by the electron, the additional tunneling channel was opened. From Source to Drian, it 

became more transparent. As a result,  ID would be increased. If the interface trap were occupied 

by the electron, the trap would become neutral and the additional tunneling channel would 

disappear. The current could only be dominated by the quantum dots generated by the Poly-Si grain. 

In this case,  ID would be in the low current state. In the low gate bias condition, the Fermi level in 

the quantum dot was low. The electrons were less likely to occupy the charge trap. So that we could 

observe ID was more likely in the high state (Figure 3.48(a)). When the gate bias was increased, the 
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Fermi level in the quantum dot was also increased. The higher energy electrons were more likely to 

occupy the charge trap. So that we began to observe that ID was more likely in the low state (Figure 

3.48(b,c,d,e,f,g)). The experiment data made an agreement with our model. 

 

Figure 3.52 The physical model of the RTS. (a) The unoccupied state of the additional energy state. 

(b) The occupied state of the additional energy state. 

In order to investigate the temperature dependence of the RTS, we did the time-domain 

measurements in the same gate bias window at 40 K, 60 K, 100 K, 150 K, and 200 K, separately. At 

40 K (Figure 3.53), the RTSs were still observed a similar amplitude at 10 K. The probability 

distribution of ID also showed the same dependence on VG. However, the RTSs at 40 K had much 

long capture and emission time than 10 K obviously. If they were caused by the same interface trap, 

the capture and emission time should be lower with the higher thermal active energy. In this case, 

the RTSs at 40 K was supposed to be caused by an oxide trap due to the long capture and emission 

time [116]. In addition, more than one traps should be activated, because more than two levels of 

the current could be observed.  

a.  

b.  
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Figure 3.53 (a-f) The time-domain measurement results of the VG dependence for the RTSs at 40 K. 

(g-l) The probability distribution of the current versus its valve. The high state of RTS 

was marked as red “H”; the low state of RTS was marked as blue “L”. 
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When the temperature was increased to 60 K, it could be found that a deep oxide trap dominated 

the ID in the VG dependence measurement (Figure 3.54). At the same time, small RTSs could be 

observed clearly at both the high and low current states. Considering the short capture and 

emission time, the small RTSs were suggested to be caused by the interface trap. By the 

interference from the larger RTSs, the VG dependence of the small RTSs could not be observed. 

 

 

Figure 3.54 (a-g) The time-domain measurement results of the VG dependence for the RTSs at 60 

K. (h-n) The probability distribution of the current versus its valve. The high state of 

RTS was marked as red “H”; the low state of RTS was marked as blue “L”. 

  

Time (s) 

I D
 (n

A
) 

a. VG=485 mV, VD=20 mV h.  

Probability 

I D
 (n

A
) 

I D
 (n

A
) 

I D
 (n

A
) 

I D
 (n

A
) 

I D
 (n

A
) 

I D
 (n

A
) 

b. VG=490 mV, VD=20 mV 

c. VG=495 mV, VD=20 mV 

d. VG=500 mV, VD=20 mV 

e. VG=505 mV, VD=20 mV 

f. VG=510 mV, VD=20 mV 

g. VG=515 mV, VD=20 mV 

i.  

j.  

k.  

l.  

m.  

n.  



Chapter 3 

58 

From the measurement results at 40 K and 60K, it was found that the deep oxide traps started to 

be activated. Once the oxide traps were active, it would affect the interface traps to lose the VG 

dependence. We should also consider that more interface traps would also be active in a higher 

temperature in which the Fermi level was higher. This point was confirmed by the measurement 

result at 100 K, 150 K and 200 K (Figure 3.55-3.57). At 100 K and 150 K, many kinds of small RTSs 

caused by different interface traps were mixed together. In this case, we could not observe the 

typical two-level small RTSs in the low or high state of the big RTSs. At least we could still observe 

that one oxide trap with a long lifetime mainly dominated the channel. At 200 K, more parts of the 

channel were active, many oxide traps and interface traps had the complex interference between 

each other. The amplitude was decreased and two levels of the current states merged gradually. As 

this device was a high-performance transistor, the channel was highly doping to increase the ON 

current. If the temperature continued to increase, the channel was almost switched on at this bias 

range. The carrier concentration increased by the oxide traps would be negligible. In this condition, 

we would be unable to see the typical RTSs at higher temperatures, especially in the large channel 

area. This was consistent with room temperature results in Figure 3.6. 

 

 

 

Figure 3.55 (a) The time-domain measurement results of the VG dependence for the RTSs at 100 K. 

(b) The probability distribution of the current versus its valve. The high state of RTS 

was marked as red “H”; the low state of RTS was marked as blue “L”. 

 

 

Figure 3.56 (a) The time-domain measurement results of the VG dependence for the RTSs at 150 K. 

(b) The probability distribution of the current versus its valve. The high state of RTS 

was marked as red “H”; the low state of RTS was marked as blue “L”. 
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Figure 3.57 (a) The time-domain measurement results of the VG dependence for the RTSs at 200 K. 

(b) The probability distribution of the current versus its valve. The high state of RTS 

was marked as red “H”; the low state of RTS was marked as blue “L”. 

In addition, by upgrading the cryostat system, we could confirm the source current was always 

consistent with the drain current (Figure 3.58). In this case, we could confirm that the RTSs were 

not caused by the gate junction leakage [5]. This point was quite important to identify the nature 

of the RTSs towards the random number generation. 

 

Figure 3.58 The comparison of the ID and IS of the RTS at the same time scale. (a) The ID time-

domain measurement results of the VG dependence for the RTS (b) The IS time-domain 

measurement results of the VG dependence for the RTS. 
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3.5 Establish the relationship between the Coulomb diamond, RTSs and 

QRNG 

So far, the reason why the RTSs could be found based on the Coulomb diamond at low temperature 

had been explained. Based on the bias conditions at Coulomb diamond edges, a one-channel single 

hole/electron transistor model could be achieved. Although the device could be a wide-channel 

device, the other channels could be suppressed at a certain bias condition. In this case, the effect 

of the selected trap could be clearly observed as typical RTSs. On the contrary, the bias conditions 

far away from the Coulomb diamond would activate more parts of the total channels even in the 

narrow channel devices, the RTSs from many traps would be mixed. Then the typical two-level RTS 

phenomenon could not be observed.  

The reason why the wide-channel device was chosen at the beginning was that it increased the 

probability of finding the oxide traps. In order to see the typical RTS caused by an oxide trap, the 

quantum dot was also needed to form the single electron/hole transistor. So that the horizontal 

peaks could not be observed in all of the Coulomb diamonds’ edges in Figure 3.16. As the Poly-Si 

grains were everywhere in the gate electrode, a wide-channel device definitely had a higher 

probability to observe the typical RTS caused by an oxide trap. However, the wide-channel device 

might cause multiple quantum dot coupling at the same bias condition, which could be also 

observed in Figure 3.25. Between the six selected Coulomb diamonds, many small diamonds could 

be also recognized. Then the current was not dominated by one quantum dot, and multiple RTSs 

would be mixed to degrade the typical RTS two-level system. Later in the narrow-channel device, 

we did not observe the RTSs caused by the oxide traps at low temperature, the RTSs caused by the 

interface traps were observed. It confirmed that the probability of finding an oxide traps whose 

energy level was just aligned to the quantum dot in the certain gate bias was quite low at low 

temperatures. However, it did not mean that there were no oxide traps. After increasing the 

temperature to raise the thermal energy, the oxide traps in high energy levels were activated, which 

could be confirmed in the high-temperature measurement result. In addition, as the energy level 

of the interface traps were much closer to the channel [116], they were more likely to be activated 

with the quantum dots. In this case, it was more likely to observe the pure RTSs caused by interface 

trap in the narrow channel device at low temperature. This provided a way to eliminate the RTSs 

caused by the oxide traps. 

Considering the final target was to use the RTSs as a random number generator in the silicon devices, 

two kinds of RTSs could be selected now. As we discussed in the last part, both of these two kinds 

of RTSs were generated by the quantum tunneling events, which were the true stochastic processes. 

From the measurement results, the RTSs generated by the oxide trap had a larger amplitude, which 
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was much easier to measure. And the probability distribution of the current could be more sensitive 

to the gate bias. However, the oxide trap was quite randomly distributed in the oxide layer. This 

uncertainty was useless in the engineering point of view. Moreover, the capture and emission time 

was too long. It could be more than hundreds of seconds. The capture and emission time for an 

oxide trap definitely limited the speed of the number generator. In contrast, the RTSs generated by 

the interface trap had a higher switching rate. Although the probability distribution of the current 

could be affected by the RTSs caused by the oxide traps and the amplitude was smaller, one way 

was found to observe only the RTSs caused by the interface trap. In addition, the wind-window gate 

bias dependence was suitable to control the probability distribution more precisely.  Moreover, if 

the energy level of the interface trap was aligned with the main quantum dot, the large amplitude 

of RTSs could be observed due to the resonance tunneling current. The interface trap could be 

treated as a small quantum dot in the channel. In the devices that had been measured, the gate 

bias controlled both the energy level of the quantum dot and the barrier height. At higher 

temperature, the barrier height was significantly decreased comparing to the thermal energy. That 

was why we lost the gate bias control to the RTSs caused by interface traps at higher temperatures. 

Due to the short channel effect, drain bias control was not a good idea. It provided a method to 

design a QRNG based on the channel quantum dot. If both the energy level of the quantum dot and 

the barrier height could be well controlled, the probability distribution of the capture and emission 

would be manipulated accurately. In this case, if the multi-gate structure were used to form the 

quantum dot and raise the potential barrier respectively in the channel of the silicon transistor, we 

could build a quantum dot in the channel which had a similar effect with the interface traps. 

Therefore, we could be able to observe similar RTSs and control the tunneling rate by manipulating 

the gate bias and barrier height even in the higher temperature. Then the RTSs generated from this 

kind of multi-gate transistors could be possible for the application as a random number generation 

source.  

3.6 summary 

In summary, we successfully measured two conventional MOSFETs in the low temperatures with 

the upgraded cryostat system. The mechanism of two types of RTSs was clarified. It showed us a 

clear RTSs comparison between the oxide trap and interface trap, which helped us build the 

theoretical basis to design our multi-gate transistor devices for the QRNG source. 
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Chapter 4 Fabrication of the multi-gate silicon nanowire 

transistor devices 

4.1 Introduction 

In this chapter, the multi-gate silicon nanowire transistors were successfully fabricated by 

collaborating with the senior researcher in our group, using the Southampton Nanofabrication 

centre. The fabrication process flow was demonstrated. Strong quantum confinement was 

observed in the initial electrical measurement. 

4.2 Fabrication process flow 

The fabrication started from 100 nm standard <100> SOI wafer with 145 nm-thick buried-oxide 

(BOX). The main steps included patterning silicon nanowire, gate oxide formation, dopant diffusion, 

patterning First gate, patterning Top gate, and patterning metal contact. The flow chart was shown 

in Figure 4.1. 

 

 

 

 

Figure 4.1 The fabrication process flow chart 

4.2.1 Patterning silicon nanowire 

The typical bottom-up processes were used to define the silicon nanowire [136]. The 100 nm Si 

layer was thinned down to 24 nm firstly. The thin-down process was combined with dry oxidation 

in the furnace at 1000 ℃ and HF (1:7) etching to remove the SiO2 for several cycles. After the last 

time furnace oxidation, 24 nm silicon layer remained with 21 nm SiO2 layer on the top. The SiO2 

layer formed the hard mask to pattern the silicon nanowire. In order to overcome the limitation of 

the patterning size by E-beam lithography, a “double mask” method was used to reduce the silicon 

nanowire patterning size. Firstly, we coated the hard mask layer with 30 nm thickness Hydrogen 

Silsesquioxane (HSQ). Then the HSQ was patterned by E-beam lithography, shown in Figure 4.2. 
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Figure 4.2 Schematic diagram after E-beam lithography 

Then Reactive ion etching (RIE) was used to etch the SiO2 hard mask layer. The etching rate of the 

HSQ to SiO2 was 2:1. In this case, 3.6 nm SiO2 layer was remained after RIE, shown in Figure 4.3. 

 

Figure 4.3 Schematic diagram after RIE 

To remove the remaining SiO2 layer and shrink the hard mask patterning, low concentration HF 

(1:200) etching was proceeded to form the final hard mask for the nanowire region.  The hard mask 

was estimated as 5 nm thickness, shown in Figure 4.4. 

 

Figure 4.4 Schematic diagram after HF etching 

After cleaning by fuming nitric acid (FNA), the Tetramethylammonium Hydroxide (TMAH) etching 

was carried out to form the triangle or trapezoid nanowires, shown in Figure 4.5. 25% TMAH etching 

with Isopropyl alcohol (IPA) was used to do 1500% over etching. Long-time over etching was benefit 

to get the atomically flat interfaces on the silicon nanowire. Due to the long-time over etching, the 
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24 nm Si 

BOX layer 
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BOX layer 
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undercut was formed under the SiO2 hard mask, which also could be seen in the scanning electron 

microscope (SEM) images (Figure 4.6). 

 

Figure 4.5 Schematic diagram after TMAH etching and undercut part 

 

Figure 4.6 SEM view of the nanowire after TMAH etching 

The initial HSQ patterning width in Figure 4.2 was 50 nm.  From the SEM image, the nanowire width 

was significantly reduced by the “double mask” method. The silicon nanowire should be a trapezoid 

in the AA’ cross-section in Figure 4.6. With the hard mask, it was difficult to see the edges of the 

nanowire clearly. The hard mask was removed before gate oxide formation, in order to avoid 

affecting the uniformity of the gate oxide layer. HF etching was used to remove the hard mask. 

Without the hard mask, we measured the nanowire width in the SEM (Figure 4.7).  Base on the 

theoretical estimation of the TMAH, the top base of the trapezoid should be around 22 nm and the 

bottom base should be around 48 nm. It was found that the actual value was quite close to the 

theoretical value in Figure 4.7.  

24 nm Si 
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Figure 4.7 SEM view of the nanowire after removing the hard mask 

4.2.2 Gate oxide formation 

The bare silicon nanowires were oxidized in the furnace at 1000℃ to form the 20 nm gate oxide 

layer. During this process, 9 nm silicon was oxidized from <100> direction. After oxidation, it was 

unable to measure the nanowire width in the SEM. The TCAD software was used to simulate the 

process and estimate the geometry. In Figure 4.8-4.10, the nanowire dimensions that had the initial 

HSQ mask width at 30 nm, 50 nm, and 75 nm were extracted from the simulation results. 

 

Figure 4.8 The nanowire dimensions from the TCAD simulation (HSQ mask: 30 nm) 

   

Figure 4.9 The nanowire dimensions from the TCAD simulation (HSQ mask: 50 nm) 
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Figure 4.10 The nanowire dimensions from the TCAD simulation (HSQ mask: 75 nm) 

4.2.3 Dopant diffusion 

The raised source/drain technique was used to pattern the source, drain and First gate and the 

same time. As all the silicon surface was covered by SiO2 layer, dopant diffusion windows should be 

open at first. The PMMA950 resist was used to pattern the diffusion windows by E-beam 

lithography. Then RIE was proceeded to remove the SiO2 layer. In this process, the etching rate and 

etching selectivity were well controlled to reduce the damage to the silicon layer underneath. The 

diffusion windows could be clearly seen in the SEM image (Figure 4.11). 

 

Figure 4.11 SEM image for the diffusion windows location 

We did not dope the silicon directly after open the diffusion windows.  The Poly-Si layer was 

deposited by the low-pressure chemical vapour deposition immediately (LPCVD) after using the 

diluted HF to remove the surface native oxide, shown in Figure 4.12. 

 
 

 

Diffusion window 
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Figure 4.12 Schematic diagram after depositing the Poly-Si layer 

Then the Poly-Si layer was doped and the dopant was activated in the Rapid thermal anneal (RTA) 

process for 1 minute at 950 ℃ with N2. The Poly-Si was fully metalized and the dopants diffused to 

the source and drain. 

4.2.4 Patterning the First gate. 

In the raised source and drain method, the First gates were also patterned at the same time. 100 

nm thickness HSQ was used to pattern the source, drain and the First gate by E-beam lithography. 

The thick HSQ layer became the hard mask in the following Inductively Coupled Plasma Etching 

(ICP) etching to define the source, drain and the First gate, shown in Figure 4.13. The patterns were 

also confirmed in the SEM image (Figure 4.14). 

 

 

Figure 4.13 Schematic diagram after ICP etching 
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Figure 4.14 SEM image after ICP etching 

In order to insulate the Top gate layer to the source, drain and First gate layer, the Poly-Si surface 

was oxidized by RTA for 3 minutes at 950℃ with O2 after removing the surface thin oxide layer by 

dilute HF. 9 nm thick thermal oxide was grown.  

4.2.5 Patterning Top gate 

Another Poly-Si layer was deposited by LPCVD after oxidizing the First gate surface. With the same 

process in the last step, the Poly-Si layer was doped and annealed by RTA. After removing the 

remained dopant by HF, the Top gate was patterned using 100 nm thickness HSQ by E-beam 

lithography. The high selectivity ICP etching was applied to define the Top gate, shown in Figure 

4.15.  The Top gate layer was also confirmed by an optical microscope in Figure 4.16. 

 

Figure 4.15 Schematic diagram after patterning the Top gate 
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Left First Gate (LG)  

Right First Gate (RG)  



Chapter 4 

69 

 

Figure 4.16 Optical image after patterning the Top gate 

To protect the device region and avoid contamination, 250 nm oxide layer was deposited to cover 

all the surfaces by Plasma-enhanced chemical vapour deposition (PECVD). 

4.2.6 Patterning metal contact 

In order to get the metal contact with the source, drain, First gate, and Top gate electrodes, we 

need to open the windows on the 250 nm PECVD oxide layer. The Zeon electron-beam positive-

tone (ZEP) resist was applied to pattern the windows on the PECVD oxide layer by E-beam 

lithography. Then the well-controlled HF wet etching was used to remove the oxide layer and open 

the windows. The optical image in Figure 4.17 showed that the contact windows were opened 

successfully. 

 

Figure 4.17 Optical image for the contact windows 
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Then the lift-off process was applied to form the metal layer. The 300 nm thickness PMMA/MMA 

double-layer resist was used to pattern the metal layer by E-beam lithography. After removing the 

native oxide on the bare Poly-Si surface by HF etching, the E-beam evaporation was utilized to 

deposit 20 nm Titanium and 180 nm Aluminium. Subsequently, the chip was put into the N-Methyl-

2-Pyrrolidone (NMP) with the ultrasonic bath to accelerate the lift-off process. The last step was 

annealing in the furnace for 7 minutes at 450℃ in H2/N2 to increase the contact quality. The optical 

images in Figure 4.18 showed the final device. 

 

Figure 4.18 (Left) Optical image for the metal contact. (Right) Optical image for one device 

Some part of the metal layer was damaged after the lift-off process, shown in Figure 4.19. One 

possible reason was the ultrasonic wave. Another possible reason was that the resist height in the 

lift-off process might not be high enough. And this problem reduced the yield of the device. 

 

Figure 4.19 Optical image for the damaged metal layer. 
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4.3 Quantum confinement in the silicon nanowires 

Before going to the main devices, the accessory part in the same chip was measured firstly. This 

accessory part included silicon nanowire transistors with one First gate and no Top gate. The 

schematic diagram was shown in Figure 4.20.  The optical microscope image was shown in Figure 

4.21 with metal contact. 

 

   

Figure 4.20 The schematic diagram of the silicon nanowire transistor and the layer structure. 

 

Figure 4.21 The optical image of the silicon nanowire transistor. 

The details of the device design and structure were shown in Figure 4.22. The first green layer was 

single-crystal silicon. The initial design widths (W) for the HSQ patterning varied from 10 nm to 200 

nm. The First gate length (L) was fixed to 100 nm in these transistors. A thermal oxide layer covered 

the silicon layer. The purple layer shows the dopant diffusion windows the source and drain. The 

red layer was the polysilicon layer over the silicon nanowire. The grey layer was the metal layer. As 

these transistors had the same processes as the main devices, the source and drain were n-doped. 

We expected that the dopant diffusion distance could reach 300 nm. If not, the channel would be 

difficult to open by the First gate. 
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Figure 4.22 (a) The planar view of the device region. (b) The planar view of nanowire region. (c) 

The cross-sectional view in AA* direction (blue dash line). (d) The cross-sectional 

view in BB* direction (yellow dash line). 

4.3.1 Measurement and discussion 

In order to investigate the transport properties of these narrow-channel silicon nanowire 

transistors with atomically flat interfaces, the devices were measured at room temperature by using 

Agilent B1500 and Cascade M150 probe station at room temperature. The measurement system 

has been calibrated with the background noise level below 100fA. The VFG was swept from -2 V to 

1V while the VD was applied at 50 mV and 1V for each of the devices respectively. Due to the 

significant shrinking in the process, the difference between the HSQ pattern width (W) and the 

actual nanowire dimensions was considerable. As the cross-section of the nanowire should be a 

triangle or trapezoid, we used the width of final lower base (WL) to describe the width dimension 

of the nanowires. The WL was extracted from the process simulation results by TCAD as we showed 

in the process part. From the conventional drain current (ID) versus First gate voltage (VFG) 

measurement results, when the W were less than 30 nm, there was no current from source to drain. 

Considering the fabrication process, the silicon nanowires with W=20 nm should have been fully 

oxidized and no silicon channel should exist. It made the agreement with the simulation result by 

TCAD. The WL was calculated as from 181 nm down to 6 nm.  The conventional drain current (ID) 

versus First gate voltage (VFG) characteristics were observed from the measurement results (Figure 

4.23).  
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Figure 4.23 Drain current versus First gate voltage characteristics on drain voltage at 50mV and 

1V with different channel width. 

From the measurement results in Figure 4.23, the threshold voltage (Vth) was significantly shifted 

to the right both on VD=50 mV and VD=1 V. In order to see the quantitative shift, we extracted the 

Vth from the raw data (Figure 4.24). The Vth of these silicon nanowire FETs was defined as the voltage 

at which the drain current is larger than 1e-10 A [137]. The increment of the Vth at low drain bias 

was found to be much larger than that at the high drain bias.  

 

Figure 4.24 Threshold voltage of the silicon nanowire transistors with different width. 

The reason why Vth was increased by scaling the nanowire diameter was considered to the quantum 

confinement effect in the ultra-thin and ultra-narrow silicon devices [120, 138]. In the classic planar 

FETs with a wide channel, the formation of the channel occurred in a large enough space, in which 

the carriers would not be confined in the channel scale. Classically, the Vth was independent of the 

width of the channel. The short channel effect was mainly degraded the performance of the 

transistors. However, in the scaled silicon nanowire devices, the dimension of the channel cross-

section was equivalent to the mean free path of the electrons in silicon. It also implied that the 

channel dimensions were approaching the Bohr radius in silicon. The electrons could be confined 
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in the scaled channel. The mean free path was the average travel distance by a particle between 

successive collisions. The electrons mean free path in the silicon could be calculated as: 

𝜆𝜆 = 𝜈𝜈𝑔𝑔𝑖𝑖𝑒𝑒𝑎𝑎𝑔𝑔𝑔𝑔𝑒𝑒𝜏𝜏𝑐𝑐 

The 𝜈𝜈𝑔𝑔𝑖𝑖𝑒𝑒𝑎𝑎𝑔𝑔𝑔𝑔𝑒𝑒  was the average thermal velocity. The typical thermal velocity at room temperature 

of electrons in silicon was around 107 cm/s, which was over the drift velocity in silicon devices [120]. 

The 𝜏𝜏𝑐𝑐 was the collision time, which could be calculated by the mobility equation:  

𝜇𝜇 =
𝑞𝑞𝜏𝜏𝑐𝑐
𝜇𝜇∗  

The electron mobility 𝜇𝜇 in silicon was roughly considered to be 1400 cm2V-1s-1 [120]. The electron 

effective mass in silicon was about 0.2𝜇𝜇0 , where 𝜇𝜇0 = 9.11 ∗ 10−31𝑘𝑘𝑔𝑔 (the free electron rest 

mass). Then, the electron mean free path in the silicon at room temperature could be estimated 

as: 

𝜆𝜆 = 𝜈𝜈𝑔𝑔𝑖𝑖𝑒𝑒𝑎𝑎𝑔𝑔𝑔𝑔𝑒𝑒𝜏𝜏𝑐𝑐 = 𝜈𝜈𝑔𝑔𝑖𝑖𝑒𝑒𝑎𝑎𝑔𝑔𝑔𝑔𝑒𝑒 ∗
𝑞𝑞𝜇𝜇∗

𝜏𝜏𝑐𝑐
≈ 16 nm 

According to the nanowire dimensions from the TCAD simulation results, both of the thickness and 

the width in the cross-section was approaching to the electron mean free path or even smaller. So 

that the electrons were confined in the scaled direction. As the silicon nanowire was scaled into 

ultra-thin and ultra-narrow, it became a quantum well or even a quantum wire. For a quantum well, 

the electron was confined in �̂�𝑧 direction and was free to move in 𝑒𝑒�-𝑦𝑦� plane. For the quantum wire, 

the electron was confined in in 𝑒𝑒�-𝑦𝑦�  plane and was free to move in �̂�𝑧 direction. To describe the 

confined carriers in such structures, the three-dimensional effective mass equation should be 

solved [138]: 

−
ℏ2

2𝜇𝜇∗ ∇
2𝐹𝐹(𝑟𝑟) + 𝐸𝐸𝐶𝐶0(𝑟𝑟)𝐹𝐹(𝑟𝑟) = 𝐸𝐸𝐹𝐹(𝑟𝑟) 

The 𝐹𝐹(𝑟𝑟) was the envelop function, 𝐸𝐸𝐶𝐶0 was the original energy of the bottom of the conduction 

band. 𝐸𝐸 was the total energy which should be calculated. For the quantum well, carriers could move 

freely in 𝑒𝑒� - 𝑦𝑦�  plane. So that the solution of the form could be:  

𝐹𝐹(𝑟𝑟) = 𝜙𝜙(𝑧𝑧)
𝑒𝑒𝑆𝑆𝑘𝑘𝑥𝑥𝑜𝑜𝑒𝑒𝑆𝑆𝑘𝑘𝑦𝑦𝑦𝑦

�𝜏𝜏𝑜𝑜𝜏𝜏𝑦𝑦
 

After substituting equation 4.5 into equation 4.4, the equation for 𝜙𝜙(𝑧𝑧) could be found: 

 

(4.4) 

(4.5) 

(4.1) 

(4.2) 

(4.3) 
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𝑎𝑎2𝜙𝜙(𝑧𝑧)
𝑎𝑎𝑧𝑧2

+ 𝑘𝑘𝑧𝑧2𝜙𝜙(𝑧𝑧) = 0 

As, 

𝑘𝑘𝑧𝑧2 =
2𝜇𝜇∗

ℏ2
[𝜀𝜀 − 𝐸𝐸𝐶𝐶0(𝑧𝑧)] 

and, 

𝜀𝜀 = 𝐸𝐸 −
ℏ2

2𝜇𝜇∗ �𝑘𝑘𝑜𝑜
2 + 𝑘𝑘𝑦𝑦2� 

 

𝜀𝜀 should be the energy associated with the confinement in �̂�𝑧 direction due to the kinetic energy 

� ℏ
2

2𝑚𝑚∗ �𝑘𝑘𝑜𝑜2 + 𝑘𝑘𝑦𝑦2�� was associated with motion in 𝑒𝑒�-𝑦𝑦� plane. If the quantum well was deep enough, 

the 𝜙𝜙(𝑧𝑧) could be given by the infinite well solution as: 

𝜙𝜙(𝑧𝑧) = � 2
𝑊𝑊

sin𝑘𝑘𝑧𝑧𝑧𝑧 

Where 

𝑘𝑘𝑧𝑧 =
𝑛𝑛𝜋𝜋
𝑊𝑊

 

So that if the electron was moving in the 𝑒𝑒�-𝑦𝑦� plane, its total energy is: 

𝐸𝐸 = 𝐸𝐸𝐶𝐶0 +
ℏ2𝑘𝑘𝑧𝑧2

2𝜇𝜇∗ +
ℏ2

2𝜇𝜇∗ �𝑘𝑘𝑜𝑜
2 + 𝑘𝑘𝑦𝑦2� 

Or 

𝐸𝐸 = 𝐸𝐸𝐶𝐶0 + 𝜀𝜀𝑛𝑛 +
ℏ2

2𝜇𝜇∗ �𝑘𝑘𝑜𝑜
2 + 𝑘𝑘𝑦𝑦2� 

Where 𝜀𝜀𝑛𝑛 is the energy that was quantized according to 

𝜀𝜀𝑛𝑛 = 𝐸𝐸(𝑘𝑘𝑛𝑛) =
ℏ2𝑘𝑘𝑛𝑛2

2𝜇𝜇0
=
ℏ2𝑛𝑛2𝜋𝜋2

2𝜇𝜇0𝑊𝑊2      𝑛𝑛 = 1,2, … 

Carriers in the quantum wires could be solved in a similar way. Instead of equation 4.4, the wave 

function could be written as: 

(4.6) 

(4.7) 

(4.8) 

(4.9) 

(4.10) 

(4.11) 

(4.12) 

(4.13) 
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𝐹𝐹(𝑟𝑟) = 𝜙𝜙(𝑒𝑒,𝑦𝑦)
𝑒𝑒𝑆𝑆𝑘𝑘𝑧𝑧𝑧𝑧

�𝜏𝜏𝑧𝑧
 

Supposed that the confinement potential was infinite,  

𝜙𝜙(𝑒𝑒,𝑦𝑦) = �
2
𝑊𝑊𝑜𝑜

sin𝑘𝑘𝑜𝑜𝑒𝑒�
2
𝑊𝑊𝑦𝑦

sin𝑘𝑘𝑦𝑦𝑦𝑦 

with, 

𝑘𝑘𝑜𝑜 =
𝑛𝑛𝑜𝑜𝜋𝜋
𝑊𝑊𝑜𝑜

, 𝑘𝑘𝑦𝑦 =
𝑛𝑛𝑦𝑦𝜋𝜋
𝑊𝑊𝑦𝑦

 

The energy level of the bottom of the sub-bands in the quantum wire could be: 

𝜀𝜀𝑛𝑛𝑥𝑥,𝑛𝑛𝑦𝑦 =
ℏ2𝜋𝜋2

2𝜇𝜇∗ �
𝑛𝑛𝑜𝑜2

𝑊𝑊𝑜𝑜
2 +

𝑛𝑛𝑦𝑦2

𝑊𝑊𝑦𝑦
2�  

So, if the electron transported in �̂�𝑧 direction, the total energy was: 

𝐸𝐸 = 𝐸𝐸𝐶𝐶0 + 𝜀𝜀𝑛𝑛𝑥𝑥,𝑛𝑛𝑦𝑦 +
ℏ2𝑘𝑘𝑧𝑧2

2𝜇𝜇∗  

According to results from the equation in 4.12 and 4.18, the electrons would be in a higher energy 

level when moving in the quantum well or quantum wire. It also implied that the bandgap in the 

scaled nanowire channel was expanded theoretically. Moreover, the bandgap should have a larger 

expansion in the smaller dimension, shown in Figure 4.25. 

 

Figure 4.25 Quantum confinement in the smaller dimensional silicon devices. 
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We summarised both the simulation and experiment results from the literature [137-141] and 

extracted the relationship between the nanowire diameter and the nanowire energy bandgap 

experimentally (Figure 4.26). 

 

Figure 4.26 The diameter dependence of the energy bandgap in a silicon nanowire by fitting the 

results from the literature. 

We supposed that the quantum confinement mainly came from the thickness direction of the 

channel in our silicon nanowire transistors. As the shape of cross-sections should be triangle or 

trapezoid, we estimated an average thickness of each nanowire based on the TCAD dimension 

simulation results. By using the bandgap expansion data from Figure 4.26, we built a 2D transistor 

model in TCAD to investigate the relationship between the bandgap increase and the Vth shift 

qualitatively (Figure 4.27).   

 

Figure 4.27 2D transistor model in TCAD. 

Nanowire channel part 

Source Drain FG 

Nanowire diameter (nm) 

Si
lic

on
 n

an
ow

ire
 e

ne
rg

y 
ba

nd
 g

ap
 (e

V)
 Variations of energy band gap with diameter 



Chapter 4 

78 

The nanowire region was in the middle of the 2D transistor model in Figure 4.27, where the bandgap 

of the affinity parameters was modified according to the average thickness of each device. The 

dimensions for the other parts were exactly the same as our real derives. The simulation results 

were shown in Figure 4.28. 

 

Figure 4.28 ID versus VFG characteristics on VD=50 mV with different bandgaps and affinity. 

From the simulation results, it could be confirmed that the Vth shift was mainly caused by the 

quantum confinement induced bandgap increase. However, the subthreshold slope (SS) was 

degraded from wide nanowire to narrow nanowire and this phenomenon happened neither in our 

simulation nor in the literature [140]. We supposed that the SS degradation came from the actual 

geometry of the nanowires. In our simulation model, the thickness was defined by an estimated 

average thickness. However, when the nanowire came narrower, the actual quantum confinement 

could not be estimated by the average thickness. The triangle regions on the left and right side of 

the nanowire would have the equivalent current contribution to the top surface channel. As the 

thickness in the triangle regions was decreased into zero, larger bandgap expansion was expected 

(Figure 4.29). In this point of view, multi-channels in different energy levels would be opened in 

sequence and contribute to the total current together. In order to investigate which part of the 

channel would be inversed by the gate voltage, we simulated the electric field distribution with 

certain gate bias in the cross-section of the channel. The results were shown in Figure 4.30-4.32. 
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Figure 4.29 The schematic diagram to show the bandgap expansion in different part of the 

nanowire channel from the cross section of view 

  

Figure 4.30 The electric field distribution in the cross section of the nanowire from the TCAD 

simulation (HSQ mask: 30 nm). In the left, VFG=0 V. In the right, VFG=0.5 V 

  

Figure 4.31 The electric field distribution in the cross section of the nanowire from the TCAD 

simulation (HSQ mask: 50 nm). In the left, VFG=0 V. In the right, VFG=0.5 V 
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Figure 4.32 The electric field distribution in the cross-section of the nanowire from the TCAD 

simulation (HSQ mask: 75 nm). In the left, VFG=0 V. In the right, VFG=0.5 V 

From the simulation results, it could be found that the electric field was higher in the corners and 

two side surfaces than the top surface at the same gate bias (VFG=0 V). At VFG=0 V, the channel was 

still in the subthreshold region. Although the bandgap at the corner and the side surfaces were 

much larger due to the smaller dimension, the channel in the corner or side surfaces that connected 

source and drain might be opened much earlier due to the strong electric field. In this case, the 

multi-channels in different energy levels were not opened in sequence based on the bandgap 

increase. It was also determined by the cross-section geometry, which affected the electric field 

distribution. In the smaller geometry part like in the corner, the Vth could be decreased by the strong 

electric field distribution. It was quite difficult to compare that in what extent that the strong 

electric field could shift the Vth to the left, and to what extent the bandgap increase could shift the 

Vth to the right in the 2D simulations. If it were supposed that channels in the corner and the side 

surfaces would be opened first due to the strong electric field, we could build a multi-channel 

transport model to explain SS degradation in the silicon nanowires, shown in Figure 4.33. 

 

Figure 4.33 The multi-channel transport model to explain the SS degradation 

In Figure 4.33, the channel that had a larger bandgap in the corner (the red solid line) was opened 

firstly. Because of the large bandgap increase, the ON current of this channel was limited, which 
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could be confirmed from the simulation results in Figure 4.28. During the VFG was increased, the 

channel that a medium-large bandgap in the side surface (the green solid line) started to open. The 

ON current of this channel was larger than the previous one due to the smaller bandgap increase. 

Then the green line would be over the red line and dominated the total channel current. Finally, 

the late opened top surface channel (the blue solid line) would be over the green solid line again. 

For simplifying the model, we divided the total nanowire channel into three parts. Actually, the 

bandgap changing in these three parts was continuous as shown in Figure 4.29. In this case, it could 

be considered as thousands of channels in between the red solid line, green solid line and blue solid 

line. Then the total current mixed with these channels would be the black dashed line in Figure 

4.33. Unfortunately, we were unable to use the 2D TCAD to simulate the hypothesis. However, by 

comparing the Vth shift and SS degradation in low and high drain voltages from Figure 4.23, it could 

be found that the Vth shift and SS degradation were suppressed to some extent by the higher energy 

electrons. The higher energy electrons could use more channels that were in higher energy levels. 

The total channel was opened more efficiently. In this case, the SS degradation was recovered. In 

addition, the higher drain voltage could cause the DIBL effect to decrease the barrier height. So that 

the Vth shift caused by the quantum confinement would be suppressed. This phenomenon could 

confirm our multi-channel model from another point of view.   

4.4 Summary 

In summary, we successfully fabricated the scaled multi-gate silicon nanowire transistors with 

atomically flat interfaces based on the SOI substrate. The “double mask” method and the combining 

dry etching and wet etching method were applied to break through the patterning size limitation 

in the E-beam lithography. The raised source and drain electrodes were patterned together with 

the First gate electrode. The metal layer damage was found after lift-off process. By measuring the 

transistor performance of the nanowires in the same chip with the main devices, the quantum 

confinement effect was observed in these ultra-thin nanowires. The SS was also found and 

explained by a multi-channel transport model. The multi-channel transport model would affect the 

manipulation of the RTSs in the silicon nanowires in the next two chapters. 
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Chapter 5 Manipulate the RTSs in the artificial quantum 

dot with the multi-gate silicon nanowire transistor  

5.1 Introduction 

In this chapter, we used the multi-gate silicon nanowire transistor to form an artificial quantum dot 

in the channel by controlling the multi-gate voltages. After the fabrication, 11 devices were picked 

up according to the transistor performance test, in which the two First gates and the Top gate could 

turn on/off the channel individually. The First gates raised the potential barriers for the quantum 

dot. The Top gate weakly inverted the channel and controlled the energy level in the quantum dot. 

The typical RTSs were observed in a certain bias condition in all the devices, which was generated 

by the artificial quantum dot. What’s more, the probability distribution of the RTSs could be well 

controlled by the multi-gate structure. Two typical devices were selected to show the RTSs details 

in chapter 5 and 6. The main results were published in a journal paper [142].  

5.2 Device structure 

The device 3D structure was shown in Figure 5.1. The two First gates named LG and RG were 75 nm 

wide. The Top gate (TG) was 125 nm wide. From the cross-section view of the trapezoid nanowire, 

the upper base was 36 nm and the lower base was 57 nm for the final dimension of the nanowire, 

which could be confirmed in Figure 4.8. The cross-section of view from source to drain (AA’) was 

shown in Figure 5.2. 

   

Figure 5.1 The 3D schematic structure of the device. TG was not shown [142].  
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Figure 5.2 The cross section of view from AA’ direction in Figure 5.1[142]. 

5.3 Measurement and results 

The devices were measured at room temperature by using Agilent B1500 and Cascade M150 probe 

station at room temperature. The background noises were confirmed below 100 fA. We checked 

the two First gates respectively with VTG =0V to confirm that the First gates could raise the potential 

barriers properly.  The ID versus VLG and VRG characteristics were shown in Figure 5.3 respectively.  

          

Figure 5.3 (a)The ID versus VLG characteristics with VTG=0 V and VRG floating at VD=50 mV. (b) 

The ID versus VRG characteristics with VTG=0 V and VLG floating at VD=50 mV [142]. 

The slight asymmetry was mainly for two reasons. One was that the RG was close to the drain. The 

other one was that the process variations in E-beam lithography and poor metal patterning could 

also degrade the symmetry of LG and RG. As the threshold voltage and subthreshold slope for both 

of them were almost the same, and the ON currents were in the same order of magnitude, the 

slight asymmetry could be negligible for the two First gates to raise the barrier. 

In order to form the same height of the potential barriers on both sides of the artificial quantum 

dot, we applied the same voltage on LG and RG as VLG= VRG. The fast ramped gate voltage sweeping 

method was used to capture the overall characteristics of the RTSs. The ID versus VTG characteristics 

with different VLG= VRG were shown in Figure 5.4. 
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Figure 5.4 (a) The ID versus VTG characteristics with different VLG= VRG at VD=50 mV in log scale 

[142]. 

By decreasing the VLG=VRG bias, the potential barriers in the channel were raised. Then the current 

flow was found to be limited as we expected. In addition, the RTSs were observed in certain areas. 

The marked area in Figure 5.4 was zoomed in to show the details in Figure 5.6. We extracted the 

threshold voltage shift (∆𝑉𝑉𝑡𝑡ℎ) which was about 5 mV. We supposed that it was caused by the single 

electron trapped and de-trapped in the artificial quantum dot. According to the equation [119],  

𝐶𝐶𝑄𝑄𝐷𝐷 =
𝑒𝑒

∆𝑉𝑉𝑡𝑡ℎ
 

The 𝑒𝑒 was the elementary charge. The 𝐶𝐶𝑄𝑄𝐷𝐷 was capacitance of the quantum dot, which could be 

calculated as, 

𝐶𝐶𝑄𝑄𝐷𝐷 =
𝜀𝜀0𝜀𝜀𝑜𝑜𝑜𝑜𝑆𝑆
𝑡𝑡𝑜𝑜𝑜𝑜

 

The 𝜀𝜀0 was the dielectric constant of the vacuum. The 𝜀𝜀𝑜𝑜𝑜𝑜=3.9 was the relative dielectric constant 

of the oxide layer. The 𝑆𝑆 was the quantum dot area. In our device, the surface area of the artificial 

quantum dot should include the top surface as well as the two side-surfaces as we discussed in 

chapter 4. Then the ∆𝑉𝑉𝑡𝑡ℎ  was calculated as 10 mV theoretically. Considering that the positive 

charges in the Poly-Si gate could screen the charge effect of the trapped electron, it leads a small 

effect to the ∆𝑉𝑉𝑡𝑡ℎ [120]. The theoretical result (10 mV) was similar to the measurement result (5 

mV). In this case, we could believe that the RTSs were generated by the electrons trapping and de-

trapping from the artificial quantum dot in the multi-gate silicon nanowire transistor. The charging 

energy could be estimated by 𝐸𝐸𝑐𝑐 = 𝑒𝑒2 2𝐶𝐶𝑄𝑄𝐷𝐷� ≈ 5 𝜇𝜇𝑒𝑒𝑉𝑉, which was much lower than the thermal 

energy (26 meV) [119]. 

(5.1) 

(5.2) 

TG voltage (V) 
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Figure 5.5 The marked area in Figure 5.4 where the RTSs could be observed [142]. 

After observing the RTSs in a certain area, the time-domain measurements of the ID were 

implemented. The sampling time for the time domain measurement was set to 88 ms. The VLG= VRG 

was fixed to 0 V as a moderate barrier height to investigate the VTG dependence with the same 

method in chapter 3. The measurement results of the probability distribution of the ID was shown 

in Figure 5.6. By increasing the VTG bias, the probability distribution of the ID was observed to shift 

from mainly “High” state to mainly “Low” state. The occupation rate of the quantum dot was 

extracted in Figure 5.7(a) on the VTG dependence using the same method in chapter 3.  
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Figure 5.6 (a-f) The time-domain measurements on VTG dependence with VLG=VRG=0 V and VD=50 

mV. (g-l) The corresponding probability distribution of the ID [142]. 

 

 

Figure 5.7 (a)The occupation of the ID in “High” and “Low” states with different VTG. (b)The 

schematic diagram of the energy level of the quantum dot on VTG dependence[142]. 
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At higher VTG bias (VTG=0.4 V), the energy level of the quantum dot controlled by the VTG bias should 

be below the Fermi energy of the source. The electrons were more likely to occupy the quantum 

dot. In this condition, the channel was less transparency and the ID was mainly in “Low” state. On 

the other hand, at lower VTG bias (VTG=0.15 V), the energy level of the quantum dot should be above 

the Fermi energy of the source. The quantum dot was more likely to be empty. In this condition, 

the channel was more transparency and the ID was mainly in “High” state. The schematic diagram 

of the energy level of the quantum dot with changing VTG bias was shown in Figure 5.7(b). It implied 

that the average time (𝜏𝜏𝐻𝐻) of the ID in the “High” state was the emission time and the average time 

(𝜏𝜏𝐿𝐿) of ID in the “Low” state was the capture time for the electrons. Then we extracted the 𝜏𝜏𝐻𝐻 and 

𝜏𝜏𝐿𝐿 with the VTG dependence, shown in Figure 5.8(a). And the ratio of the 𝜏𝜏𝐻𝐻 𝜏𝜏𝐿𝐿⁄  was calculated in 

Figure 5.8(b) as well. It could be found that the VTG bias also controlled the average lifetimes of the 

RTSs. 

 

Figure 5.8 (a) The 𝜏𝜏𝐻𝐻 and 𝜏𝜏𝐿𝐿 with the VTG dependence. (b) The ratio of the  𝜏𝜏𝐻𝐻 𝜏𝜏𝐿𝐿⁄  with the VTG 

dependence in the log scale by a linear fitting [142]. 

It was suggested that the energy level in the quantum dot could be estimated by the ratio of the 

lifetimes with respecting to the energy level of the source (𝐸𝐸𝑠𝑠) [144]. In the Boltzmann distribution, 

the probability (P) for an electron surpassing the energy barrier (𝐸𝐸) was,  

𝑃𝑃 ∝ 𝑒𝑒𝑒𝑒𝑝𝑝 �−
𝐸𝐸
𝑘𝑘𝐵𝐵𝑘𝑘

� 

The 𝑘𝑘𝐵𝐵 was Boltzmann constant. The 𝑘𝑘 was the absolute temperature. Therefore, the probability 

for the electron being trapped in the quantum dot was, 

𝑡𝑡
𝜏𝜏𝐿𝐿
∝ 𝑒𝑒𝑒𝑒𝑝𝑝 �−

𝐸𝐸 − 𝐸𝐸𝑠𝑠 − (𝜖𝜖 − 𝐸𝐸𝑠𝑠)
𝑘𝑘𝐵𝐵𝑘𝑘

� 

The probability for the electron being de-trapped in the quantum dot was, 

(5.3) 

(5.4) 

(a) (b) 
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𝑡𝑡
𝜏𝜏𝐻𝐻

∝ 𝑒𝑒𝑒𝑒𝑝𝑝 �−
𝐸𝐸 − 𝐸𝐸𝑠𝑠
𝑘𝑘𝐵𝐵𝑘𝑘

� 

The 𝑡𝑡  was the real-time for the electron staying in a certain condition.  𝐸𝐸 − 𝐸𝐸𝑠𝑠  was the energy 

barrier height. 𝜖𝜖 − 𝐸𝐸𝑠𝑠 was the energy level of the quantum dot. Then we could derive the energy 

level of the quantum dot, 

𝜖𝜖 − 𝐸𝐸𝑠𝑠 = 𝑘𝑘𝐵𝐵𝑘𝑘 �
𝜏𝜏𝐻𝐻
𝜏𝜏𝐿𝐿
� 

In this case, we could extract the energy level of the quantum dot from the ratio of the lifetimes 

with 𝐸𝐸𝑠𝑠=0 mV, shown in Figure 5.9(a). By referencing the occupancy distribution in Figure 5.7(a), it 

showed clearly that the quantum dot was mainly empty while the energy level of the quantum dot 

was above the 𝐸𝐸𝑠𝑠 (Figure 5.9(b)). On the other side, the quantum dot was mainly occupied while 

the energy level of the quantum dot was below the 𝐸𝐸𝑠𝑠 (Figure 5.9(d)). This confirmed that the VTG 

bias manipulated the single electron trapped and de-trapped in the quantum dot by controlling the 

energy level of the quantum dot. 

 

Figure 5.9 (a) The energy level of the quantum dot on the VTG. The dash line was the linear fitting 

for the extracted points from the measurement results. (b-d) The schematic diagram of 

the energy level in the quantum with different VTG bias [142]. 
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Then in order to investigate the RTSs on the VLG= VRG dependence, the time-domain measurements 

were implemented with the condition that the VTG was fixed at 50 mV and the VLG= VRG was 

increased from -1.6 V to 0.4 V respectively. The measurement results were shown in Figure 5.10.  

 

Figure 5.10 The time-domain measurement results on VLG=VRG  dependence with VTG=50 mV and 

VD=50 mV [142]. 

From the results in Figure 5.10, one typical RTSs named RTS1 were observed at low VLG= VRG bias 

region with a long lifetime around 20 s. On the contrast, another typical RTSs named RTS2 were 

observed at higher VLG= VRG bias region with a short lifetime less than 10 s. The probability 

distribution of the ID was extracted and typical ones were shown in Figure 5.11(a-d). Before VLG= 

VRG bias was increased to -0.8 V, the RTS1 was dominated the fluctuation of the ID. Then the RTS1 

was disappeared. By increasing the VLG= VRG bias further, the RTS2 started to dominate the 

fluctuation of the ID. The reason why we could observe the VLG= VRG dependence of the RTSs was 

considered to be the coupling between the two First gates and the quantum dot. The schematic 

diagram of the equivalent circuit was shown in Figure 5.12.  
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Figure 5.11 (a-d) The typical probability distribution of the ID in the selected VLG=VRG bias 

condition. (e-f) The schematic diagram of the different energy levels in the quantum 

dot corresponding to (a-d) [142]. 

 

 

 

 

 

 

Figure 5.12 (a-d) The schematic diagram of the equivalent circuit for the multi-gate silicon 

nanowire transistor [142]. 
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The two First gates were modeled as transistors with coupling capacitances (CLG and CRG) to the 

quantum dot. The Top gate was modeled as a capacitance (CTG) coupled to the quantum dot. As 

we had confirmed the role of the VTG bias was to control the energy level in the quantum dot in the 

previous discussion, the VLG= VRG bias was presumed to change the barrier height. Due to the 

potential barrier height for the quantum dot was finite, CLG and CRG could be changed by increasing 

the VLG= VRG bias. Therefore, the electron tunneling rate could be changed by the VLG= VRG bias. In 

this case, the occupancy of the quantum dot could be manipulated by the VLG= VRG bias. We could 

evaluate the capacitance coupling strength from the bias window that the RTSs were observed from 

mainly in “High” state to mainly in “low” state. From Figure 5.7(a), the bias window for VTG 

dependence was about 0.25 V. From Figure 5.11, the bias window for the VLG= VRG dependence was 

about 0.8 V for RTS2. It implied that the coupling between the TG and the quantum dot was much 

stronger. 

We could also use the same method to extract the energy level in the quantum dot in the different 

VLG= VRG conditions by using the ratio of the lifetime as the discussion for the VTG dependence, 

shown in Figure 5.13(a).  

 

Figure 5.13 (a) The energy level of the quantum dot with different First gates voltage. The filled 

circles and squares were extracted from the measurement data for RTS1 and RTS2 

respectively. The lines were the linear fitting for the different energy level 

(𝐸𝐸0ℎ ,𝐸𝐸1ℎ 𝑎𝑎𝑛𝑛𝑎𝑎 𝐸𝐸0𝑙𝑙 ) by the effective mass approximation [142]. 

The RTS1 corresponded to the lowest energy level in the artificial quantum dot with the low VLG= 

VRG bias (5.11(h)). By increasing the VLG= VRG bias, this energy level would be mainly occupied by the 

electron, so that the RTS1 could not be observed (Figure 5.11(g)). If the VLG= VRG bias were increased 

further, the higher energy level in the quantum dot was activated and RTS2 could be observed 

(Figure 5.11(f)). Until the potential barriers were almost plat, we could not see any RTSs generated 

from the artificial quantum dot (Figure 5.11(e)). It could be clearly seen the fitting lines for the 
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energy changing in the quantum dot for both RTS1 and RTS2 in Figure 5.13(a). The fitting lines also 

confirmed the coupling between the two First gates and the quantum dot. 

In addition, the parallel fitting lines indicated the two quantum states in different energy levels in 

the same artificial quantum dot. The energy separation between the two quantum states could be 

roughly extracted from Figure 5.13(a). The energy splitting was induced by the quantum 

confinement in the direction perpendicular to the substrate surface [122, 124]. We could estimate 

the quantum confinement energy levels in the inversion layer on <100> Silicon surface by,  

𝐸𝐸𝑛𝑛ℎ =
(𝑛𝑛 + 1)2ℏ2

2𝜇𝜇ℎ
�
𝜋𝜋
𝑡𝑡𝑆𝑆𝑆𝑆
�
2

= 𝐸𝐸0ℎ(𝑛𝑛 + 1)2 

𝐸𝐸𝑛𝑛𝑙𝑙 =
(𝑛𝑛 + 1)2ℏ2

2𝜇𝜇𝑙𝑙
�
𝜋𝜋
𝑡𝑡𝑆𝑆𝑆𝑆
�
2

= 𝐸𝐸0𝑙𝑙(𝑛𝑛 + 1)2 

The ℏ was the Planck constant divided by 2𝜋𝜋. The 𝜇𝜇ℎ = 0.980𝜇𝜇0 was the effective mass for the 

heavy electrons in the conduction band valley. The 𝜇𝜇𝑙𝑙 = 0.198𝜇𝜇0 was the effective mass for the 

light electrons in the conduction band valley. The 𝜇𝜇0 was the mass of an electron in the vacuum. 

The 𝑡𝑡𝑆𝑆𝑆𝑆 was the effective thickness of the inversion layer. The 𝑛𝑛 ≥ 0 was an integer to indicate the 

number of nodes in the envelope wave function in the direction of depth. It could be found that 

the lowest energy level for RTS1 was corresponding to the 𝐸𝐸0ℎ and the energy level for RTS2 could 

be corresponding to the 𝐸𝐸1ℎ. The schematic diagram of the different energy levels in the artificial 

quantum dot was shown in Figure 5.12(b). Based on the estimation of the energy separation (𝐸𝐸1ℎ −

𝐸𝐸0ℎ ≈ 446 𝜇𝜇𝑒𝑒𝑉𝑉) from Figure 5.12(a), we could extract the 𝑡𝑡𝑆𝑆𝑆𝑆 = 1.6 𝑛𝑛𝜇𝜇  from the experimental 

data by assuming the linear band bending. This result was in agreement with the previous study in 

quantum confinement [122, 124]. Then the 𝐸𝐸0𝑙𝑙  could be estimated as 141 meV higher than 𝐸𝐸1ℎ. It 

implied that the heavy electron mass dominated the conduction band valley in the inversion layer 

on <100> silicon surface [122, 124]. 

5.4 Summary 

In summary, we could use the multi-gate silicon nanowire transistor to generate the RTSs. It was 

confirmed the RTSs could be manipulated by not only the Top gate bias but also the two First gates. 

The Top gate controlling was to change the energy level of the quantum dot. The two First gates 

controlling was to change the coupling between the First gates and the quantum dot and select a 

certain activated quantum state by adjusting the potential barrier. It confirmed the theoretical 

foundation to use the RTSs as a QRNG source with the multi-gate silicon nanowire transistors. 

(5.7) 

(5.8) 



Chapter 6 

94 

Chapter 6 Application of the RTSs for QRNG source 

6.1 Introduction 

Based on the manipulation of the RTSs in the silicon nanowire in the last chapter, we investigated 

the chance to use the RTSs as a QRNG source from the view of fundamental physics. In order to 

show that the RTSs manipulation was common in our multi-gate silicon nanowire transistors, we 

used a different device from the last chapter to refine the RTSs controlling. 

6.2 Device structure 

The device structure was shown in Figure 6.1(b). The length of the two First gate (LG and RG) was 

100 nm. The Top gate (TG) was 150 nm. After TMAH etching process, the trapezoid cross-section 

feature of the nanowire could be found as 82 nm for the upper base and 117 nm for the lower base 

in the SEM image (Figure 6.2). After oxidation, the upper base of the trapezoid nanowire was 71 

nm based on our TCAD simulation. The tripe-gates could control the potential barrier height and 

the energy level to form the quantum dot, shown in Figure 6.1(b). 

 

Figure 6.1 The structure of the triple gates silicon nanowire transistor with the atomically flat 

interface (a) The artificial quantum dot created by TG, LG and RG bias. (b) The 

schematic diagram of the device. 

  

(a) 

(b) 
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Figure 6.2 Dimension confirmation for the nanowire after TMAH in SEM image. 

6.3 Measurement and results 

The devices were measured at room temperature by using Agilent B1500 and Cascade M150 probe 

station at room temperature. The background noise was confirmed below 100 fA.  With raised 

source and drain and self-aligned TG methods, we made a low-doped junction-less trapezoid Si 

nanowire transistor. The ON current was of the order of nA. It was consistent with the device in the 

last chapter. The standard ID versus gate voltages characteristics were respectively carried out on 

TG, LG, and RG to confirm the successful transistor operations, shown in Figure 6.3-6.5. The SS for 

TG bias with VLG= VRG=0 V was 77 mV/decade at room temperature. The SS for LG bias with VTG =0V 

and VRG floating was 360 mV/decade. The SS for RG bias with VTG =0V and VLG floating and 260 

mV/decade. The asymmetry would be coming from the application of the VD, while the source was 

always grounded. As RG was much closer to the Drain, the current was more sensitive to the RG. 

TG not only controlled the energy level of the artificial quantum dot between LG and RG, but also 

affected the carrier concentration in the dopant diffusion region between doping diffusion windows 

to the First gate.  

 

Figure 6.3 ID-VTG characteristics with VLG= VRG=0V at VD=50 mV and 1 V 
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Figure 6.4 ID-VLG characteristics with VTG=0 V and VRG floating at VD=50 mV and 1 V 

 

Figure 6.5 ID-VRG characteristics with VTG=0 V and VLG floating at VD=50 mV and 1 V 

By measuring the TG dependence of ID under the different potential barriers formed by LG and RG, 

the typical RTSs were observed especially in the linear region of ID versus VTG characteristics, as 

shown in Figure 6.6(a). It was worth noting that the RTSs were observed mainly in 2 levels In the 

low VTG (Figure 6.6(b)). From the medium to high VTG region, the RTSs were observed in 3 levels 

(Figure 6.6(c)). In the high VTG region, other RTSs with a large amplitude were observed. At the same 

time, the previous RTSs with small amplitude still could be observed both in high and low state of 

the large amplitude RTSs (Figure 6.6(d)). This implies that we had observed multiple quantum states 

in our artificial quantum dot during changing TG, LG, and RG voltages. It was supposed to be caused 

by the different bandgap increase in the different part of the channel due to the quantum 

confinement as we discussed in chapter 4. 
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Figure 6.6 The Multi-level RTSs observed in low, medium, and high VTG region and clearly shift 

the Vth in the linear region. 

In order to utilize the RTSs from the artificial quantum dot as QRNG source, the probability ratio of 

“high” and “low” states should be the same to guarantee the equal probabilities to find each state 

[12]. As we discussed in the last chapter, the electron probability distribution (electron wave 

function) could be manipulated by changing VTG, VRG and VLG. The VRG and VLG could control the 

energy barrier height for the artificial quantum dot and the VTG could control the carrier 

concentration in the Si nanowire [143]. So that we did similar time dependence measurements on 

ID with a constant VD=50 mV and VRG=VLG=-50 mV.  The VTG was changed from 100 mV to 300 mV 

systematically. The measurement results were shown in Figure 6.7. The sampling time for the time 

domain measurement was 108 ms. 

 

 

 

 

 

 

 

Figure 6.7 The time domain measurements with different VTG. 

Vth 
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During increasing VTG from 100 mV to 300 mV, it could be found that the probability of ID in “high” 

states decreased from 92% to 18% and the probability of ID in “low” states increased from 8% to 

82% with 5000 sampling points in Figure 6.7(d-f). As the VTG controlled the energy level of the 

quantum state in the quantum dot, the energy level of the quantum state should be higher than 

the Fermi level in the source at VTG=100 mV. There was no quantum state in the quantum dot. So 

that the electron could not be trapped in the quantum state. In this case, the ID was mainly in “high” 

state. By increasing the VTG, the energy level of the quantum became closer to the Fermi level in 

the source. So that the resonance tunneling start. The ID was switched between “high” state and 

“low” state.  While the energy level of the quantum state was lower than the Fermi level in the 

source at VTG=300 mV. The electron was more likely to occupy the quantum state. In this case, the 

ID was mainly in “low” state. The measurement results were consistent with that in the last chapter.  

In order to investigate the correlation behavior of the ID, we extracted the lag plot of the ID with 

the time lag (∆𝑡𝑡) at 108 ms and 100s in Figure 6.8.  

                         

Figure 6.8 The lag plots with time lag (∆t) at 108 ms and 100 s to show the local correlation of the 

ID with different VTG bias.  

VTG=300 mV 

VTG=200 mV 

VTG=100 mV 
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In Figure 6.8(a-c), it could be observed that the correlations between two sampling points next to 

each other were in a linear correlation to some extent. However, after a long time lag (100s), the 

ID was no linear correlation, shown in Figure 6.8(d-f). In this case, in order to use the RTSs to be a 

QRNG source, the sampling time should be determined by the relaxation time of the electron from 

the artificial quantum dot. No matter how It was clearly shown that we could find a certain  VTG 

between 100 mV and 300 mV to make the probability ratio of the “high” and “low” state equal (50 

%: 50%). 

In addition, the two First gate controlled the potential barrier height of the artificial quantum dot. 

The probability ratio of the ID in “high” and “low” state was also the function of the first gate bias 

[p3]. We also did the time dependence measurement on ID with a constant VD=50 mV and VTG=200 

mV.  The VRG=VLG was changed from -100 mV to 0 mV systematically. The step for VRG=VLG was 

much smaller than that in the last chapter because we wanted to investigate the more details about 

First gate dependence for one certain kind of RTSs. The measurement results were shown in Figure 

6.9. The sampling time for the time domain measurement was also 108 ms.  

 

Figure 6.9 The time domain measurements with different VRG=VLG. 

During decreasing the VRG=VLG from 0 V to -100 mV, the probability of the ID in “high” states was 

increased and that in “low” state was decreased, shown in Figure 6.9(d-f). In the higher VRG=VLG 

bias, the potential barrier for the artificial quantum dot was low, the electrons were more likely to 

occupy the quantum state. While the VRG=VLG bias was decreased, the potential barrier was higher 

even than thermal energy. The electron was quite difficult to tunneling into the quantum dot. Then 

the quantum state was more likely to be unoccupied, which formed by a certain TG voltage in the 

quantum dot. In this case, the variation tendency of the probability distribution on ID could be 
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explained and the schematic diagram of the energy level in the quantum dot was shown in Figure 

6.10.  

                             

Figure 6.10 The schematic diagram of the energy level in the quantum dot. 

It was also clearly shown that we could find a certain VRG=VLG bias between -100 mV and 0 mV to 

achieve the probability ratio of the “high” to “low” state equal (50 %: 50%). The lag plots of the ID 

with the time lag (∆𝑡𝑡) at 108 ms and 100s were also extracted from the raw data and shown in 

Figure 6.11.  

                                   

Figure 6.11 The lag plots with time lag (∆t) at 108 ms and 100 s to show the local correlation of 

the ID with different VRG=VLG bias. 

VRG= VLG=0 V 

VRG= VLG=-50 mV 

VRG= VLG=-100 mV 

VRG= VRG=0 V 

VRG= VRG=-50 mV 

VRG= VRG=-100 mV 
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It could be found that a certain long sampling time was still needed to eliminate the local 

correlations. In addition, by comparing the measurement results in Figure 6.7(b, e) with that in 

Figure 6.9(b, e), it could be found that the probability distribution of the ID was stable in the same 

voltage condition in the two times measurements.  

By comparing the Top gate controlling and the First gates controlling results, both of them could 

adjust the probability distribution of the ID. However, the Top gate could affect the ID in a large 

range from 2 nA to 20 nA in Figure 6.7. The transport properties in the channel might be completely 

changed to make the model more complex. On the contrary, the First gates could be inversed the 

probability distribution in a limited ID range from 5 nA to 8 nA in Figure 6.9. That was why only use 

Top gate was difficult to manipulate the RTSs from the quantum dots precisely. It was consistent 

with the experience in chapter 3. Therefore, the Top gate was selected to form not only the channel 

at a certain current level but also the certain energy level in the quantum dot. Then the First gates 

were used to adjust the potential barrier height to manipulate the RTSs. In order to achieve better 

performance to use the RTSs as a QRNG source, the higher ID and larger amplitude ∆𝐼𝐼𝐷𝐷 and shorter 

capture/emission times were required of RTSs. In this case, the global sweeping on different 

VRG=VLG bias were proceeded from VTG=0 V to VTG=1 V to find a better combination of the Top gate 

bias and the First gate bias. The VD bias was 50 mV all the time. We extracted the probability 

distribution of the ID from the measurement data. The typical low VTG region was shown in Figure 

6.12 and the typical high VTG region was shown in Figure 6.13. It was found that if the VTG were very 

low (100 mV), the amplitude of the RTSs was quite small. Although we could still observe the highest 

part of probability distribution was moving to the higher current level with VRG=VLG bias increasing 

in Figure 6.12(a), it was quite difficult to clearly separate the “high” and “low” states area. With 

increasing the VTG to 300 mV (Figure 6.12(c)), the “high” and “low” states were well separated by a 

larger amplitude RTSs. However, a much lower current state was observed and get a larger 

proportion during increasing VRG=VLG bias. According to the multi-channel transport model in 

chapter 4, there should be multiple energy levels of quantum states in our artificial quantum dot. 

With a higher VTG bias, the high energy level quantum state in the side surface channel could be 

activated. By lowing the potential barrier of the quantum state, the electrons started to occupy in 

higher energy level quantum state. At the same time, the electrons had already occupied the 

previous quantum state that was at lower energy level. In that case, the ID could be observed in a 

much lower state named “low2” state (l’).  
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Figure 6.12 The variation tendency of probability distribution of ID in “high (h)” and “low (l)” 

states with VLG= VRG from 50 mV to -200 mV in the low VTG region. 

 

Figure 6.13 The variation tendency of the probability distribution of ID in “High (H)” and “Low 

(L)” states with VLG= VRG from 200 mV to -400 mV in the high VTG region. 

  

(a) 

(b) 

(c) 

(a) 

(b) 

(c) 



Chapter 6 

103 

We extracted the occupation rate of the “high” state (h), “low” state (l) and “low2” state (l’) both 

in a certain VTG bias to investigate the VRG=VLG dependence, and in a certain VRG=VLG bias to 

investigate the VTG bias dependence respectively in the low VTG region, shown in Figure 6.14.  

 

Figure 6.14 (a) The occupation rate of the three states on VRG=VLG dependence with VTG=200 mV. 

(b)The occupation rate of the three states on VTG dependence with VRG= VLG=-100 

mV. 

It could be found that the “low2” state would affect the occupation of the quantum states both in 

the VRG=VLG dependence and the VTG dependence. Although the occupation rate was raised for the 

“low2” state in the VRG=VLG dependence, the occupation rates for “high” and “low” states could 

still keep in a typical inverse relationship at least (Figure 6.14(a)). However, the occupation rates 

for both “high” and “low” states were dropped while the “low2” state significantly raised in the VTG 

dependence (Figure 6.14(b)). That was due to the VTG bias controlled the energy level of the 

quantum states. By increasing VTG bias, the lower energy quantum state was mainly occupied by 

the electrons and the effect for the current fluctuation was degraded. Meanwhile, the higher 

energy level quantum state was active to dominate the channel current fluctuation. Actually, it was 

two RTSs superimposed together. In this case, the First gate was more useful to generate purely 

one RTSs for a high-performance QRNG source application. 
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It was remarkable that with increasing the VTG to the relatively high voltage region, another kind of 

RTSs was observed with the large amplitude that was about 5 nA in Figure 6.13.  It was named RTS2 

with “HIGH” and “LOW” states marked in Figure 6.13. The previous RTS including “high”, “low” and 

“low2” states were named RTS1, which had a smaller amplitude about 500 pA. The typical time-

domain measurement result was shown in Figure 6.15.   

 

Figure 6.15 The time-domain measurement at VTG=700 mV, VRG= VLG=0 V and VD=50 mV. The 

RTS2 was marked as “H” and “L”. The RTS1 was marked as “h”, “l” and “l’”. 

It could be found that the capture and emission time was quite long for the RTS2. It was supposed 

that the RTS2 was formed by the oxide trap in the gate oxide layer as we had discussed in chapter 

3 [5]. The RTS1 was observed in both “HIGH” and “LOW” states of the RTS2. That was consistent 

with the results in chapter 3. We extracted the occupation rate of the “HIGH” state (H), “LOW” state 

(L) both in a certain VTG bias to investigate the VRG=VLG dependence, and in a certain VRG=VLG bias 

to investigate the VTG bias dependence respectively in the high VTG region, shown in Figure 6.16.  

 

Figure 6.16 The occupation rate of the “HIGH” (H) and “LOW” (L) state in RTS2 (a) on VRG=VLG 

dependence with VTG=700 mV and (b) on VTG dependence with VRG= VLG=-200 mV. 
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The occupation of the oxide trap was shown the dependence neither on VRG=VLG bias nor on VTG 

bias in Figure 6.16. That was mainly caused by the coupling between the Top gate and the First 

gates due to they were just separated by 9 nm thermal oxide layer. With a higher VTG bias, the 

VRG=VLG bias could not raise the potential barriers efficiently. With a higher VRG=VLG bias, the VTG 

bias could not adjust the energy level of the quantum states efficiently. In spite of this condition, 

the VTG dependence could be still observed in Figure 6.16(b). With increasing the VTG bias, the 

electrons were more likely tunneling into the oxide trap and making the charge trap neutral. So that 

the occupation rate in the “LOW” current state was raised according to the discussion in chapter 3. 

Due to the strong coupling between the Top gate and the First gates, actually, the changing of the 

occupation rate in Figure 6.16(a) also caused by the VTG bias. With increasing the VRG=VLG bias, the 

actual VTG bias applied on the oxide trap was increased. So that the tendency of VRG=VLG bias 

dependence will be the same as VTG bias dependence. Once the VRG=VLG=0 V, the from the First 

gates bias to Top gate bias could be negligible. By a fixed the VTG bias, the VRG=VLG bias lost control 

to the occupation rate, which could be confirmed from Figure 6.16(a). 

 

Figure 6.17 The occupation rate of the “high” (h), “low” (l) and “low2” (l’) states of RTS1 (a) in 

the “HIGH” (H) state of RTS2 and (b) in the “LOW” (L) state of RTS2 on VTG 

dependence with VRG=VLG=-200 mV.  
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In Figure 6.17, we extracted the occupation rate distribution of RTS1 in both the “HIGH” state and 

the “LOW” state of the RTS2 respectively. It implied that the RTS1 and RTS2 were almost 

independent. The RTS1 was still affected by the “low2” state.  

As we discussed in chapter 3, the RTSs generated the oxide trap was not an ideal candidate to be 

used as a QRNG source, duo to its random formation process and long capture and emission time. 

From the global sweeping results, it could be found that the advantage of our multi-gate transistors 

was to manipulate the VTG and VRG=VLG bias to select the activated quantum states at room 

temperature. We could decrease the VTG bias to avoid any high energy level oxide traps to be 

activated. In this case, we could eliminate the RTS2. Then the VRG=VLG bias could control the 

potential barrier height and manipulate the occupancy of the quantum dot. In principle, we could 

achieve the situation that only the main RTS remained in the time-domain measurement and the 

occupancy to un-occupancy was 50% to 50%. Practically, the “low2” state could not be eliminated 

due to the physical structure of our trapezoid silicon nanowire. From the discussion of chapter 4, 

the bandgap changing was continuous from the top surface of the nanowire to the side surface of 

the nanowire. Therefore, the energy levels of the activated quantum states in artificial quantum 

dot were considered to be continuously changing.  In this case, we could not eliminate the “low2” 

state, due to the energy level of the corresponding quantum state was quite close to the main 

quantum state. As far as the proportion of the “low2” was not that large compared to the “high” 

and “low” state especially in the VRG=VLG bias controlling, the “low2” state part could be assigned 

to the “low” state part in some extent. According to the global sweeping, we chose the VTG=300 

mV and did the refined time-domain measurements around VRG=VLG=-100 mV with the 1 mV step. 

We reached the point where the probability ratio of the “high” and “low” states was 50.85% to 

49.15% on the bias condition of VTG=300 mV, VRG=VLG=-106 mV and VD=50 mV (Figure 6.18). 

150,000 points were measured to prepare a symbolic randomness test. The sampling time was 24 

ms. 

 

Figure 6.18 The time-domain measurement on VTG=300 mV, VRG=VLG=-106 mV and VD=50 mV. 
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6.4 Randomness test 

As the research progress was still in the fundamental physics level to investigate the possibility of 

the RTSs generated by the multi-gate silicon nanowire to be a promising candidate as a QRNG 

source, the common RNG test from the engineering point of view was not implemented. Because 

from a QRNG source to a real QRNG product, it included many post-processing steps with the 

engineering technologies. In this part, we did a symbolic randomness test by comparing our random 

numbers extracted from the raw data with the random numbers generated by MATLAB. 

The capture time was calculated as 0.5s as well as the emission time for the main quantum state. 

Therefore, the raw data were re-sampled with 1 s sampling time. The lag plots of the ID with the 

time lag (∆𝑡𝑡) at 24 ms and 1 s were extracted and shown in Figure 6.19.  

 

Figure 6.19 The lag plots with time lag (∆t) at (a) 24 ms and (b) 1 s to show the local correlation of 

the ID with a certain voltage bias. 

By comparing with ∆𝑡𝑡=24 ms in Figure 6.19(a), the local correlation was improved with ∆𝑡𝑡=24 ms 

in Figure 6.19(b). Although increasing ∆𝑡𝑡 could eliminate the local correlation more efficiently, we 

preferred to keep ∆𝑡𝑡=1 s due to it was determined by the relaxation time of the quantum dot. Then 

we used these re-sampled data to generate 0/1 digital numbers and counted the numbers of 1 and 

0, shown in Figure 6.20.  

 

Figure 6.20 (a) The 0 and 1 digital numbers extracted from the re-sampling data. (b) The number 

count of 0 and 1. 
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No matter how the amount of 0 and 1 was almost equal. From these original 1-bit digital number 

sequences, we combined every 2 digits, 3 digits, 4 digits, and 8 digits to generate the 2-bit, 3-bit, 4-

bit, and 8-bit random number sequences respectively. The same kinds of sequences were also 

generated from MATLAB. The Monte Carlo method was utilized to calculate π for the randomness 

comparison. The results of the MATLAB sequences and our sequences were shown in Table 6.1. 

Table 6.1 π calculation by Monte Carlo method 

𝝅𝝅 2-bit 3-bit 4-bit 8-bit 
Our device 2.60 2.69 2.84 3.03 
MATLAB 2.71 2.80 3.01 3.08 

From the results in Table 6.1, it could be found that the 8-bit random number sequences from our 

device could be comparable to the MATLAB. The self-correlation plot for the 8-bit sequence from 

our device was shown in Figure 6.21(a), comparing to that from MATLAB in Figure 6.21(b). The main 

reason was that the 8-bit sequence degraded the local correlation by longer sampling time. In this 

case, if the re-sampling time for the raw data was increased, the randomness would be improved.  

 

Figure 6.21 (a) Self-correlation plots for 8-bit random numbers generated by our device. (b) Self-

correlation plots for 8-bit random numbers generated by MATLAB. 
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6.5 Summary 

From the fundamental physics point of view, the RTSs generated by the multi-gate silicon nanowire 

transistors could a promising candidate to be a QRNG source. The Top gate could be used to select 

a certain quantum state to be active in the artificial quantum dot. The First gates could be used to 

raise the potential barrier and adjust the occupation of the quantum state. One main RTS could be 

generated with equal probability rates in “high” and “low” states by manipulating the multi-gate 

bias. Due to the physical structure in our silicon nanowire, the two quantum states that had close 

energy levels could not be easily separated. The fabrication process for the nanowire should be 

modified, especially the TMAH step. The channel with a uniform energy level distribution was 

required. In this case, the ideal one-dimensional transport silicon nanowire might have a better 

performance. In addition, the speed of our device to generate the numbers was quite slow, maxima 

1 bit/s. However, the relaxation could affect by the width of the potential barrier [133]. In our 

device, the First gate width was 100 nm, which determined the width of the potential barrier. 

Nowadays, the commercial silicon devices had reached 7 nm node. It was possible to increase the 

speed by decreasing the First gate width with the help of the advanced fabrication technology in 

the future.   
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Chapter 7 Conclusions 

In summary, we had successfully developed the RTSs source with an artificial quantum dot in the 

multi-gate silicon nanowire transistors. The devices were successfully fabricated and characterized 

in the University of Southampton. Comparing to the previous researches on the RTSs phenomenon, 

we ended the addiction to the randomly distributed defects for observing the RTs. By using the 

artificial quantum dot formed by the Top gate and the first gates, we could not only generate the 

RTSs at room temperature but also manipulate the probabilities of the “high” and “low” states. 

What's more, we could select different kinds of RTSs generated by different quantum states in the 

artificial quantum dot to dominate the drain current. More details of the achievements were 

classified from the perspectives of academic research and technical research. 

From the perspective of academic research, the systematic method had been established to 

measure the typical RTSs in the conventional MOSFETs at different temperatures. In this case, we 

did not need to measure thousands of devices to find a poor one which showed the typical RTSs 

anymore. By characterizing different kinds of MOSFETs, two main kinds of typical RTSs were 

analyzed and explained by the proper physical models. The fundamental theory of the RTSs in 

silicon devices had been learned and applied to the design philosophy of the artificial quantum dot 

devices. With a similar method, the RTSs in the multi-gate silicon nanowire transistors were 

characterized. It was confirmed that the RTSs generated by the artificial quantum could be 

manipulated by the multi-gate biases. The Top gate voltage controlled the energy level in the 

quantum dot. The two first gates voltages controlled the potential barriers for the quantum dot and 

selected the different quantum states to generate different RTSs. By clarifying the operating 

principle of our multi-gate devices, we evaluated the RTSs quality in different bias conditions as a 

potential QRNGs source. Although there were still some issues like low speed and mixed RTSs, the 

RTSs from the artificial quantum dot certainly had the chance to be a promising QRNGs source with 

advanced CMOS technologies. In addition, the quantum confinement was investigated in our silicon 

nanowire with special cross-sections. The multi-channels with different energy level model was 

pointed out, which in some extent helped to explain the multi-RTSs from our artificial quantum dot. 

From the perspective of technical research, the complete nano-fabrication process flow had been 

learned for CMOS technology. During the fabrication processes, my main jobs were to modify the 

design mask, follow the main steps as an assistant for the senior researches, and do the necessary 

electrical test after finishing the key steps. The basic processes could be done by myself, such as 

spin-on-dopant,  photolithography, furnace oxidation, RTA, dry etching, wet etching, evaporation, 

and so on. In order to measure our devices at low temperatures, the cryostat system was 

redesigned and modified to a low noise level system. The mechanical fabrication part was done by 
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the mechanical workshop at the University of Southampton. The low-temperature measurement 

technique and low-noise measurement method had been clarified through these experiences. In 

addition, the device packaging processes were also developed for our group to measure the devices 

in different cryostats.  

For future work, as our artificial RTSs source was still in the initial stage for the QRNG application, 

many issues should be solved to become a practical QRNG source. The first issue was the RTSs 

quality. In our devices, we could not completely eliminate other RTSs to effect the main RTSs due 

to the non-uniform shape of our silicon nanowire. The different quantum levels were introduced 

into the system by the quantum confinement in the silicon nanowire. Although it could be balanced 

in the post-processes, we preferred to improve the performance for the fundamental physics point 

of view. If the silicon nanowire could perform as a perfect one-dimensional transport device, this 

issue might be solved. In this case, the further low-temperature measurement might be expected 

to reach better performance or the nanowire definition process in the fabrication should be 

improved. In addition, by using advanced lithography technology, the width of the potential barriers 

could be decreased. That would increase the tunneling rate of the electrons or holes. Then the 

speed of the artificial RTSs source could be improved. 

On the other hand, the main investigation for the QRNG source was from the physics point of view 

in this project. In order to develop this physics model to be real products, the assessment of the 

QRNGs should be done further. That is the standard way to evaluate the quality of the randomness 

of the random bits based on the probability theory and information theory [151]. The typical 

analyses usually include autocorrelation test, visual analysis, joint probability mass function test, 

mutual information test, entropy test, bias test, and statistical test. Some of the similar tests have 

been down initially in this work such as autocorrelation test and visual analysis. Obviously, certain 

amount of assessment work needs to do in the future. Especially for the statistical tests, it can be 

used to evaluate a sequence whether it is a turely random sequence or not. The two commonly 

used test suites were called NIST [152] (From National Institute of Standards and Technology) and 

TestU01 [153].  

The outlook is that this kind of QRNGs device could be integrated into the CPU core and generate 

high-quality random bits as an independent component. In this case, it could be widely applied for 

the high-security cryptography and communications. 
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Appendix A Publication List 

Journal Publication: 

F. Liu, K. Ibukuro, M. Husain, Z. Li, J. Hillier, I. Tomita, Y. Tsuchiya, H. Rutt, and S. Saito. Manipulation 

of random telegraph signals in a silicon nanowire transistor with a triple gate. Nanotechnology. 

29(47):475201, 2018. https://doi.org/10.1088/1361-6528/aadfa6 

Z. Li, M. Sotto, F. Liu, M. K. Husain, H. Yoshimoto, Y. Sasago, D. Hisamoto, I. Tomita, Y. Tsuchiya, and 

S. Saito. Random telegraph noise from resonant tunnelling at low temperatures. Sci. Rep., 8:250, 

2018. https://doi.org/10.1038/s41598-017-18579-1. 

S. Saito, Z. Li, H. Yoshimoto, I. Tomita, Y. Tsuchiya, Y. Sasago, H. Arimoto, F. Liu, M. K. Husain, D. 

Hisamoto, H. N. Rutt, and S. Kurihara. Quantum Dipole Effects in a Silicon Transistor under High 

Electric Fields. J. Phys. Soc. Jpn. 87(9):094801, 2018. https://doi.org/10.7566/JPSJ.87.094801. 

J. Byers, K. Debnath, H. Arimoto, M. K. Husain, M. Sotto, Z. Li, F. Liu, K. Ibukuro, A. Khokhar, K. Kiang, 

S. A. Boden, D. J. Thomson, G. T. Reed, and S. Saito. Silicon slot fin waveguide on bonded double-

SOI for a low-power accumulation modulator fabricated by an anisotropic wet etching technique. 

Opt. Express, 26(25):33180-33191, 2018. https://doi.org/10.1364/OE.26.033180. 

K. Ibukuro, M. K. Husain, Z. Li, J. Hillier, F. Liu, Y. Tsuchiya, H. N. Rutt, and S. Saito. Single electron 

memory effect using random telegraph signals at room temperature. Front. Phys. 7:152. 2019. 
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International Conference Publication: 
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D. Fletcher,  and M. Kataoka. Random-telegraphnoise by resonant tunnelling at low temperatures. 
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D. Burt, A. Z. Al-Attili, Z. Li, F. Liu, K. Oda, N. Higashitarumizu, Y. Ishikawa, O. M. Querin, F. Gardes, 

R. W. Kelsall, and S. Saito. Strain-engineering in Germanium membranes towards light sources on 

Silicon. 2017 IEEE Electron Devices Technology and Manufacturing Conference (EDTM), 92-94, 
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