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Abstract Much of the success of gravitational-wave astronomy rests on perturbation
theory. Historically, perturbative analysis of gravitational-wave sources has largely
focused on post-Newtonian theory. However, strong-field perturbation theory is es-
sential in many cases such as the quasinormal ringdown following the merger of
a binary system, tidally perturbed compact objects, and extreme-mass-ratio inspi-
rals. In this review, motivated primarily by small-mass-ratio binaries but not limited
to them, we provide an overview of essential methods in (i) black hole perturbation
theory, (ii) orbital mechanics in Kerr spacetime, and (iii) gravitational self-force the-
ory. Our treatment of black hole perturbation theory covers most common methods,
including the Teukolsky and Regge-Wheeler-Zerilli equations, methods of metric
reconstruction, and Lorenz-gauge formulations, casting them in a unified notation.
Our treatment of orbital mechanics covers quasi-Keplerian and action-angle descrip-
tions of bound geodesics and accelerated orbits, osculating geodesics, near-identity
averaging transformations, multiscale expansions, and orbital resonances. Our sum-
mary of self-force theory’s foundations is brief, covering the main ideas and results
of matched asymptotic expansions, local expansion methods, puncture schemes,
and point particle descriptions. We conclude by combining the above methods in
a multiscale expansion of the perturbative Einstein equations, leading to adiabatic
and post-adiabatic evolution and waveform-generation schemes. Our presentation
includes some new results but is intended primarily as a reference for practitioners.
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1 Introduction

Black hole perturbation theory has a long and rich history, dating back at least as far
as Regge and Wheeler’s study of odd-parity perturbations of Schwarzschild space-
time in the late 1950s [168]. This was followed up in 1970 by Zerilli’s study of
even-parity perturbations [214, 213]. Soon afterwards, Vishveshwara [198] identi-
fied quasinormal modes in perturbations of Schwarzschild spacetime, Press [165]
studied the associated quasinormal mode frequencies, and Chandrasekhar and De-
tweiler [36] numerically computed the frequencies. Teukolsky’s success in deriving
decoupled and separable equations for perturbations of Kerr spacetime [188, 190]
paved the way for similar progress in the Kerr case.

The idea of a self-force has an even longer history, having been studied by Dirac
in 1938 in his relativistic generalization of the Abraham–Lorentz self-force to the
context of an electric charge undergoing acceleration in flat spacetime [52]. In the
1960s this was extended by DeWitt and Brehme to the curved spacetime case [51].
The gravitational self-force acting on a point mass was studied in the late 1990s
by Mino, Sasaki and Tanaka [131] and by Quinn and Wald [167], leading to the
MiSaTaQuWa equation that is named after the authors of those first papers. Subse-
quent work has put gravitational self-force theory on a very strong theoretical foot-
ing [81, 152, 151] and has extended the formalism to second order in perturbation
theory [172, 45, 155, 80].

The last 20 years have seen increasingly intense focus on the study of gravita-
tional self-force in perturbations of black hole spacetimes. This has been motivated
to a large extent by the European Space Agency’s LISA mission, which is sched-
uled for launch in the 2030s [115] and which will observe gravitational waves in
the millihertz frequency band. One of the key sources for LISA will be extreme-
mass-ratio inspirals (EMRIs), binary systems consisting of a compact solar-mass
object orbiting a massive black hole. The presence of a small parameter (the mass
ratio, which is expected to be in the region of 10−6) makes black hole perturbation
theory an ideal tool for the development of theoretical models of the gravitational
waveforms from EMRIs. Over the several year timescale that the LISA mission
is expected to run, the smaller body in an EMRI will execute ∼ 104–105 intricate
orbits in the strong-field regime around the central black hole, acting as a precise
probe and enabling high-precision measurements of the black hole’s parameters,
tests of its Kerr nature, and tests of general relativity. Radiation reaction will cause
the orbit to significantly evolve and possibly plunge into the black hole in that time,
meaning that self-force effects will be important to include in waveform models. In-
deed, in order to extract the maximum information from the observation of EMRIs
by LISA it has been established that it will be necessary to incorporate information
at second order in perturbation theory by computing the second order gravitational
self-force [89, 101, 31]. Aside from EMRIs, gravitational self-force is also poten-
tially highly accurate for intermediate-mass-ratio inspirals (IMRIs) [123], in which
the mass ratio may be as large as∼ 10−2. This makes black hole perturbation theory
and self-force also relevant for the current generation of ground-based gravitational
wave detectors including LIGO [114], Virgo [197] and Kagra [103].
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There are already numerous reviews of these topics in the literature. The clas-
sic text by Chandrasekhar [35] provides a comprehensive introduction to black hole
physics, linear black hole perturbation theory, and geodesic motion in black hole
spacetimes. Ref. [178] reviews linear black hole perturbation theory with an empha-
sis on analytical post-Newtonian expansions of the perturbation equations. Ref. [19]
provides a thorough introduction to quasinormal modes of black holes. Ref. [11]
offers a broad introduction to self-force calculations for non-experts, including a
survey of concrete physical results through 2018. Refs. [149, 157] cover the foun-
dations of self-force theory, and Ref. [86] provides a complementary view of the
foundations from a fully nonlinear perspective. Finally, Refs. [6, 206] provide de-
tailed introductions to methods of computing the self-force.

Our aim is to complement rather than reiterate these existing reviews. We keep
our description of self-force theory brief, only summarizing the key ideas and meth-
ods, and we forgo a survey of physical results. Instead, we focus on detailing the
main perturbative methods required to model waveforms from small-mass-ratio bi-
naries, leading ultimately to a multiscale expansion of the Einstein equations with
a small-body source. At the same time, we keep much of the material sufficiently
general to apply to other scenarios of interest.

Our aim is also not to provide detailed descriptions of the numerical approaches
to solving the many equations detailed in this review. Open source codes implement-
ing state-of-the-art numerical algorithms for solving the equations of black hole
perturbation theory and self-force are available through the Black Hole Perturbation
Toolkit [24]. The Black Hole Perturbation Toolkit also acts as a repository for col-
lating data (typically in the form of numerical tables or analytical post-Newtonian
series expansions) produced by the research community.

Our review is divided into three distinct parts. Sections 2 and 3 briefly introduce
relevant background material on perturbation theory in general relativity and the
Kerr spacetime. Sections 4, 5, and 6 review three disjoint topics: black hole pertur-
bation theory; geodesics and accelerated orbits in Kerr spacetime; and the founda-
tions of the “local problem” in self-force theory. These three sections are written
to be largely independent of one another, and they can be read in any order. Fi-
nally, in Section 7 we bring together all three topics in a description of black hole
perturbation theory with a (skeletal) small-body source, focusing on the multiscale
formulation and the waveform-generation scheme that comes along with it.

2 Perturbation theory in General Relativity

The overarching framework for our review is perturbation theory in general relativ-
ity. In self-force calculations, this is typically applied to the specific case of a small
object in the spacetime of a Kerr black hole, and in much of the review we specialize
to that scenario. But to allow for generality in some sections, we first consider the
more generic case of smooth perturbations of an arbitrary vacuum spacetime. We
assume the metric can be expanded in powers of a small parameter ε ,
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gexact
µν = gµν + εh(1)µν + ε

2h(2)µν +O(ε3), (1)

where gµν is a vacuum metric, and that the stress-energy can be similarly expanded
as

Tµν = εT (1)
µν + ε

2T (2)
µν +O(ε3). (2)

For later convenience, we define the total metric perturbation hµν = ∑n>0 εnh(n)µν .
We also warn the reader that we will later treat ε as a formal counting parameter
that can be set equal to 1.

To expand the Einstein equations Gµν [g+ h] = 8πTµν in powers of ε , we first
note that the Einstein tensor of a metric gµν +hµν can be expanded in powers of the
exact perturbation hµν : Gµν [g+ h] = Gµν [g] +G(1)

µν [h] +G(2)
µν [h,h] +O(|h|3). The

quantities G(n)
µν are easily obtained from the exact Riemann tensor (see, e.g., Ch. 7.5

of Ref. [201]). For a vacuum background, the first two terms are

G(1)
µν [h] =

(
gµ

α gν
β − 1

2 gµν gαβ

)
R(1)

αβ
, (3)

G(2)
µν [h,h] =

(
gµ

α gν
β − 1

2 gµν gαβ

)
R(2)

αβ
− 1

2

(
hµν gαβ −gµν hαβ

)
R(1)

αβ
, (4)

where the linear and quadratic terms in the Ricci tensor are

R(1)
αβ

[h] =− 1
2

(
�hαβ +2Rα

µ
β

ν hµν −2h̄µ(α
;µ

β )

)
, (5)

R(2)
αβ

[h,h] = 1
4 hµν

;α hµν ;β + 1
2 hµ

β
;ν (hµα;ν −hνα;µ

)
− 1

2 h̄µν
;ν
(
2hµ(α;β )−hαβ ;µ

)
− 1

2 hµν
(
2hµ(α;β )ν −hαβ ;µν −hµν ;αβ

)
. (6)

Here we have defined the trace-reversed perturbation h̄µν := hµν− 1
2 gµν gαβ hαβ and

the d’Alembertian � := gµν ∇µ ∇ν . A semicolon and ∇ both denote the covariant
derivative compatible with gµν .

So, substituting the expansions (1) and (2) into the Einstein equations and equat-
ing powers of ε , we obtain

G(1)
µν [h

(1)] = 8πT (1)
µν , (7)

G(1)
µν [h

(2)] = 8πT (2)
µν −G(2)

µν [h
(1),h(1)]. (8)

This perturbative expansion comes with the freedom to perform gauge transfor-
mations

h(1)µν → h(1)µν +£ξ(1)
gµν , (9)

h(2)µν → h(2)µν +£ξ(2)
gµν +

1
2 £2

ξ(1)
gµν +£ξ(1)

h(1)µν , (10)

where £ξ is a Lie derivative, and ξ α

(n) are freely chosen vector fields. In self-force
theory, this freedom is commonly used to impose the Lorenz gauge condition,
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∇α h̄αβ = 0, (11)

in which case the linearized Einstein tensor simplifies to

G(1)
µν [h] =− 1

2

(
�h̄µν +2Rµ

α
ν

β h̄αβ

)
. (12)

A perturbed metric will come hand in hand with a perturbed equation of motion
for objects in the spacetime:

D2zµ

dτ2 = f µ

(0)+ ε f µ

(1)+ ε
2 f µ

(2)+O(ε3). (13)

Here zµ(τ) is a perturbed worldline, τ is its proper time as measured in the back-
ground gµν , D2zµ

dτ2 = dzν

dτ
∇ν

dzµ

dτ
:= aµ is its covariant acceleration with respect to gµν ,

and f µ

(n) is the nth-order covariant force (per unit mass) driving the acceleration. In
our review, we will consider the general case including a zeroth-order force, but we
will focus primarily on cases with f µ

(0) = 0. The forces f µ

(n) will arise from (parts

of) the metric perturbations h(n)µν as well as from coupling of gµν to the matter that
creates those perturbations.

Here we have limited the treatment to first- and second-order perturbations,
which are expected to be necessary and sufficient for modelling small-mass-ratio
binaries. In some sections we will restrict the context to first, linearized order.

3 Isolated, stationary black hole spacetimes

In most of our review, we take the background spacetime to be that of an isolated,
stationary black hole. In this section we provide an overview of the properties of
these spacetimes.

3.1 Metric

The Schwarzschild spacetime is a static, spherically symmetric solution of the vac-
uum Einstein equations representing a non-rotating black hole with mass M. It has
a line element given by

ds2 =− f (r)dt2 + f (r)−1dr2 + r2(dθ
2 + sin2

θdφ
2), (14)

where f (r) := 1− 2M
r . The Schwarzschild spacetime may be generalized to allow

the black hole to have a charge per unit mass, Q, resulting in the Reissner-Nordström
solution of the Einstein-Maxwell equations, with line element
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ds2 =−
(

1− 2M
r

+
Q2

r2

)
dt2 +

(
1− 2M

r
+

Q2

r2

)−1

dr2 + r2(dθ
2 + sin2

θdφ
2).
(15)

The spacetime of a spinning black hole is given by the Kerr metric with angular
momentum per unit mass a. In Boyer-Lindquist coordinates, its line-element is

ds2 =−
[

1− 2Mr
Σ

]
dt2− 4aMr sin2

θ

Σ
dt dφ +

Σ

∆
dr2

+Σ dθ
2 +

[
∆ +

2Mr(r2 +a2)

Σ

]
sin2

θ dφ
2, (16)

where Σ := r2 + a2 cos2 θ and ∆ := r2− 2Mr+ a2 = (r− r+)(r− r−) with r± :=
M ±

√
M2−a2 the locations of the inner and outer horizons. As was the case

with Schwarzschild spacetime, the Kerr spacetime may be generalized to allow the
black hole to have a charge per unit mass, Q, giving the Kerr-Newman solution of
the Einstein-Maxwell equations. In Boyer-Lindquist coordinates, the Kerr-Newman
metric is:

ds2 =−
[

1− 2Mr−Q2

Σ

]
dt2− 2(2Mr−Q2)asin2

θ

Σ
dt dφ +

Σ

∆ +Q2 dr2

+Σ dθ
2 +

[
∆ +Q2 +

(2Mr−Q2)(a2 + r2)

Σ

]
sin2

θ dφ
2. (17)

In astrophysical scenarios, a charged black hole will quickly be neutralized. For
that reason, in later sections we will restrict our attention to the Kerr spacetime. We
will also later use Q to denote the Carter constant, associated with the Kerr metric’s
third, hidden symmetry discussed below. However, we include the charged black
hole metrics here for completeness.

3.2 Null tetrads

The black hole spacetimes above are all of Petrov type D and thus have two non-
degenerate principal null directions. This gives us a natural way to define a complex
null tetrad by having two of the tetrad legs aligned with the principal null directions.
Choosing lα := eα

(1) to align with the outward null direction and nα := eα

(2) to align
with the inward null direction, there is still residual freedom in the choice of scaling
of each tetrad leg, and also in the relative orientation of the remaining two tetrad
legs, mα := eα

(3) and m̄α := eα

(4). The two most common choices in Kerr spacetime

are Carter’s canonical tetrad [34]1,

1 Carter’s original tetrad had interchanged lµ ↔ nµ and mµ ↔ m̄µ . Carter also worked in different
coordinates (t̃ = t−aφ ,r,q = acosθ , φ̃ = φ/a) which more fully reflect the inherent symmetries
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lα =
1√

2∆Σ

[
r2 +a2,∆ ,0,a

]
, nα =

1√
2∆Σ

[
r2 +a2,−∆ ,0,a

]
,

mα =
1√
2Σ

[
iasinθ ,0,1,

i
sinθ

]
, m̄α =

1√
2Σ

[
− iasinθ ,0,1,− i

sinθ

]
, (18)

and the Kinnersley tetrad [108], which is related to Carter’s canonical tetrad by

a simple rescaling: lα =
√

∆

2Σ
lα
K , nα =

√
2Σ

∆
nα

K, mα = ζ̄√
Σ

mα
K and m̄α = ζ√

Σ
m̄α

K,
where

ζ := r− iacosθ (19)

is an important quantity that we will encounter again later (note that Σ = ζ ζ̄ ). The
Carter tetrad transforms as l ↔ −n, m↔ m̄ under {t,φ} → {−t,−φ}. Although
the Kinnersley tetrad formed a crucial part of Teukolsky’s separability result for
perturbations of the Weyl tensor [188] it has two unfortunate features that make
it less than ideal for elucidating the symmetric structure of Kerr spacetime: (i) it
violates the {t,φ}→ {−t,−φ} symmetry; and (ii) it destroys a symmetry in {r,θ}.
Carter’s canonical tetrad does not suffer from either of these deficiencies and is
slightly preferable from that point of view. Note, however, that all of the results that
follow can be derived using either tetrad.

3.3 Symmetries

Much of the success in studying Kerr spacetime has arisen from the inherent sym-
metries it possesses. Two of these are associated with the existence of two Killing
vectors, ξ α and ηα , which satisfy Killing’s equation,2

ξ(α;β ) = 0 = η(α;β ). (20)

In Kerr spacetime these are related to the timelike and axial symmetries,

ξ
α = δ

α
t , η

α = δ
α

φ̃
= a(δ α

φ +aδ
α
t ). (21)

The spacetime also admits a conformal Killing-Yano tensor,

fαβ = (ζ + ζ̄ )n[α lβ ]− (ζ − ζ̄ )m̄[α mβ ], (22)

which satisfies
fα(β ;γ) = gβγ ξα −gα(β ξγ). (23)

of Kerr. We deviate from that here and keep with the convention of having lα point outwards and
working in the more common Boyer-Lindquist coordinates.
2 Note that the Killing vector δ α

φ
= 1

a ηα − aδ α
t is often used in place of ηα when working in

Boyer-Lindquist coordinates.
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Here, we have introduced the Killing spinor coefficient, ζ , which we previously
encountered as a coordinate expression in Sec. 3.2. Its appearance here can be con-
sidered more fundamental, and does not depend on any particular coordinate choice.
The divergence of this conformal Killing-Yano tensor is a Killing vector,

ξα = 1
3 fαβ

;β , (24)

and its Hodge dual,

? fαβ = 1
2 εαβ

γδ fγδ = i(ζ − ζ̄ )n[α lβ ]− i(ζ + ζ̄ )m̄[α mβ ], (25)

is a Killing-Yano tensor satisfying

? fα(β ;γ) = 0. (26)

The products of these Killing-Yano tensors generate two conformal Killing tensors,

Kαβ = fαγ fβ
γ = 1

2 (ζ + ζ̄ )2n(α lβ )− 1
2 (ζ − ζ̄ )2m̄(α mβ ), (27)

?
Kαβ = fαγ

? fβ
γ = 1

2 i(ζ 2− ζ̄
2)(n(α lβ )+ m̄(α mβ )), (28)

which satisfy

K(αβ ;γ) = g(αβ Kγ),
?
K(αβ ;γ) = g(αβ

?
Kγ), (29)

where Kα = 1
6 (2Kβα

;β +Kβ
β

;α) and
?
Kα = 1

6 (2
?
Kβα

;β +
?
Kβ

β
;α). They also generate

a Killing tensor,

??
Kαβ = ? fαγ

? fβ
γ =− 1

2 (ζ − ζ̄ )2n(α lβ )+
1
2 (ζ + ζ̄ )2m̄(α mβ ), (30)

satisfying
??
K(αβ ;γ) = 0. (31)

This Killing tensor gives a relationship between the two Killing vectors,

η
α =−

??
Kαβ

ξβ . (32)

4 Black hole perturbation theory

We now consider perturbations of the isolated black hole spacetimes. We de-
scribe, in a unified notation, how to calculate metric perturbations in the most
commonly used gauges: radiation gauges, Regge-Wheeler-Zerilli gauges, and the
Lorenz gauge. Our focus is particularly on reconstruction methods, in which most
or all of the metric perturbation is reconstructed from decoupled scalar variables.
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Since the left-hand sides of the perturbative Einstein equations (7) and (8) are
the same at every order, we specialize to the first-order case. We refer the reader
to Refs. [32, 30] for general discussions of second-order perturbation theory in
Schwarzschild and Kerr spacetimes.

4.1 The Teukolsky formalism and radiation gauge

Teukolsky [188] showed that the equations governing perturbations of rotating black
hole spacetimes can be recast into a form where they are given by decoupled equa-
tions. These equations further have the remarkable property of being separable, re-
ducing the problem to the solution of a set of uncoupled ordinary differential equa-
tions. In the case of metric perturbations, Teukolsky’s results yield solutions for the
spin-weight ±2 components of the perturbed Weyl tensor, but do not give a method
for obtaining a corresponding metric perturbation. Subsequent results (and their
equivalents for electromagnetic perturbations) [37, 105, 200, 208, 163, 184, 82, 91]
derived a method for reconstructing a metric perturbation from a Hertz potential,
which in turn can be obtained from the spin-weight ±2 components of the Weyl
tensor.

4.1.1 Geroch-Held-Penrose formalism

Our exposition makes use of the formalism of Geroch, Held and Penrose (GHP)
[77], which is a simplified and more explicitly covariant version of the Newman-
Penrose (NP) [133] formalism originally used by Teukolsky. Here we provide a
concise review of the key features of the formalism needed to understand metric
perturbations of black hole spacetimes; see Refs. [166, 4, 142] for more thorough
treatments.

The GHP formalism prioritises the concepts of spin- and boost-weights; within
the formalism, everything has a well-defined type {p,q}, which is related to its spin-
weight s = (p−q)/2 and its boost-weight b = (p+q)/2. Only objects of the same
type can be added together, providing a useful consistency check on any equations.
Multiplication of two quantities yields a resulting object with type given by the sum
of the types of its constituents.

We first introduce a null tetrad {eα

(a)}= {l
α ,nα ,mα , m̄α} with normalisation

lα nα =−1, mα m̄α = 1, (33)

and with all other inner products vanishing. In terms of the tetrad vectors, the metric
may be written as

gαβ =−2l(α nβ )+2m(α m̄β ). (34)

There are three discrete transformations that reflect the inherent symmetry in the
GHP formalism, corresponding to simultaneous interchange of the tetrad vectors:
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1. ′: lα ↔ nα and mα ↔ m̄α , {p,q}→ {−p,−q};
2. ¯ : mα ↔ m̄α , {p,q}→ {q, p};
3. ∗: lα → mα , nα →−m̄α , mα →−lα , m̄α → n̄α .

We next introduce the spin coefficients, defined to be the 12 directional derivatives
of the tetrad vectors. Of these, the 8 with well-defined GHP type are

κ =−lµ mν
∇µ lν , σ =−mµ mν

∇µ lν , ρ =−m̄µ mν
∇µ lν , τ =−nµ mν

∇µ lν ,
(35)

along with their primed variants, κ ′, σ ′, ρ ′ and τ ′. These have GHP type given by

κ : {3,1}, σ : {3,−1}, ρ : {1,1}, τ : {1,−1}.

The remaining 4 spin coefficients are used to define the GHP derivative operators
(that depend on the GHP type of the object on which they are acting),

Þ := (lα
∇α − pε−qε̄), Þ

′ := (nα
∇α + pε

′+qε̄
′),

ð := (mα
∇α − pβ +qβ̄

′), ð
′ := (m̄α

∇α + pβ
′−qβ̄ ), (36)

where

β =
1
2
(mµ m̄ν

∇µ mν −mµ nν
∇µ lν), ε =

1
2
(lµ m̄ν

∇µ mν − lµ nν
∇µ lν), (37)

along with their primed variants, β ′ and ε ′. These spin coefficients have no well-
defined GHP type and never appear explicitly in covariant equations. The action of
a GHP derivative causes the type to change by an amount {p,q} → {p+ r,q+ s}
where {r,s} for each of the operators is given by

Þ : {1,1}, Þ
′ : {−1,−1}, ð : {1,−1}, ð

′ : {−1,1}.

In this sense we interpret Þ and Þ′ as boost raising and lowering operators, respec-
tively, while we interpret ð and ð′ as spin raising and lowering operators, respec-
tively. The adjoints of the GHP operators are given by

Þ
† :=−(Þ−ρ− ρ̄), Þ

′† :=−(Þ′−ρ
′− ρ̄

′),

ð
† :=−(ð− τ− τ̄

′), ð
′† :=−(ð′− τ

′− τ̄), (38)

or, alternatively,

D† =−(Ψ2Ψ̄2)
1/3D(Ψ2Ψ̄2)

−1/3, D∈ {Þ,Þ′,ð,ð′}. (39)

In vacuum spacetimes, the only non-zero components of the Riemann tensor are
given by the tetrad components of the Weyl tensor, which can be represented by five
complex Weyl scalars,
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Ψ0 =Clmlm, Ψ1 =Clnlm, Ψ2 =Clmm̄n, Ψ3 =Clnm̄n, Ψ4 =Cnm̄nm̄, (40)

with types inherited from the tetrad vectors that appear in their definition,

Ψ0 : {4,0}, Ψ1 : {2,0}, Ψ2 : {0,0}, Ψ3 : {−2,0}, Ψ4 : {−4,0}.

Many of the results that follow will be specialised to type-D spacetimes with
lµ and nµ aligned to the two principal null directions, in which case the Goldberg-
Sachs theorem implies that 4 of the of the spin coefficients vanish,

κ = κ
′ = σ = σ

′ = 0, (41)

and also that most of the Weyl scalars vanish

Ψ0 =Ψ1 =Ψ3 =Ψ4 = 0. (42)

The GHP equations give relations between the Weyl scalars and the directional
derivatives of the spin coefficients. For type-D spacetimes they are given by

Þρ = ρ
2, Þτ = ρ(τ− τ̄

′),

ðτ = τ
2, ðρ = τ(ρ− ρ̄),

Þ
′
ρ = ρρ̄

′− ττ̄ −Ψ2 +ð
′
τ, (43)

along with the Bianchi identity,

ÞΨ2 = 3ρΨ2, ðΨ2 = 3τΨ2, (44)

and the conjugate, prime, and prime conjugate of these equations. Similarly the
commutator of any pair of directional derivatives can be written in terms of a linear
combination of spin coefficients multiplying single directional derivatives. Again
for type-D, they are given by

[Þ,Þ′] = (τ̄− τ
′)ð+(τ− τ̄

′)ð′− p(Ψ2− ττ
′)−q(Ψ̄2− τ̄ τ̄

′), (45a)
[Þ,ð] = ρ̄ð− τ̄

′
Þ+qρ̄ τ̄

′, (45b)

[ð,ð′] = (ρ̄ ′−ρ
′)Þ+(ρ− ρ̄)Þ′+ p(Ψ2 +ρρ

′)−q(ρ̄ ρ̄
′+Ψ̄2), (45c)

along with the conjugate, prime, and prime conjugate of these.

If we further restrict to spacetimes that admit a Killing tensor,
??
Kαβ , the associated

symmetries lead to additional identities relating the spin coefficients,

ρ

ρ̄
=

ρ ′

ρ̄ ′
=− τ

τ̄ ′
=−τ ′

τ̄
=

M̄1/3

M1/3

Ψ
1/3

2

Ψ̄
1/3

2

=
ζ̄

ζ
, (46)
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for some complex function M that is annihilated by Þ.3 Here, we have used the fact
that the Killing spinor coefficient is related to Ψ2 by

ζ =−M1/3
Ψ
−1/3

2 . (47)

These identities can be used along with the GHP equations to obtain a complemen-
tary set of identities,

Þτ
′ = 2ρτ

′ = ð
′
ρ, (48a)

Þ
′
ρ = ρρ

′+ τ
′(τ− τ̄

′)− 1
2

Ψ2−
ζ̄

2ζ
Ψ̄2, (48b)

ð
′
τ = ττ

′+ρ(ρ ′− ρ̄
′)+

1
2

Ψ2−
ζ̄

2ζ
Ψ̄2, (48c)

along with the conjugate, prime, and prime conjugate of these equations. A conse-
quence of these additional relations is that there is an operator

£ξ =−ζ
(
−ρ

′
Þ+ρÞ

′+ τ
′
ð− τð

′)− p
2

ζΨ2−
q
2

ζ̄Ψ̄2, (49)

associated with the Killing vector

ξ
α =−ζ (−ρ

′lα +ρnα + τ
′mα − τm̄α). (50)

There is a second operator

£η =− ζ

4

[
(ζ − ζ̄ )2(ρ ′Þ−ρÞ

′)− (ζ + ζ̄ )2(τ ′ð− τð
′)
]
+ p η h1 +q η h̄1 (51)

where

η h1 =
1
8 ζ (ζ 2 + ζ̄

2)Ψ2− 1
4 ζ ζ̄

2
Ψ̄2 +

1
2 ρρ

′
ζ

2(ζ̄ −ζ )+ 1
2 ττ

′
ζ

2(ζ̄ +ζ ). (52)

This is associated with the second Killing vector

η
α =− ζ

4

[
(ζ − ζ̄ )2(ρ ′lα −ρnα)− (ζ + ζ̄ )2(τ ′mα − τm̄α)

]
. (53)

Both £ξ and £η commute with all of the GHP operators and annihilate all of the spin
coefficients and Ψ2.

4.1.2 Teukolsky equations

We now consider perturbations of vacuum type-D spacetimes. Teukolsky [188]
showed that the perturbations to Ψ0 and Ψ4 (which we will denote by ψ0 and ψ4) are
gauge invariant and satisfy decoupled and fully separable second order equations.

3 In the case of Kerr spacetime, M is the mass of the spacetime as one might anticipate.
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These perturbations may be written in GHP form as

ψ0 =C(1)
lmlm[h] = T0h, ψ4 =C(1)

nm̄nm̄[h] = T4h, (54)

where the operators TI are given by

T0h =−1
2

[
(ð− τ̄

′)(ð− τ̄
′)hll +(Þ− ρ̄)(Þ− ρ̄)hmm

−
(
(Þ− ρ̄)(ð−2τ̄

′)+(ð− τ̄
′)(Þ−2ρ̄)

)
h(lm)

]
, (55a)

T4h =−1
2

[
(ð′− τ̄)(ð′− τ̄)hnn +(Þ′− ρ̄

′)(Þ′− ρ̄
′)hm̄m̄

−
(
(Þ′− ρ̄

′)(ð′−2τ̄)+(ð′− τ̄)(Þ′−2ρ̄
′)
)
h(nm̄)

]
. (55b)

We will later also need the adjoints of these, which are given by

(T †
0 Ψ)αβ =−1

2

[
lα lβ (ð− τ)(ð− τ)+mα mβ (Þ−ρ)(Þ−ρ)

− l(α mβ )

(
(ð− τ + τ̄

′)(Þ−ρ)+(Þ−ρ + ρ̄)(ð− τ)
)]

Ψ , (56a)

(T †
4 Ψ)αβ =−1

2

[
nα nβ (ð

′− τ
′)(ð′− τ

′)+ m̄α m̄β (Þ
′−ρ

′)(Þ′−ρ
′)

−n(α m̄β )

(
(ð′− τ

′+ τ̄)(Þ′−ρ
′)+(Þ′−ρ

′+ ρ̄
′)(ð′− τ

′)
)]

Ψ . (56b)

The scalars ψ0 and ψ4 satisfy the Teukolsky equations,4

Oψ0 = 8πS0T, O ′ψ4 = 8πS4T, (57)

where

O :=
(
Þ−2sρ− ρ̄

)(
Þ
′−ρ

′)− (ð−2sτ− τ̄
′)(
ð
′− τ

′)+ 1
2

[(
6s−2

)
−4s2]

Ψ2
(58)

is the spin-weight s Teukolsky operator.5 The decoupling operators

S0T = 1
2 (ð− τ̄

′−4τ)
[
(Þ−2ρ̄)T(lm)− (ð− τ̄

′)Tll
]

+ 1
2 (Þ−4ρ− ρ̄)

[
(ð−2τ̄

′)T(lm)− (Þ− ρ̄)Tmm
]
, (59a)

S4T = 1
2 (ð
′− τ̄−4τ

′)
[
(Þ′−2ρ̄

′)T(nm̄)− (ð′− τ̄)Tnn
]

+ 1
2 (Þ

′−4ρ
′− ρ̄

′)
[
(ð′−2τ̄)T(nm̄)− (Þ′− ρ̄

′)Tm̄m̄
]
, (59b)

4 Note that O ′ψ4 = ζ−4Oζ 4ψ4 and Oψ0 = ζ−4Oζ 4ψ0.
5 Some authors (e.g. [200, 82]) define O to be the operator with s =+2. Then, the operator for the
negative s fields is its adjoint O†.
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allow the sources for the Teukolsky equations to be constructed from the stress-
energy tensor. We will later also need the adjoints of these, which are given by

(S †
0 Ψ)αβ =− 1

2 lα lβ (ð− τ)(ð+3τ)Ψ − 1
2 mα mβ (Þ−ρ)(Þ+3ρ)Ψ

+ 1
2 l(α mβ )

[
(Þ−ρ + ρ̄)(ð+3τ)+(ð− τ + τ̄

′)(Þ+3ρ)]Ψ , (60a)

(S †
4 Ψ)αβ =− 1

2 nα nβ (ð
′− τ

′)(ð′+3τ
′)Ψ − 1

2 m̄α m̄β (Þ
′−ρ

′)(Þ′+3ρ
′)Ψ

+ 1
2 n(α m̄β )

[
(Þ′−ρ

′+ ρ̄
′)(ð′+3τ

′)+(ð′− τ
′+ τ̄)(Þ′+3ρ

′)]Ψ .

(60b)

Introducing the index-free linearised Einstein operator (E h)αβ := G(1)
αβ

[h], we
see that Teukolsky’s result for decoupling the equations are a consequence of the
operator identities

S0E = OT0, S4E = O ′T4. (61)

In vacuum Kerr-NUT spacetimes, the Teukolsky operator may be written in man-
ifestly separable form by rewriting it in terms of the commuting operators [4]

R := ζ ζ̄ (Þ−ρ− ρ̄)(Þ′−2bρ
′)+

2b−1
2

(ζ + ζ̄ )£ξ , (62)

and

S := ζ ζ̄ (ð− τ− τ̄
′)(ð′−2sτ

′)+
2s−1

2
(ζ − ζ̄ )£ξ . (63)

Then, Teukolsky operator is given by

ζ ζ̄O =R−S. (64)

The symmetry operators satisfy the commutation relations
[
R,S

]
= 0 when act-

ing on a type {p,0} object. We will see later that when written as a coordinate
expression in Boyer-Lindquist coordinates in Kerr spacetime the operators R and
S reduce to the radial Teukolsky and spin-weighted spheroidal operators (with a
common eigenvalue).

4.1.3 Teukolsky-Starobinsky identities

In regions where they satisfy the homogeneous Teukolsky equations, the scalars ψ0
and ψ4 are not independent. Instead, they are related by the Teukolsky-Starobinsky
identities, which are given in GHP form by

Þ
4
ζ

4
ψ4 = ð

′4
ζ

4
ψ0−3M£ξ ψ̄0, (65a)

Þ
′4

ζ
4
ψ0 = ð

4
ζ

4
ψ4 +3M£ξ ψ̄4, (65b)
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where we recall that M = −ζ 3ψ2. From these, we can also derive eighth-order
Teukolsky-Starobinsky identities that do not mix the scalars

Þ
4
ζ̄

4
Þ
′4

ζ
4
ψ0 = ð

′4
ζ̄

4
ð

4
ζ

4
ψ0−9M2£2

ξ
ψ0, (66a)

Þ
′4

ζ̄
4
Þ

4
ζ

4
ψ4 = ð

4
ζ̄

4
ð
′4

ζ
4
ψ4−9M2£2

ξ
ψ4. (66b)

4.1.4 Reconstruction of a metric perturbation in radiation gauge

Solutions of the Teukolsky equations can be related back to solutions for the metric
perturbation hαβ by use of a Hertz potential [200, 37, 105, 116, 208]. In fact, there
are two different Hertz potentials: ψ IRG, which produces a metric perturbation in
the ingoing radiation gauge; and ψORG, which produces a metric perturbation in the
outgoing radiation gauge.

In the ingoing radiation gauge (IRG), the metric perturbation may be recon-
structed by applying a second-order differential operator to a scalar Hertz potential
ψ IRG of type {−4,0} (i.e. the same type as ψ4). In terms of this Hertz potential, the
IRG metric perturbation is given explicitly by

hIRG
αβ

= 2ℜ
[
(S †

0 ψ
IRG)αβ

]
. (67)

where S †
0 is the operator given in Eq. (60a). The IRG Hertz potential satisfies

Oψ IRG = η IRG, where η IRG satisfies 2ℜ(T †
0 η IRG)αβ = 8πTαβ . In other words,

ψ IRG is a solution of the equation satisfied by ζ 4ψ4 (equivalently, the adjoint of the
equation satisfied by ψ0), but with a different source.

The IRG Hertz potential manifestly satisfies the gauge conditions lα hαβ = 0 and
h = 0 and it necessarily requires that (E hIRG)ll = 0 = Tll . Computing the perturbed
Weyl scalars from it, we find

ψ0 =
1
4
Þ

4
ψ IRG (68a)

ψ4 =
1
4
ð
′4

ψ IRG− 3
4

Mζ
−4£ξ ψ

IRG,

+
1
4

[
ζ
−2Oζ

2 +2ζ
−1£ξ −2(τ ′τ−ρ

′
ρ−Ψ2)

]
η

IRG. (68b)

The IRG Hertz potential may therefore be obtained either by solving the sourced
(adjoint) Teukolsky equation or by solving either of the fourth-order equations
sourced by the perturbed Weyl scalars. The equations involving ψ0 and ψ4 are often
referred to as the “radial” and “angular” inversion equations, respectively. Acting on
the perturbed Weyl scalars with the Teukolsky operator and commuting operators,
we find
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Oψ0 =
1
4
(Þ−ρ− ρ̄)4

η IRG (69a)

O ′ψ4 =
1
4
(ð′− τ

′− τ̄)4
η IRG− 3

4
Mζ

−4£ξ η
IRG,

+
1
4
O ′
[
ζ
−2Oζ

2 +2ζ
−1£ξ −2(τ ′τ−ρ

′
ρ−Ψ2)

]
η

IRG. (69b)

Thus, in regions where the Hertz potential satisfies the homogenous equation
Oψ IRG = 0 the second line of Eq. (68b) vanishes and the perturbed Weyl scalars
satisfy the homogeneous Teukolsky equations.

A similar procedure also works in the outgoing radiation gauge (ORG), the prime
of the IRG. There, we have6

hORG
αβ

= 2ℜ
[
(S †

4 ψ
ORG)αβ

]
, (70)

where the ORG Hertz potential, ψORG, is of type {4,0} (i.e. the same as ψ0). The
ORG Hertz potential satisfies O ′ψORG =ηORG, where ηORG satisfies 2ℜ(T †

4 ηORG)αβ =

8πTαβ . In other words, ψORG is a solution of the equation satisfied by ζ 4ψ0 (equiv-
alently, the adjoint of the equation satisfied by ψ4), but with a different source.

The ORG Hertz potential manifestly satisfies the gauge conditions nα hαβ = 0
and h = 0, and it necessarily requires that (E hIRG)nn = 0 = Tnn. Computing the
perturbed Weyl scalars from it, we find

ψ0 =
1
4
ð

4
ψORG +

3
4

Mζ
−4£ξ ψ

ORG

+
1
4

[
ζ

2Oζ
−2−2ζ

−1£ξ −2(τ ′τ−ρ
′
ρ−Ψ2)

]
η

ORG (71a)

ψ4 =
1
4
Þ
′4

ψORG, (71b)

The ORG Hertz potential may therefore be obtained either by solving the sourced
(adjoint) Teukolsky equation or by solving either of the fourth-order equations
sourced by the perturbed Weyl scalars. The equations involving ψ0 and ψ4 are often
referred to as the “angular” and “radial” inversion equations, respectively. Acting on
the perturbed Weyl scalars with the Teukolsky operator and commuting operators,
we find

Oψ0 =
1
4
(ð− τ− τ̄

′)4
ηORG +

3
4

Mζ
−4£ξ η

ORG

+
1
4
O
[
ζ

2Oζ
−2−2ζ

−1£ξ −2(τ ′τ−ρ
′
ρ−Ψ2)

]
η

ORG (72a)

O ′ψ4 =
1
4
(Þ′−ρ

′− ρ̄
′)4

ηORG. (72b)

6 Some authors [124] define a slightly different ORG Hertz potential related to the one here by
ψ̂ORG = ζ−4ψORG and (Ŝ †

4 )αβ = (S †
4 ζ 4)αβ . Both conventions yield the same metric perturba-

tion, (Ŝ †
4 ψ̂ORG)αβ = (S †

4 ψORG)αβ ).
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Thus, in regions where the Hertz potential satisfies the homogenous equation
O ′ψORG = 0 the second line of Eq. (71a) vanishes and the perturbed Weyl scalars
satisfy the homogeneous Teukolsky equations.

As with the Weyl scalars, the IRG and ORG Hertz potentials are not independent
in the homogeneous case. By demanding that they produce the same ψ0 and ψ4 we
obtain Teukolsky-Starobinsky identities relating them,

Þ
4
ψ

IRG = ð
′4

ψ
ORG +3Mζ−4£ξ ψORG (73)

Þ
′4

ψ
ORG = ð

4
ψ

IRG−3Mζ−4£ξ ψ IRG. (74)

The fact that the Hertz potentials yield solutions of the homogeneous linearised
Einstein equations was succinctly summarised by Wald [200] using the method of
adjoints: since the operators satisfy the identity S E = OT , by taking the adjoint
and using the fact that E is self-adjoint we find that E S † = T †O† so we have a
homogeneous solution of the linearised Einstein equations provided the Hertz po-
tential satisfies the (adjoint) homogeneous Teukolsky equation.

Finally, we note that in addition to imposing conditions on the stress-energy, the
standard radiation gauge reconstruction procedure fails to reproduce certain “com-
pletion” portions of the metric perturbation associated with small shifts in the central
mass and angular momentum, and gauge. A more generally valid metric perturba-
tion may be obtained by supplementing the reconstructed piece described here with
completion pieces and with a “corrector” tensor xαβ that is designed to eliminated
any restrictions on the stress-energy,

hαβ = 2ℜ(S †
Ψ)αβ + xαβ + ġαβ +(£X g)αβ . (75)

The interested reader may refer to [200, 105, 37] for the original derivations of the
reconstruction procedure, to [8] for an analysis of the sourced equation satisfied by
the Hertz potential, to [125, 43] for details of metric completion, and to [82, 91] for
a thorough explanation of the corrector tensor approach.

4.1.5 Gravitational waves

In order to determine gravitational wave strain, we require the metric perturbation
far from the source. If we consider the metric perturbation reconstructed in radiation
gauge, then to leading order in a large-distance expansion from the source the com-
ponents hmm and hm̄m̄ dominate, with both falling of as (distance)−1. It is common
to write these in terms of the two gravitational wave polarizations,

hmm = h++ ih×, hm̄m̄ = h+− ih×. (76)

Furthermore, at large radius the operator T4 of Eq. (55b) reduces to a second deriva-
tive along the lµ null direction, leading to a simple relationship between ψ4 and the
second time derivative of the strain,
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ψ4 ∼−
1
2

ḧm̄m̄. (77)

This gives us a straightforward way to determine the strain by computing two time
integrals of ψ4. Further mathematical details on the relationship between ψ4 and
outgoing gravitational radiation are given in Refs. [133, 134, 186], on the equivalent
relationship between ψ0 and incoming radiation are given in Ref. [202], and on
numerical implementation considerations in Refs. [169, 113].

4.1.6 GHP formalism in Kerr spacetime

We now give explicit expressions for the various quantities defined in the previous
sections specialized to Kerr spacetime. The spin coefficients are tetrad dependent.
When working with the Carter tetrad, the non-zero spin coefficients have a particu-
larly symmetric form given by

ρ =−ρ
′ =− 1

ζ

√
∆

2Σ
, τ = τ

′ =− iasinθ

ζ
√

2Σ
,

β = β
′ =− i

ζ

a+ ir cosθ

2sinθ
√

2Σ
, ε =−ε

′ =
Mr−a2− ia(r−M)cosθ

2ζ
√

2Σ∆
, (78)

while for the Kinnersley tetrad they are given by

ρK =− 1
ζ
, ρ

′
K =

∆

2ζ 2ζ̄
, τK =− iasinθ√

2ζ ζ̄
, τ

′
K =− iasinθ√

2ζ 2
,

βK =
cotθ

2
√

2ζ̄
, β

′
K =

cotθ

2
√

2ζ
− iasinθ√

2ζ 2
, εK = 0, ε

′
K =

∆

2ζ 2ζ̄
− r−M

2ζ ζ̄
. (79)

The commuting GHP operators have the same form in both tetrads,

£ξ = ∂t , £η = a2
∂t +a∂ϕ . (80)

4.1.7 Mode decomposed equations in Kerr spacetime

In additional to decoupling the equations, Teukolsky further showed that the Teukol-
sky equations are fully separable using a mode ansatz. The specific form of the
ansatz depends on the choice of null tetrad. Teukolsky worked with the Kinnersley
tetrad [108], in which case the Teukolsky equations are separable using the ansatz7

7 A similar separability result also holds when working with the Carter tetrad by replacing the left
hand sides as follows:

ψ0→ ζ
2
∆
−1

ψ0, ζ
4
ψ4→ ζ

2
∆ψ4, (S0T )→ ζ

2
∆
−1(S0T ), ζ

4(S4T )→ ζ
2
∆(S4T ).
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ψ0 =
∫

∞

−∞

∞

∑
`=2

`

∑
m=−`

2ψ`mω(r)2S`m(θ ,φ ;aω)e−iωt dω, (81)

ζ
4
ψ4 =

∫
∞

−∞

∞

∑
`=2

`

∑
m=−`

−2ψ`mω(r)−2S`m(θ ,φ ;aω)e−iωtdω, (82)

with the functions sψ`mω(r) and sS`m(θ ,φ ;aω) satisfying the spin-weighted spheroidal
harmonic and Teukolsky radial equations, respectively,[

d
dχ

(
(1−χ

2)
d

dχ

)
+a2

ω
2
χ

2− (m+ sχ)2

1−χ2 −2asωχ + s+A
]

sS`m = 0, (83)

and[
∆
−s d

dr

(
∆

s+1 d
dr

)
+

K2−2is(r−M)K
∆

+4isωr− sλ`m

]
sψ`mω = sT`mω , (84)

where χ := cosθ , A := sλ`m+2amω−a2ω2 and K := (r2+a2)ω−am, and where
the eigenvalue sλ`m depends on the value of aω . As with the standard spherical har-
monics, the dependence of the spin-weighted spheroidal harmonics on the azimuthal
coordinate is exclusively through an overall complex exponential factor,

sS`m(θ ,φ ;aω) = sS`m(θ ,0;aω)eimφ . (85)

The spin-weighted spheroidal harmonics satisfy the symmetry identities

sS`m(θ ,φ ;aω) = (−1)`+m
−sS`m(π−θ ,φ ;aω), (86a)

sS`m(θ ,φ ;aω) = (−1)`+s
sS̄`−m(π−θ ,φ ;−aω) (86b)

which can be combined to obtain the useful identity

sS`m(θ ,φ ;aω) = (−1)m+s
−sS̄`−m(θ ,φ ;−aω), (87)

which relates an (s, `,m,aω) harmonic to the conjugate of an (−s, `,−m,−aω)
harmonic. Similarly, the eigenvalue satisfies the identities

sλ`m(aω) = −sλ`m(aω)−2s, (88a)

sλ`m(aω) = sλ`−m(−aω) (88b)

which can be combined to obtain

sλ`m(aω) = −sλ`−m(−aω)−2s. (89)

The sources for the radial Teukolsky equation are defined by

The factors of ∆ here are not required for separability, but are included so that the radial functions
are consistent with Teukolsky’s original radial functions.
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8π(S0T ) =− 1
2Σ

∫
∞

−∞

∞

∑
`=2

`

∑
m=−`

2T`mω(r)2S`m(θ ,ϕ;aω)e−iωtdω, (90a)

8πζ
4(S4T ) =− 1

2Σ

∫
∞

−∞

∞

∑
`=2

`

∑
m=−`

−2T`mω(r)−2S`m(θ ,ϕ;aω)e−iωtdω. (90b)

Finally, when acting on a single mode of the mode-decomposed Weyl scalars the
symmetry operators yield

Sψ0 =−
1
2 |2|

λ`mψ0, Rψ0 =−
1
2 |2|

λ`mψ0 +ζ ζ̄S0T,

S′ψ4 =−
1
2 |−2|λ`mψ4, R′ψ4 =−

1
2 |2|

λ`mψ4 +ζ ζ̄ST , (91)

where |s|λ`mω := sλ`mω + |s|+ s is independent of the sign of s.8

Solutions to the radial Teukolsky equation may be written in terms of a pair of
homogeneous mode basis functions chosen according to their asymptotic behavior
at the four null boundaries to the spacetime. For radiative (ω 6= 0) modes, the four
common choices are denoted

• “in”: representing waves coming in from I − then partially falling into the hori-
zon and partially scattering back out to I +; these modes are purely ingoing into
the horizon;

• “up”: representing waves coming up from H − then partially travelling out to
I + and partially scattering back into H +; these modes are purely outgoing at
infinity;

• “out”: representing waves coming from I − and H − then travelling out to I +;
these modes are purely outgoing from the horizon;

• “down”: representing waves coming from I − and H − then travelling down to
H +; these modes are purely incoming at infinity;

These have asymptotic behaviour given by

sRin
`mω(r)∼

{ 0
sR

in,ref
`mω

r−1−2se+iωr∗
+
+

sR
in,trans
`mω

∆−se−ikr∗

sR
in,inc
`mω

r−1e−iωr∗
r→ r+
r→ ∞

(92a)

sR
up
`mω

(r)∼
{

sR
up,inc
`mω

e+ikr∗

sR
up,trans
`mω

r−1−2se+iωr∗
+
+

sR
up,ref
`mω

∆−se−ikr∗

0
r→ r+
r→ ∞

(92b)

sRout
`mω(r)∼

{
sR

out,trans
`mω

e+ikr∗

sR
out,inc
`mω

r−1−2se+iωr∗
+
+

0
sR

out,ref
`mω

r−1e−iωr∗
r→ r+
r→ ∞

(92c)

sRdown
`mω(r)∼

{
sR

down,ref
`mω

e+ikr∗

0
+
+

sR
down,inc
`mω

∆−se−ikr∗

sR
down,trans
`mω

r−1e−iωr∗
r→ r+
r→ ∞

(92d)

8 This is distinct from Chandrasekhar’s eigenvalue which is given in Eq. (104).
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IH

IH - -

+ + IH

IH - -

+ + IH

IH - -

+ + IH

IH - -

+ +

Fig. 1 Left to right: boundary conditions satisfied by the “in”, “up”, “out” and “down” solutions.

where k := ω −mΩ+ with Ω+ := a
2Mr+

the angular velocity of the horizon, and

where r∗ := r+ 1
2κ+

ln r−r+
2M + 1

2κ−
ln r−r−

2M with κ± := r±−r∓
2(r2
±+a2)

the surface gravity on

the outer/inner horizon. This behaviour is depicted graphically in Fig. 1.
Inhomogeneous solutions of the radial Teukolsky equation can then be written in

terms of a linear combination of the basis functions,

2ψ`mω(r) = 2Cin
`mω(r)2Rin

`mω(r)+ 2Cup
`mω

(r)2Rup
`mω

(r), (93)

−2ψ`mω(r) = −2Cin
`mω(r)−2Rin

`mω(r)+−2Cup
`mω

(r)−2Rup
`mω

(r), (94)

where the weighting coefficients are determined by variation of parameters,

sCin
`mω(r) =

∫
∞

r

sR
up
`mω

(r′)
W (r′)∆ sT`mω(r′)dr′, (95a)

sC
up
`mω

(r) =
∫ r

r+

sRin
`mω

(r′)
W (r′)∆ sT`mω(r′)dr′, (95b)

with W (r) = sRin
`mω

(r)∂r[sR
up
`mω

(r)]− sR
up
`mω

(r)∂r[sRin
`mω

(r)] the Wronskian [in
practice, it is convenient to use the fact that ∆ s+1W (r) = const].

If one computes the “in” and “up” mode functions with normalisation such that
transmission coefficients are unity, sR

in,trans
`mω

= 1 = sR
up,trans
`mω

, then the gravitational
wave strain can be determined directly from ψ4 using Eq. (77) to give

lim
r→∞

r(h+− ih×) = 2
∫

∞

−∞

∞

∑
`=2

`

∑
m=−`

−2Cup
`mω

ω2 −2S`m(θ ,φ ;aω)e−iω(t−r∗)dω, (96)

where the weighting coefficient −2Cup
`mω

is to be evaluated in the limit r → ∞.
Similarly, the time averaged flux of energy carried by gravitational waves9 passing
through infinity and the horizon can be computed from the “in” and “up” normal-
ization coefficients [96],

9 Strictly speaking, the horizon fluxes given here have been derived from the rates of change of
the black hole parameters due to shear of the horizon generators [189]. It is generally assumed that
these are equivalent to the gravitational wave fluxes, although this has not, to our knowledge, been
shown explicitly.
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FH
E = lim

r→r+
∑
`mω

2πα`mω

ω2 |−2Cin
`mω |2, (97)

FI
E = lim

r→∞
∑
`mω

2π

ω2 |−2Cup
`mω
|2, (98)

where α`mω := 256(2Mr+)5k(k2+4ε2)(k2+16ε2)ω3

|C`mω |2
with ε :=

√
M2−a2/(4Mr+). Simi-

larly, the flux of angular momentum is given by

FH
Lz = lim

r→r+
∑
`mω

2πmα`mω

ω3 |−2Cin
`mω |2, (99)

FI
Lz = lim

r→∞
∑
`mω

2πm

ω3 |−2Cup
`mω
|2. (100)

Similar expressions can be obtained in terms of the modes 2ψ`mω of ψ0 by using the
Teukolsky-Starobinsky identities to relate −2Cup

`mω
to 2Cup

`mω
. The necessary details

of how these asymptotic amplitudes are related can be found in Refs. [135, 124].
When decomposed into modes, each of the Teukolsky-Starobinsky identities sep-

arate to yield identities relating the positive spin-weight spheroidal and radial func-
tions to the negative spin-weight ones,

D4
0 (−2ψ`mω) =

1
4C`mω 2ψ`mω , (101a)

∆
2(D†

0 )
4(∆ 2

2ψ`mω) = 4C̄`mω −2ψ`mω , (101b)
L−1L0L1L2(2S`mω) = D−2S`mω , (101c)

L †
−1L

†
0 L †

1 L †
2 (−2S`mω) = D 2S`mω , (101d)

where

Dn := ∂r−
iK
∆

+2n
r−M

∆
, D†

n := ∂r +
iK
∆

+2n
r−M

∆
, (102a)

Ln := ∂θ +Q+ncotθ , L †
n := ∂θ −Q+ncotθ , (102b)

(with K defined above and Q :=−aω sinθ +mcscθ ) are essentially mode versions
of the GHP differential operators. The constants of proportionality are given by

C`mω = D+(−1)`+m12iMω, (103a)

D2 = (sλ
Ch
`m)2(sλ

Ch
`m−2)2 +8aω(m−aω)(sλ

Ch
`m−2)(5sλ

Ch
`m−4)

+48(aω)2[2(sλ
Ch
`m−2)+3(m−aω)2], (103b)

where
sλ

Ch
`mω := sλ`mω + s2 + s (104)
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is the eigenvalue used by Chandrasekhar [35]. This particular choice of C`mω en-
sures that the s =+2 and s =−2 modes represent the same physical perturbation.10

Finally, when written in terms of modes the homogeneous radiation gauge angu-
lar inversion equations can be algebraically inverted to give the modes of the Hertz
potentials in terms of the modes of the Weyl scalar,

ψ
ORG
`mω = 16

(−1)mD 2ψ̄−ω`−m +12iMω 2ψ`mω

|C`mω |2
, (105)

ψ
IRG
`mω = 16

(−1)mD−2ψ̄−ω`−m−12iMω −2ψ`mω

|C`mω |2
. (106)

where the separability ansatz for the Hertz potentials differs by a factor of ζ−4 from
that of the Weyl scalars,

ζ
−4

ψ
ORG =

∫
∞

−∞

∞

∑
`=2

`

∑
m=−`

ψ
ORG
`mω(r)2S`m(θ ,φ ;aω)e−iωt dω, (107)

ψ
IRG =

∫
∞

−∞

∞

∑
`=2

`

∑
m=−`

ψ
IRG
`mω(r)−2S`m(θ ,φ ;aω)e−iωtdω. (108)

Alternatively, one can use the radial inversion equations to relate the asymptotic am-
plitudes of ψ IRG

`mω
to the asymptotic amplitudes of 2ψ`mω and to relate the asymp-

totic amplitudes of ψORG
`mω

to the asymptotic amplitudes of −2ψ`mω . Further details
are given in [135] for the IRG case and in [124] for the ORG case.

Note that in order to transform back to the time-domain solution, as a final step
we must perform an inverse Fourier transform. This poses a challenge in gravita-
tional self-force calculations, where non-smoothness of the solutions in the vicinity
of the worldline lead to the Gibbs phenomenon of non-convergence of the inverse
Fourier transform. Resolutions to this problem typically rely on avoiding directly
transforming the inhomogeneous solution by using the methods of extended homo-
geneous or extended particular solutions. For further details, see [92, 93].

4.1.8 Sasaki-Nakamura transformation

In numerical implementations, the Teukolsky equation can be problematic to work
with due to the presence of a long-ranged potential. One approach to this problem
is to transform to an alternative master function that satisfies an equation with a
more short-ranged potential. The Sasaki-Nakamura transformation is designed to
do exactly this. It introduces a new function of the form

10 An alternative proportionality constant can be derived such that the s = +2 and s = −2 modes
have the same transmission coefficient; see [135] for details.
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X ∼

{
ζ̄ 2

ζ 2 (r2 +a2)1/2r2Þ
′
Þ
′ 1

r2 ζ 4ψ0

(r2 +a2)1/2r2ÞÞ 1
r2 ζ 4ψ4

, (109)

where the factors of ζ ensure that these are purely radial operators.11 There is con-
siderable freedom to rescale these expressions by inserting appropriate functions
of r, for more details see Ref. [95] in which case the X given here corresponds to√

r2 +a2r2J−J− 1
r2 R in the s =−2 case and to 1

4

√
r2 +a2r2J+J+ ∆ 2

r2 R in the s =+2
case.

4.2 Metric perturbations of Schwarzschild spacetime

On a Schwarzschild background spacetime, separability is readily achieved without
having to rely on the Teukolsky formalism. Writing the metric perturbation in terms
of its null tetrad components, they have GHP type

s = 0 : hln : {0,0}, hmm̄ : {0,0}, hll : {2,2}, hnn : {−2,−2}
s =±1 : hlm : {2,0}, hlm̄ : {0,2}, hnm : {0,−2}, hnm̄ : {−2,0}
s =±2 : hmm : {2,−2}, hm̄m̄ : {−2,2}.

Here we have gathered the components into scalar (s = 0), vector (s = ±1) and
tensor (s =±2) sectors.

In some instances, it is convenient to work with the trace-reversed metric pertur-
bation, h̄αβ = hαβ − 1

2 hgαβ . In terms of null tetrad components, the trace is given
by h = −2(hln − hmm̄) so a trace reversal simply corresponds to the interchange
hln↔ hmm̄: h̄ln = hmm̄ and h̄mm̄ = hln, with all other components unchanged.

The tetrad components may be decomposed into a basis of spin-weighted spher-
ical harmonics

hab =
∞

∑
`=|s|

`

∑
m=−`

h`mab (t,r) sY`m(θ ,φ) (110)

where s= 0 for hln, hmm̄, hll and hnn; s=+1 for hlm and hnm; s=−1 for hlm̄ and hnm̄;
s = +2 for hmm; and s = −2 for hm̄m̄. Here, we have introduced the spin-weighted
spherical harmonics sY`m(θ ,φ) = sS`mω(θ ,φ ;0) with the associated eigenvalue
sλ` := sλ`m(aω = 0) = `(`+1)− s(s+1).

In the Schwarzschild case the GHP derivative operators split into operators that
(up to an overall factor of 1

r ) act only on the two-sphere,

ð= 1√
2r
(∂θ + icscθ∂φ − scotθ), ð

′ = 1√
2r
(∂θ − icscθ∂φ + scotθ). (111)

11 This expression is appropriate when working with the Kinnersley tetrad; for the Carter tetrad
both definitions for X need to be scaled by a common factor of ζ̄

ζ
to obtain a radial operator.
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and operators that act only in the t− r subspace12

Þ=
1√
2 f

[
∂t + f ∂r−

bM
r2

]
, Þ

′ =
1√
2 f

[
∂t − f ∂r−

bM
r2

]
. (113)

The two-sphere operators act as spin-raising and lowering operators to relate spin-
weighted spherical harmonics of different spin-weight

√
2rð

[
sY`m(θ ,φ)

]
=−

[
`(`+1)− s(s+1)

]1/2
s+1Y`m(θ ,φ), (114a)

√
2rð′

[
sY`m(θ ,φ)

]
=
[
`(`+1)− s(s−1)

]1/2
s−1Y`m(θ ,φ). (114b)

In particular, this provides a relationship between the spin-weighted spherical har-
monics and the scalar spherical harmonics.

It is convenient to split the six vector and tensor sector components of the metric
perturbation into real (even parity) and imaginary (odd parity) parts, representing
whether they are even or odd under the transformation (θ ,φ)→ (π−θ ,φ +π):

h`mlm = h`ml,even + ih`ml,odd, h`mlm̄ =−h`ml,even + ih`ml,odd,

h`mnm = h`mn,even + ih`mn,odd, h`mnm̄ =−h`mn,even + ih`mn,odd,

h`mmm = h`m2,even + ih`m2,odd, h`mm̄m̄ = h`m2,even− ih`m2,odd.

The four scalar sector components are necessarily even parity, so we therefore have
seven fields in the even-parity sector and three in the odd-parity sector. The even and
odd parity sectors decouple, meaning that they can be solved for independently. In
instances where there is symmetry under reflection about the equatorial plane this
decoupling is explicit in that the even parity sector only contributes for `+m even
and the odd parity sector only contributes for `+m odd.

Finally, we can also optionally further decompose into the frequency domain,

h`mab (t,r) =
∫

∞

−∞

h`mω
ab (r)e−iωt dω (115)

in order to obtain functions of r only. This has the advantage of reducing the problem
of computing the metric perturbation to that of solving systems of 7+ 3 coupled
ordinary differential equations, one for each (`,m,ω).

12 These expressions are obtained when working with the Carter tetrad. The equivalent operators
for the Kinnersley tetrad are

Þ= f−1
∂t +∂r, Þ

′
= 1

2 (∂t − f ∂r−2bM/r2). (112)
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4.2.1 Alternative tensor bases

There is some freedom in the specific choice of basis into which tensors are de-
composed. In particular, the relative scaling of the lµ and nµ tetrad vectors leads
to a slightly different basis if one works with the Kinnersley tetrad rather than the
Carter tetrad. It is also possible to work with alternative basis vectors spanning the
t− r space. In some instances it is convenient to work with coordinate basis vectors
δ

µ

t and δ
µ
r rather than null vectors. One can also choose to omit the factor of 1

r in
the definition of mµ and m̄µ . The choice of basis does not have a fundamental im-
pact, but some choices lead to more straightforward or natural interpretations of the
resulting equations.

Additionally, as an alternative to a spin-weighted harmonic basis, one could
equivalently work with a basis of vector and tensor spherical harmonics, which are
related to the spin-weighted spherical harmonics by

Z`m
A :=

[
`(`+1)]−1/2DAY `m =

1√
2

(
−1Y`mmA− 1Y`mm̄A

)
(116a)

Z`m
AB :=

[
2
(`−2)!
(`+2)!

]1/2[
DADB +

1
2`(`+1)ΩAB

]
Y `m

=
1

2
√

2

(
−2Y`mmAmB + 2Y`mm̄Am̄B

)
. (116b)

for the even-parity sector and

X `m
A :=−

[
`(`+1)]−1/2

εA
BDBY `m =− i√

2

(
−1Y`mmA + 1Y`mm̄A

)
(117a)

X `m
AB :=−

[
2
(`−2)!
(`+2)!

]1/2

ε(A
CDB)DCY `m =− i

2
√

2

(
−2Y`mmAmB− 2Y`mm̄Am̄B

)
.

(117b)

for the odd-parity sector. Here, mA = 1√
2
[1, isinθ ] and m̄A form a complex orthonor-

mal basis on the two-sphere and are related to the two-sphere components of the
tetrad vectors mα and m̄α by a factor of r. The differential operator D is the covari-
ant derivate on the two-sphere with metric ΩAB = diag(1,sin2

θ).
For simplicity we opt to work with the Carter tetrad spin-weighted harmonic

basis exclusively for the remainder of this discussion, but point out that equivalent
results hold for a scalar-vector-tensor basis. In particular, the expressions that follow
can be transformed to the commonly-used Barack-Lousto-Sago basis [207] using
the relations
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h`mll =
1

2r f

[
h(1)`m+h(2)`m

]
, (118a)

h`mnn =
1

2r f

[
h(1)`m−h(2)`m

]
, (118b)

h`mln =
1
2r

h(3)`m, (118c)

h`mmm̄ =
1
2r

h(6)`m, (118d)

h`mlm =− 1
4r
√

f
√

`(`+1)

[
h(4)`m+h(5)`m− i(h(8)`m+h(9)`m)

]
, (118e)

h`mlm̄ =
1

4r
√

f
√
`(`+1)

[
h(4)`m+h(5)`m+ i(h(8)`m+h(9)`m)

]
, (118f)

h`mnm =− 1
4r
√

f
√

`(`+1)

[
h(4)`m−h(5)`m− i(h(8)`m−h(9)`m)

]
, (118g)

h`mnm̄ =
1

4r
√

f
√
`(`+1)

[
h(4)`m−h(5)`m+ i(h(8)`m−h(9)`m)

]
, (118h)

h`mmm =
1

r
√
(`−1)`(`+1)(`+2)

[
h(7)`m− ih(10)

`m

]
, (118i)

h`mm̄m̄ =
1

r
√
(`−1)`(`+1)(`+2)

[
h(7)`m+ ih(10)

`m

]
. (118j)

Note that a trace reversal in the Barack-Lousto-Sago basis corresponds to the in-
terchange h(3)`m ↔ h(6)`m, consistent with the trace reversal in the null tetrad basis
corresponding to the interchange h`mln ↔ h`mmm̄ . Other common choices of scalar-
vector-tensor basis are described in Refs. [117, 191] and can be transformed to the
spin-weighted harmonic basis using similar relations.

4.3 Regge-Wheeler formalism and Regge-Wheeler gauge

The Regge-Wheeler formalism is based on the idea of constructing solutions to
the linearised Einstein equations from solutions to the scalar wave equation with a
potential. In the case of the Regge-Wheeler master function, it is a solution of[

�+
2Ms2

r3

]
ψ

RW
s = Ss, (119)

where s is the spin of the field (s = 0 for scalar fields, s = 1 for electromagnetic
fields and s = 2 for gravitational fields).

Equation (119) is separable in Schwarzschild spacetime using the ansatz
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ψ
RW
s =

∞

∑
`=0

`

∑
m=−`

1
r

ψ
RW
s`m(t,r)0Y`m(θ ,φ), (120)

with ψRW
s`m(t,r) satisfying the Regge-Wheeler equation,[
∂

∂ r

(
f

∂

∂ r

)
− 1

f
∂

∂ t2 −
(
`(`+1)

r2 +
2M(1− s2)

r3

)]
ψ

RW
s`m = SRW

s`m. (121)

In order to study metric perturbations of Schwarzschild spacetime, we consider
the s = 2 case. The Regge-Wheeler master function is then defined in terms of the
metric perturbation by13

ψ
RW
2`m :=

f
r

[ r h`mr,odd√
`(`+1)

−
r2∂rh`m2,odd√

2(`−1)`(`+1)(`+2)

]
. (122)

It satisfies the s = 2 Regge-Wheeler equation with source derived from the mode-
decomposed stress-energy tensor,14

SRW
2`m =−16π

[ f T `m
r,odd√

`(`+1)
−

r ∂r( f T `m
2,odd)√

2(`−1)`(`+1)(`+2)

]
. (123)

Rather than working with the Regge-Wheeler master function itself, it is of-
ten preferable to introduce two closely related functions: the Cunningham-Price-
Moncrief (CPM) master function defined by

ψ
CPM
`m :=

2r2

(`−1)
√
`(`+1)(`+2)

[
∂th`mr,odd−∂rh`mt,odd +

1
r

h`mt,odd

]
, (124)

and the Zerilli-Moncrief (ZM) master function defined by

ψ
ZM
`m :=

2r
`(`+1)

[
K̃`m+

2
Λ
( f 2h̃`mrr − r f ∂rK̃`m)

]
, (125)

where Λ := (`−1)(`+2)+ 6M
r and

13 To maintain contact with the existing literature, here and through the rest of this section we
make use of a coordinate basis based on δ α

t and δ α
r rather than the null tetrad basis. It is, however,

straightforward to translate between the t–r based components and l–n based components using the
definition of the tetrad, e.g. h`mt =

√
f/2(h`ml + h`mn ) and h`mr = 1/

√
2 f (h`ml − h`mn ) gives the

translation of the vector sector to Carter tetrad components. We do, however, continue to maintain
the factor of 1/r in the vectors mµ and m̄µ spanning the two-sphere so the expressions here may
differ from those given elsewhere by appropriate factors of r
14 Different conventions for the source exist in the literature. For example, the source given in
Ref. [92] differs from that given here by a factor of f ; this is a consequence of the left hand side
of their Regge-Wheeler equation [Eq. (2.13) in Ref. [92]] also differing from our Eq. (121) by a
factor of f .
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K̃`m := h`mmm̄ −
2 f h`mr,even√
`(`+1)

+

[
`(`+1)−2r f ∂r

]
h`m2,even√

2(`−1)`(`+1)(`+2)
, (126a)

h̃`mrr := h`mrr −
2∂r(r h`mr,even)√

`(`+1)
+

∂r
(
r2∂rheven

2
)√

2(`−1)`(`+1)(`+2)
(126b)

are gauge invariant fields.
The CPM master function satisfies the same s = 2 Regge-Wheeler equation as

the Regge-Wheeler master function, but with a different source given by

SCPM
`m =− 2r

(`−1)
√
`(`+1)(`+2)

[
∂t(r T `m

r,odd)−∂r(r T `m
t,odd)

]
. (127)

The two master functions are related by a time derivative (plus source terms),

ψ
RW
2`m =

1
2

∂tψ
CPM
`m +

f r2 T `m
r,odd

(`−1)
√
`(`+1)(`+2)

. (128)

The ZM master function satisfies the Zerilli equation (the Regge-Wheeler equa-
tion with a different potential),[

∂

∂ r

(
f

∂

∂ r

)
− 1

f
∂

∂ t2 −V ZM
]

ψ
ZM
`m = SZM

`m, (129)

where

V ZM =
`(`+1)

r2 − 6M
r3 +

72M2 f
Λ 2r4 −

24M(r−3M)

Λr4 , (130)

and where the ZM source is

SZM
`m =

4 f
Λ

16π√
`(`+1)

T `m
r,even−

16π
√

2√
(`−1)`(`+1)(`+2)

r T `m
2,even

+
2

`(`+1)Λ

{[ r
Λ

(
(`−1)(`+2)(l2 + l−4)+12(`2 + `−5)

M
r
+84

M2

r2

)
−2r2 f ∂r

]
( f T `m

rr − f−1 T `m
tt )+

24M
Λ

f 2T `m
rr +2r f T `m

mm̄

}
. (131)

4.3.1 Regge-Wheeler formalism in the frequency domain

Transforming to the frequency domain, the Regge-Wheeler and Zerilli equations
become a set of ordinary differential equations, one for each (`,m,ω) mode. So-
lutions to these equations may be written in terms of a pair of homogeneous mode
basis functions chosen according to their asymptotic behavior at the four null bound-
aries to the spacetime. For radiative (ω 6= 0) modes, the four common choices are
denoted “in”, “up”, “out” and “down”, with the same interpretation as described in
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Sec. 4.1.7 for the Teukolsky equation. These have asymptotic behaviour given by

sX in
`mω(r)∼

{ 0
sX

in,ref
`mω

e+iωr∗
+
+

sX
in,trans
`mω

e−iωr∗

sX
in,inc
`mω

e−iωr∗
r→ 2M
r→ ∞

(132a)

sX
up
`mω

(r)∼
{

sX
up,inc
`mω

e+iωr∗

sX
up,trans
`mω

e+iωr∗
+
+

sX
up,ref
`mω

e−iωr∗

0
r→ 2M
r→ ∞

(132b)

sXout
`mω(r)∼

{
sX

out,trans
`mω

e+iωr∗

sX
out,inc
`mω

e+iωr∗
+
+

0
sX

out,ref
`mω

e−iωr∗
r→ 2M
r→ ∞

(132c)

sXdown
`mω (r)∼

{
sX

down,ref
`mω

e+iωr∗

0
+
+

sX
down,inc
`mω

e−iωr∗

sX
down,trans
`mω

e−iωr∗
r→ 2M
r→ ∞

(132d)

where r∗ = r+2M ln( r
2M −1) is the Regge-Wheeler tortoise coordinate.

Inhomogeneous solutions of the Regge-Wheeler equation can then be written in
terms of a linear combination of the basis functions,

sψ`mω(r) = sCin
`mω(r)sX in

`mω(r)+ sC
up
`mω

(r)sX
up
`mω

(r), (133)

where the weighting coefficients are determined by variation of parameters,

sCin
`mω(r) =

∫
∞

r

sX
up
`mω

(r′)
W (r′) f sS`mω(r′)dr′, (134a)

sC
up
`mω

(r) =
∫ r

2M

sX in
`mω

(r′)
W (r′) f sS`mω(r′)dr′, (134b)

with W (r) = sX in
`mω

(r)∂r[sX
up
`mω

(r)]− sX
up
`mω

(r)∂r[sX in
`mω

(r)] the Wronskian [in
practice, it is convenient to use the fact that f (r)W (r) = const].

4.3.2 Transformation between Regge-Wheeler and Zerilli solutions

Homogeneous solutions to the Zerilli equation can be obtained from homogeneous
solutions to the Regge-Wheeler equation by applying differential operators,

XZM,up
`mω

=

[
(`−1)`(`+1)(`+2)+ 72M2 f

r2Λ

]
2XRW,up

`mω
+3M f

d2XRW,up
`mω

dr

(`−1)`(`+1)(`+2)+12iωM
, (135a)

XZM,in
`mω

=

[
(`−1)`(`+1)(`+2)+ 72M2 f

r2Λ

]
2XRW,in

`mω
+3M f

d2XRW,in
`mω

dr

(`−1)`(`+1)(`+2)−12iωM
. (135b)

The constant of proportionality here is such that the transmission coefficients of the
two Zerilli solutions is the same as that of the Regge-Wheeler solution.
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4.3.3 Transformation between Regge-Wheeler and Teukolsky formalism

The modes of the CPM master function are related to the modes of the Teukolsky
radial function by the Chandrasekhar transformation,

2ψ`mω =− iD
4r2 D†D†(rψ

CPM
`mω

)
, (136a)

−2ψ`mω =− iD
16 r2 f 2DD

(
rψ

CPM
`mω

)
, (136b)

where D =
√
(`−1)`(`+1)(`+2) FIXME: is it the square root here? is the

Schwarzschild limit of the constant that appears in the Teukolsky-Starobinsky iden-
tities, Eq. (103b). In the absence of sources this can be inverted to give

ψ
CPM
`mω = 1

DC`mω
r3D†D†( 1

r2−2ψ`mω

)
, (137)

ψ
CPM
`mω = 1

4DC †
`mω

r2 f−1Dr2 f 2D
(
r f 2ψ`mω

)
, (138)

where C`mω = D− 12iMω is the Schwarzschild limit of the second constant that
appears in the Teukolsky-Starobinsky identities, Eq. (103a).

4.3.4 Gravitational waves

As in the radiation gauge case, the gravitational wave strain can be determined di-
rectly from ψZM and ψCPM. There is a slight subtlety in that the Regge-Wheeler-
Zerilli gauge in which the metric is typically reconstructed is not compatible with
the transverse-traceless gauge in which gravitational waves are normally defined (it
is easy to see this since hmm = 0 = hm̄m̄ in the Regge-Wheeler-Zerilli gauge). In-
stead, we can use the Chandrasekhar transformation in Eq. (136) to first transform
to ψ4 and then compute the strain from that as we did in radiation gauge. Doing so
we have

r(h+− ih×) =
∞

∑
`=2

`

∑
m=−`

D
2
(ψZM

`m− iψCPM
`m )−2Y`m(θ ,φ), (139)

where it is understood that equality holds in the limit r→ ∞ (at fixed u = t− r∗).
If we work in the frequency domain and compute the “in” and “up” mode func-
tions with normalisation such that transmission coefficients are unity, sX

in,trans
`mω

=

1 = sX
up,trans
`mω

, then ψZM
`m and ψCPM

`m are given by the “up” weighting coefficients
CZM,up
`mω

and CCPM,up
`mω

evaluated in the limit r→ ∞. Similarly, the time averaged flux
of energy carried by gravitational waves passing through infinity and the horizon
can be computed from the “in” and “up” weighting coefficients,



34

FH
E = lim

r→2M
∑
`mω

D2

64π
ω

2
[
|CZM,in

`mω
|2 + |CCPM,in

`mω
|2
]
, (140a)

FI
E = lim

r→∞
∑
`mω

D2

64π
ω

2
[
|CZM,up

`mω
|2 + |CCPM,up

`mω
|2
]
. (140b)

Similarly, the flux of angular momentum through infinity and the horizon can be
computed from the “in” and “up” normalization coefficients,

FH
Lz = lim

r→2M
∑
`mω

D2

64π
mω

[
|CZM,in

`mω
|2 + |CCPM,in

`mω
|2
]
, (141a)

FI
Lz = lim

r→∞
∑
`mω

D2

64π
mω

[
|CZM,up

`mω
|2 + |CCPM,up

`mω
|2
]
. (141b)

4.3.5 Metric reconstruction in Regge-Wheeler gauge

Much like in the Teukolsky formalism, the CPM master function is gauge invariant
and may be used to reconstruct the metric perturbation in a chosen gauge. In the
Regge-Wheeler gauge, defined by the choice h`ma,even = h`m2,even = h`m2,odd = 0, the odd
parity metric perturbation is given by

h`ml,odd =

√
f
√
`(`+1)

2
√

2r

(
∂r + f−1

∂t
)(

rψ
CPM
`m

)
+

16πr2

(`−1)(`+2)
T `m

l,odd, (142)

h`mn,odd =

√
f
√
`(`+1)

2
√

2r

(
∂r− f−1

∂t
)(

rψ
CPM
`m

)
+

16πr2

(`−1)(`+2)
T `m

n,odd, (143)

and the even parity metric perturbation is given by [92]

h`mmm̄ = f ∂rψ
ZM
`m+Aψ

ZM
`m−

32πr2

`(`+1)Λ
T `m

tt ,

h`mrr =
Λ

2 f 2

[
`(`+1)

2r
ψ

ZM
`m−h`mmm̄

]
+

r
f

∂rh`mmm̄ ,

h`mtr = r∂t∂rψ
ZM
`m+ rB∂tψ

ZM
`m+

16πr2

`(`+1)

[
T `m

tr −
2r
fΛ

∂tT `m
tt

]
,

h`mtt = f 2hrr +
8π f√

2(`−1)`(`+1)(`+2)
T `m

2,even,

(144)

where

A(r) :=
2

rΛ

[
1
4
(`−1)`(`+1)(`+2)+

3M
2r

(
(`−1)(`+2)+

4M
r

)]
, (145)

B(r) :=
2

r fΛ

[
(`−1)(`+2)

2

(
1− 3M

r

)
− 3M2

r2

]
. (146)
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As in the Teukolsky case, in order to transform back to the time-domain solution,
as a final step we must perform an inverse Fourier transform. This poses a challenge
in gravitational self-force calculations, where non-smoothness of the solutions in
the vicinity of the worldline lead to the Gibbs phenomenon of non-convergence of
the inverse Fourier transform. Resolutions to this problem typically rely on avoiding
directly transforming the inhomogeneous solution by using the methods of extended
homogeneous or extended particular solutions. For further details, see [92, 93].

4.4 Lorenz gauge

In the case of perturbations of a Schwarzschild black hole, the equations for the met-
ric perturbation itself are separable. This makes it practical to work in the Lorenz
gauge and to directly solve the Lorenz gauge field equations for the metric pertur-
bation.

Rewriting the Lorenz gauge condition, Eq. (11), in terms of null tetrad compo-
nents we have four gauge equations,

(Þ′−2ρ
′)hll +(Þ−2ρ)hmm̄−2ρhln− (ðhlm̄ +ð′hlm) = 0, (147a)

(Þ−2ρ)hnn +(Þ′−2ρ
′)hmm̄−2ρ

′hln− (ð′hnm +ðhnm̄) = 0, (147b)

(Þ′−3ρ
′)hlm +(Þ−3ρ)hnm−ðhln−ð′hmm = 0, (147c)

(Þ′−3ρ
′)hlm̄ +(Þ−3ρ)hnm̄−ð′hln−ðhm̄m̄ = 0. (147d)

These decouple into 3 even parity equations (the first two and the real part of ei-
ther the third or fourth) and 1 odd-parity equation (the imaginary part of either the
third or fourth equation). Similarly, the Lorenz gauge linearised Einstein equation,
Eq. (12), yields ten field equations (7 even and 3 odd) given by
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�̂(hmm̄−hln) = 8πT, (148a)

(�̂−8ψ2 +8ρρ
′)(hln +hmm̄)+4ρ

2hnn +4ρ
′2hll

+4ρ(ðhnm̄ +ð′hnm)+4ρ
′(ðhlm̄ +ð′hlm) =−16π(Tln +Tmm̄), (148b)

(�̂+4ρρ
′)hll +4ρ

2(hln +hmm̄)+4ρ(ðhlm̄ +ð′hlm) =−16πTll , (148c)

(�̂′+4ρρ
′)hnn +4ρ

′2(hln +hmm̄)+4ρ
′(ð′hnm +ðhnm̄) =−16πTnn, (148d)

(�̂−6ψ2 +4ρρ
′)hlm +4ρ

2hnm +2ρð(hln +hmm̄)

+2ρ
′
ðhll +2ρð

′hmm =−16πTlm, (148e)

( ¯̂�−6ψ2 +4ρρ
′)hlm̄ +4ρ

2hnm̄ +2ρð
′(hln +hmm̄)

+2ρ
′
ð
′hll +2ρðhm̄m̄ =−16πTlm̄, (148f)

( ¯̂�′−6ψ2 +4ρρ
′)hnm +4ρ

′2hlm +2ρ
′
ð(hln +hmm̄)

+2ρðhnn +2ρ
′
ð
′hmm =−16πTnm, (148g)

(�̂′−6ψ2 +4ρρ
′)hnm̄ +4ρ

′2hlm̄ +2ρ
′
ð
′(hln +hmm̄)

+2ρð
′hnn +2ρ

′
ðhm̄m̄ =−16πTnm̄, (148h)

�̂hmm +4ρðhnm +4ρ
′
ðhlm =−16πTmm, (148i)

¯̂�hm̄m̄ +4ρð
′hnm̄ +4ρ

′
ð
′hlm̄ =−16πTm̄m̄ (148j)

where the operators

�̂ :=−2ÞÞ′+2ρ
′
Þ+2ρÞ

′+2ðð′, �̂′ :=−2Þ′Þ+2ρÞ
′+2ρ

′
Þ+2ð′ð,

¯̂� :=−2ÞÞ′+2ρ
′
Þ+2ρÞ

′+2ð′ð, ¯̂�′ :=−2Þ′Þ+2ρÞ
′+2ρ

′
Þ+2ðð′,

all coincide with the scalar wave operator when acting on type {0,0} objects (but
differ when acting on objects of generic GHP type). Note that we have chosen here
to work with the non-trace-reversed metric perturbation; equivalent equations for
the trace-reversed perturbation can be obtained by noting that a trace-reversal cor-
responds to the interchange hln↔ hmm̄.

The Lorenz gauge equations can be decomposed into the same basis of spin-
weighted spherical harmonics as for the metric perturbation itself. The mode de-
composed equations follow immediately from the above GHP expressions along
with Eqs. (114) and either (112) or (113) for the GHP derivative operators (the spe-
cific form for the mode decomposed equations depends on the choice of tetrad).

4.4.1 Lorenz gauge formalism in the frequency domain

Following a procedure much like in the Regge-Wheeler and Teukolsky cases, one
can construct solutions to the Lorenz gauge equations by working in the frequency
domain and solving ordinary differential equations [2, 137, 207]. The only addi-
tional complexity is that for each (`,m,ω) mode we must now work with a system
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of k coupled second order radial equations with 2k linearly independent homoge-
neous solutions.15 As we did in the Regge-Wheeler and Teukolsky cases, it is natu-
ral to divide these into k “in” solutions and k “up” solutions satisfying appropriate
boundary conditions at the horizon or radial infinity. Then, using variation of pa-
rameters the inhomogeneous solutions are given by

h(i)`mω
(r) = Cin

`mω(r) ·h
(i),in
`mω

(r)+Cup
`mω

(r) ·h(i),up
`mω

(r) (149)

where i = 1, . . . ,k represent the k components of the metric perturbation and where
h(i),in
`mω

(r) are vectors of k linearly independent homogeneous solutions for a given i.

To compute the weighting coefficient vectors Cin/up
`mω

(r) we define a 2k× 2k matrix
of homogeneous solutions by

Φ(r) =

 −h(i),in
`mω

h(i),up
`mω

−∂rh
(i),in
`mω

∂rh
(i),up
`mω

 . (150)

The vectors of weighting coefficients are then obtained with the standard variation
of parameters prescription:(

Cin(r)
Cup(r)

)
=
∫

Φ
−1(r′)

(
0

T(r′)

)
dr′, (151)

where T(r′) represents the vector of k sources constructed from the components of
the stress energy tensor projected onto the basis and decomposed into modes. The
limits on the integral depend upon whether the “in” or “up” weighting coefficient are
being solved for, in the same way as for the Regge-Wheeler and Teukolsky cases.

As in the Regge-Wheeler and Teukolsky cases, in order to transform back to
the time-domain solution, as a final step we must perform an inverse Fourier trans-
form. This poses a challenge in gravitational self-force calculations, where non-
smoothness of the solutions in the vicinity of the worldline lead to the Gibbs phe-
nomenon of non-convergence of the inverse Fourier transform. Resolutions to this
problem typically rely on avoiding directly transforming the inhomogeneous solu-
tion by using the methods of extended homogeneous or extended particular solu-
tions. For further details, see [92, 93].

4.4.2 Lorenz gauge metric reconstruction from Regge-Wheeler master
functions

As an alternative to directly solving the 7+3 coupled Lorenz gauge field equations,
Berndtson [17] showed that the solutions could instead be reconstructed from par-

15 There are k = 7 even parity equations and k = 3 odd parity equations in general, although these
can be reduced to 4+2 equations using the 3+1 gauge conditions. The number of equations are
also further reduced in certain special cases such as static or low multipole modes.
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ticular solutions to the s = 0, 1 and 2 Regge-Wheeler-Zerilli equations, along with
a fourth field obtained by solving the s = 0 Regge-Wheeler equation sourced by
the other s = 0 field. The explicit expressions are quite unwieldy, particularly when
sources are included. Focusing only on the relatively simple odd sector and ignoring
the special case such as low multipoles or ω = 0 modes, Berndtson’s expressions
may be written as

h`ml,odd =−
√

f
√
`(`+1)

2(iω)2r

[
r2D0

(
ψRW

1`m
r2

)
+

2λ

3r
D0
(
rψ

RW
2`m
)]

+
8π f
(iω)2 (T

`m
l,odd−T `m

n,odd),

(152)

h`mn,odd =

√
f
√
`(`+1)

2(iω)2r

[
r2D†

0

(
ψRW

1`m
r2

)
+

2λ

3r
D†

0

(
rψ

RW
2`m
)]
− 8π f

(iω)2 (T
`m

l,odd−T `m
n,odd),

(153)

h`m2,odd =

√
(`−1)`(`+1)(`+2)

(iω)2r2

[
ψ

RW
1`m+ f ∂r

(
rψ

RW
2`m
)
+

2λ

3
ψ

RW
2`m

]
+

16π f
(iω)2 T `m

2,odd,

(154)

where D0 and D†
0 are the operators defined in Eq. (102) specialized to the Schwarzschild

(a = 0) case. Equivalent expressions for the even sector are significantly more com-
plicated and are given in Appendix A of Ref. [17], while expressions for low multi-
poles and ω = 0 modes are given elsewhere in the same reference.

4.4.3 Gravitational waves

As in the Regge-Wheeler-Zerilli and Teukolsky cases, the flux of gravitational wave
energy and angular momentum may be computed from the asymptotic values of
the fields. In the Lorenz gauge case where one solves for the metric perturbation
directly, the gravitational wave strain is simply given by hmm as in Eq. (76),

r(h++ ih×) = r hmm =
∞

∑
`=2

`

∑
m=−`

∫
∞

−∞

r h`mω
mm 2Y`m(θ ,φ)e−iω(t−r∗)dω, (155)

where it is understand that the equality holds in the limit r → ∞. Similarly, the
energy fluxes are given explicitly by [12]
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FI
E = lim

r→∞
∑
`mω

ω2r2

64π
|h`mω

mm |2, (156a)

FH
E = lim

r→2M
∑
`mω

1
256πM2(1+16M2ω2)

×∣∣∣∣√(`−1)`(`+1)(`+2)r f h`mω
ll

−2
√

(`−1)(`+2)(1+4iMω)r
√

f h`mω
lm

+2iMω(1+4iMω)rh`mω
mm

∣∣∣∣2, (156b)

and the angular momentum fluxes are given by

FI
Lz = lim

r→∞
∑
`mω

mωr2

64π
|h`mω

mm |2, (157a)

FH
Lz = lim

r→2M
∑
`mω

m

256πM2ω(1+16M2ω2)
×∣∣∣∣√(`−1)`(`+1)(`+2)r f h`mω

ll

−2
√

(`−1)(`+2)(1+4iMω)r
√

f h`mω
lm

+2iMω(1+4iMω)rh`mω
mm

∣∣∣∣2. (157b)

5 Small objects in General Relativity

In the previous section we reviewed black hole perturbation theory with a generic
source term. In this section, we consider how to formulate the source describing a
small object. This is the local problem in self-force theory: In a spacetime perturbed
by a small body, what are the sources in the field equations (7) and (8)? Moreover,
if the body’s bulk motion is described by an equation of motion (13), what are the
forces on the right-hand side?

The result of the analysis is (i) a skeletonization of the small body, in which
the body is reduced to a singularity equipped with the body’s multipole moments,
together with (ii) an equation of motion governing the singularity’s trajectory. The
setting here is very general: the background can be any vacuum spacetime. Our
coverage of the subject is terse, and we refer to Refs. [149, 157] for detailed reviews
or to Ref. [11] for a non-expert introduction.
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5.1 Matched asymptotic expansions

For simplicity, we assume that outside of the small object, the spacetime is vacuum,
and that the perturbations are due solely to the object. Over most of the spacetime,
the metric is well described by the external background metric gαβ . However, very
near the object, in a region comparable to the object’s own size, the object’s gravity
dominates. In this region, which we call the body zone, the approximation (1) breaks
down.

This problem is usually overcome in one of two ways: using effective field the-
ory [74] (common in post-Newtonian and post-Minkowskian theory [150]) or using
the method of matched asymptotic expansions (see, e.g., Refs. [61, 107] for broad
introductions, Refs. [40, 70, 145] for applications in post-Newtonian theory, and
Refs. [44, 104, 193, 131, 132, 47, 143, 48, 81, 152, 45, 155, 80, 159] and the re-
views [149, 157] for the work most relevant here). Here we adopt the latter approach.
We let ε = m/R, where m is the small object’s mass and R is a characteristic length
scale of the external universe; in a small-mass-ratio binary, R will be the mass M of
the primary, while in a weak-field binary it can be the orbital separation. We then as-
sume Eq. (1), which we dub the outer expansion, is accurate outside the body zone.
Near the object, we assume the metric is well approximated by a second expansion,
called an inner expansion, that effectively zooms in on the body zone. To make this
“zooming in” precise, we first choose some measure, r, of radial distance from the
object, with r an order-1 function of the external coordinates xα . We then define the
scaled distance r̃ := r/ε . The body zone corresponds to r ∼ εR, but to r̃ ∼ R.
The outer expansion (1) is an approximation in the limit ε → 0 at fixed coordinate
values and therefore at fixed r. The inner expansion is instead an approximation in
the limit ε → 0 at fixed r̃,

gexact
µν (r̃,ε) = gobj

µν(r̃)+ εH(1)
µν (r̃)+ ε

2H(2)
µν (r̃)+O(ε3). (158)

(We suppress other coordinate dependence.) In the body zone, the coefficients gobj
µν

and H(n)
µν are order unity. The background metric gobj

µν represents the metric of the

small object’s spacetime as if it were isolated, and the perturbations H(n)
µν arise from

the tidal fields of the external universe and nonlinear interactions between those tidal
fields and the body’s own gravity.

In our construction of the inner expansion, we have assumed that there is only
one scale that sets the size of the body zone: the object’s mass m. This implicitly
assumes that the object is compact, such that its typical diameter d is comparable to
m. That in turn implies that the object’s `th multipole moment scales as

md` ∼ m`+1 = ε
`+1R`+1. (159)

For a noncompact object, we would need to introduce additional perturbation pa-
rameters in the outer expansion, and additional scales in the inner expansion.
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Our inner expansion also assumes that while there is a small length scale asso-
ciated with the object, there is no analogous time scale; in other words, the object
is not undergoing changes on its own internal time scale ∼ m. This is equivalent
to assuming the object is in quasi-equilibrium with its surroundings. In practice it
corresponds to a spatial derivative near the object dominating over a time deriva-
tive by one power of r (in the outer expansion) or by one power of ε (in the inner
expansion).

To date, inner expansions have been calculated for tidally perturbed Schwarz-
schild and Kerr black holes as well as nonrotating or slowly rotating neutron stars;
see Refs. [42, 23, 109, 144, 140, 139, 110, 147, 112, 145] for recent examples of
such work.16 These calculations represent one of the major applications of the meth-
ods of black hole perturbation theory reviewed in the previous section, and they form
part of an ongoing endeavour to include tidal effects in gravitational-wave templates
and to infer properties of neutron stars from observed signals [63, 210].

However, in self-force applications we require only a minimal amount of infor-
mation from the inner expansion, often much less than is provided in the above
references. The necessary information is extracted from a matching condition: be-
cause the two expansions are expansions of the same metric, they must match one
another when appropriately compared. The most pragmatic formulation of this con-
dition is that the inner and outer expansions must commute. If we perform an outer
expansion of the inner expansion (or equivalently, re-expand it for r� εR), and if
we perform an inner expansion of the outer expansion (or equivalently, expand for
r�R), and express the end results as functions of r, then both procedures yield a
double series for small ε and small r. We assume that these two double expansions
agree with one another, order by order in ε and r. A primary consequence of this
matching condition is that near the small object, the metric perturbations in the outer
expansions must behave as

h(n)µν =
h(n,−n)

µν

rn +
h(n,−n+1)

µν

rn−1 +
h(n,−n+2)

µν

rn−2 + . . . , (160)

growing large at small r. If h(n)µν grew more rapidly (for example, if h(n)µν ∼ 1
rn+1 ), then

the outer expansion could not match an inner expansion. Moreover, the coefficient
of 1

rn matches a term in the r� εR expansion of gobj
µν :

gobj
µν = ηµν +

εh(1,−1)
µν

r
+

ε2h(2,−2)
µν

r2 +
ε3h(3,−3)

µν

r3 + . . . , (161)

where ηµν is the metric of flat spacetime. The terms in this series are in one-to-one
correspondence with the multipole moments of gobj

µν , which in turn can be interpreted

as the multipole moments of the object itself. This allows us to write h(n,−n)
µν in terms

of the object’s first n moments; one new moment arises at each new order in ε , just
as one would expect from the scaling (159). The moments, together with the general

16 Ref. [146] alerts readers to a significant error in some of the work on slowly rotating bodies.
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form (160), are all we require from the inner expansion. After it is obtained, we can
effectively “integrate out” the body zone from the problem, as described below.

To intuitively understand the meanings of the double expansions, and of expres-
sions such as (160) and (161), we can interpret them as being valid in the buffer
region εR � r� R. This region is the large-r̃ limit of the body zone but the
small-r limit of the external universe.

5.2 Tools of local analysis

To determine more than just the general form of the perturbations, we substitute
Eq. (160) into the Einstein equations (7)–(8) and then solve order by order in ε

and r. These types of local calculations are carried out using two tools: covariant
near-coincidence expansions and expansions in local coordinate systems. Ref. [149]
contains a thorough, pedagogical introduction to both methods. Here we summarize
only the basic ingredients.

Covariant expansions are based on Synge’s world function,

σ(xα ,xα ′) =
1
2

(∫
β

ds
)2

, (162)

which is equal to 1/2 the square of the proper distance s (as measured in gµν ) be-
tween the points xα ′ and xα along the unique geodesic β connecting the two points;
for a given xα ′ , this is a well-defined function of xα so long as xα is within the convex
normal neighbourhood of xα ′ . The other necessary tool is the bitensor gµ ′

µ (xα ,xα ′),
which parallel propagates vectors from xα ′ to xα . A smooth tensor field Aµ

ν at xα

can be expanded around xα ′ as

Aµ
ν(xα) = gµ ′

µ gν

ν ′

[
Aµ ′

ν ′ −Aµ ′
ν ′

;α ′σ
α ′ + 1

2 Aµ ′
ν ′

;α ′β ′σ
α ′

σ
β ′ +O(λ 3)

]
, (163)

where we use λ := 1 to count powers of distance between xα ′ and xα . The vector
σα ′ := ∇α ′σ is tangent to β and has a magnitude

√
2σ equal to the proper dis-

tance between xα ′ and xα . The (perhaps unexpected) minus sign in Eq. (163) arises
because σα ′ points away from xα rather than toward it.

When a derivative, either at xα or at xα ′ , acts on an expansion like (163), it in-
volves derivatives of gµ

µ ′ and σα ′ . These can then be re-expanded using, for example,

gµ

µ ′;ν =
1
2

gµ

ρ ′g
ν ′
ν Rρ ′

µ ′ν ′δ ′σ
δ ′ +O(λ 2) (164)

and
σ;µµ ′ =−gν ′

µ

(
gµ ′ν ′ +

1
6 Rµ ′α ′ν ′β ′σ

α ′
σ

β ′
)
+O(λ 3); (165)

see Eqs. (6.7)–(6.11) of Ref. [149].
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To make use of these tools, we install a curve γ , with coordinates zα(τ), in the
spacetime of gµν , which will be a representative worldline for the small object. Re-
call that τ is proper time as measured in gµν . If the object is a material body, the
worldline will be in its physical interior. If the object is a black hole, the worldline
will only serve as a reference point for the field outside the black hole; mathemati-
cally, γ resides in the manifold on which gµν lives, not the manifold on which gobj

µν

lives. In either case, we only analyze the metric in the object’s exterior, never in its
interior.

A suitable measure of distance from γ is

s(xα ,xα ′) :=
√

Pµ ′ν ′σ
µ ′σν ′ , (166)

where xα ′ = zα(τ ′) is a point on γ near xα , and Pµν := gµν + uµ uν projects or-
thogonally to γ . Here we have introduced γ’s four-velocity uµ = dzµ

dτ
, normalized

to gµν uµ uν = −1. Note that s remains positive regardless of whether xα ′ and xα

are connected by a spacelike, timelike, or null geodesic. In terms of these covariant
quantities, the expansion (160) can be written more concretely as

h(n)µν(x
α) = gµ ′

µ gν ′
ν

h(n,−n)
µ ′ν ′ (xα ′ ,σα ′/s)

sn +
h(n,−n+1)

µ ′ν ′ (xα ′ ,σα ′/s)

sn−1 +O(λ−n+2)

.
(167)

s represents the distance from xα ′ to xα [playing the role of r in (160)], and the vec-
tor σα ′/s represents the direction of the geodesic connecting xα ′ to xα . Generically,
log(s) terms also appear [154], but we suppress them for simplicity.

Rather than directly substituting an ansatz of the form (167) into the vacuum field
equations and solving for the coefficients h(n,p)

µ ′ν ′ , it is typically more convenient to
adopt a local coordinate system centred on γ and afterward recover (167). Here we
adopt Fermi-Walker coordinates (τ,xa), which are quasi-Cartesian coordinates con-
structed from a tetrad (uα ,eα

a ) on γ . The spatial triad eα
a is Fermi-Walker transported

along the worldline according to

Deα
a

dτ
= aauα , (168)

where D
dτ

:= uµ ∇µ . aa := aµ eµ
a is a spatial component of the covariant accelera-

tion aµ := Duµ

dτ
; this will eventually become the left-hand side of Eq. (13). At each

value of proper time τ , we send a space-filling family of geodesics orthogonally
outward from x̄α = zα(τ), generating a spatial hypersurface Στ . Each such surface
is labelled with a coordinate time τ , and each point on the surface is labeled with
spatial coordinates

xa =−ea
ᾱ σ

ᾱ , (169)

where σᾱ := ∇ᾱ σ is tangent to Στ̄ , satisfying σᾱ uᾱ = 0. The magnitude of these

coordinates, given by s :=
√

δabxaxb =
√

g
ᾱβ̄

σ ᾱ σ β̄ , is the proper distance from x̄α
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to xα . In the special case that xα ′ = x̄α , s and s are identical. The analog of Eq. (163)
is the coordinate Taylor series

Aµ
ν(τ,xa) = Aµ

ν(τ,0)+Aµ
ν
,a(τ,0)xa + 1

2 Aµ
ν
,ab(τ,0)xaxb +O(s3). (170)

In these coordinates, the four-velocity reduces to uµ = (1,0,0,0), and the accel-
eration to aµ = (0,ai). The external background metric, which is smooth at xa = 0,
is given by

gττ =−1−2aixi− (Rτiτ j +aia j)xix j +O(s3), (171a)

gτa =− 2
3 Rτia jxix j +O(s3), (171b)

gab = δab− 1
3 Raib jxix j +O(s3), (171c)

reducing to the Minkowski metric on γ , and the only nonzero Christoffel symbols
on γ are Γ a

ττ = aa and Γ τ
τa = aa. If the worldline is not accelerating, the coordinates

become inertial along γ .
The Riemann tensor components in Eq. (171) are evaluated on the worldline.

Higher powers of xa in the expansion come with higher powers of the acceleration,
derivatives of the Riemann tensor, and nonlinear combinations of the Riemann ten-
sor. In a vacuum background, the Riemann tensor on the worldline is commonly
decomposed into tidal moments. The quadrupolar moments are defined as

Eab := Rτaτb, (172)

Bab := 1
2 ε

pq
(aRb)τ pq. (173)

Higher moments involve derivatives of the Riemann tensor. Equations (44)–(48)
of Ref. [160] display the background metric (171) through order s3 and the oc-
tupolar tidal moments. Ref. [148] presents the background metric in an alterna-
tive, lightcone-based coordinate system through order λ 4 and the hexadecapolar
moments.

Given the local Fermi-Walker coordinates, one can adopt a coordinate analog of
Eq. (167),

h(n)µν =
h(n,−n)

µν (τ,na)

sn +
h(n,−n+1)

µν (τ,na)

sn−1 +
h(n,−n+1)

µν (τ,na)

sn−2 +O(s−n+3). (174)

Here na = xa

s = δ ab∂bs is a radial unit vector. To facilitate solving the field equations,
we can expand the coefficients in angular harmonics:

h(n,p)µν (τ,na) = ∑
`≥0

h(n,p,`)
µνL (τ)n̂L, (175)

where L := i1 · · · i` is a multi-index, and n̂L := n〈L〉, where nL := ni1 · · ·ni` . The angu-
lar brackets denote the symmetric, trace-free (STF) combination of indices, where
the trace is defined with δab. This is equivalent to expanding the coefficients h(n,p)µν
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in scalar spherical harmonics:

h(n,p)µν (τ,na) =
∞

∑
`=0

`

∑
m=−`

h(n,p,`m)
µν (τ)Y `m(ϑ ,ϕ), (176)

where the angles (ϑ ,ϕ) are defined in the natural way from

na = (sinϑ cosϕ,sinϑ sinϕ,cosϑ). (177)

Like spherical harmonics, n̂L is an eigenfunction of the flat-space Laplacian, satis-
fying δ ab∂a∂bn̂L = − `(`+1)

s2 n̂L. One can further decompose h(n,p,`)
µνL into irreducible

STF pieces that are in one-to-one correspondence with the coefficients in a tensor
spherical harmonic decomposition. We refer the reader to Appendix A of Ref. [25]
for a detailed introduction to such expansions and a collection of useful identities.

The general local solution in the buffer region can be found by substituting the
expansions (171) and (174) into the vacuum field equations and working order by
order in ε and s. Because spatial derivatives increase the power of 1/s, dominating
over τ derivatives, this process reduces to solving a sequence of stationary field
equations.

An alternative approach is to instead solve for the perturbations H(n)
µν in the inner

expansion, starting with a large-r̃ ansatz complementary to Eq. (160), and then
translate the results into the small-r expansions for h(n)µν . This approach can draw on
existing, high-order inner expansions (e.g., Refs. [148, 147, 145]), though doing so
often requires transformations of the coordinates and of the perturbative gauge to
arrive at a practical form for the outer expansion (see, e.g., Ref. [159]).

5.3 Local solution: self-field and an effective external metric

The general solutions for h(1)µν and h(2)µν in the buffer region are known to varying
orders in ε and r in a variety of gauges, including classes of “rest gauges” (termi-
nology from Ref. [159]), “P smooth” gauges [80], “highly regular” gauges [159]
(in which no 1/s2 term appears in h(2)µν ), radiation gauges [163], and the Regge-
Wheeler-Zerilli gauge [192]. (In the last two cases, the gauge choices are restricted
to particular classes of external backgrounds.) However, nearly all covariant expres-
sions, and expansions to the highest order in r, are in the Lorenz gauge. Ref. [154]
provides an algorithm for generating the local solution in the Lorenz gauge, and a
large class of similar gauges, to arbitrary order in ε .

In all gauges, the general solution is typically divided into two pieces:

h(n)µν = hS(n)
µν +hR(n)

µν . (178)
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This is akin to the usual split of a general solution into a particular and a homo-
geneous solution. hS

µν = ∑n εnhS(n)
µν is the object’s self-field, encoding all the local

information about the object’s multipole structure (including the entirety of gobj
µν ).

Although this field is defined only outside the object, it would be singular at s = 0 if
the expansion (174) were taken to hold for all R� s > 0; it contains all the negative
powers of s in (174), as well as all non-negative powers of s with finite differentia-
bility (e.g., all terms proportional to spnL with p ≥ 0 but p 6= `). For that reason, it
is also known as the singular field.

The second piece of the general solution, hR
µν = ∑n εnhR(n)

µν , encodes effectively
external information linked to global boundary conditions. It takes the form of a
power series,

hR(n)
µν = ∑

`

c(n)
µνL(τ)x

L; (179)

unlike hS
µν , which involves the locally determined multipole moments, every co-

efficient c(n)
µνL is an unknown that can only be determined when external bound-

ary conditions are imposed. Although, once again, the field is defined outside the
object, we can identify ∑` c(n)

µνL(τ)x
L with a Taylor series, where the coefficients

c(n)
µνL(τ) =

1
`! ∂LhR(n)

µν (τ,0) define hR(n)
µν and its derivatives on the worldline. More-

over, hR
µν can be combined with the external background to form an effective metric

ğµν := gµν +hR
µν (180)

that is a vacuum solution, satisfying

Gµν [ğ] = 0 (181)

even on γ . ğµν characterizes the object’s rest frame and local tidal environment.
Because hR

µν is smooth at xa = 0, it is also referred to as the regular field.
This type of division of the local solution into hS

µν and hR
µν was first emphasized

by Detweiler and Whiting at first order in ε [47, 50]. There is considerable free-
dom in the specific division, as smooth vacuum perturbations can be interchanged
between the two pieces, and multiple distinct choices have been made in practice,
particularly beyond linear order [171, 85, 155, 80]. However, one can always choose
the division such that (i) ğµν is a smooth vacuum metric, and (ii) ğµν is effectively
the “external” metric, in the sense that the object moves as a test body in it, as de-
scribed in the next section. Here for concreteness we adopt the choice introduced in
Ref. [155] (see also Refs. [154, 160, 157]), and we provide the explicit forms of the
first- and second-order self-fields in the Lorenz gauge, as presented in Ref. [160].

For the purpose of explicitly displaying factors of the object’s multipole mo-
ments, from this point forward we take ε to be a formal counting parameter that can
be set equal to unity.

At first order, the self-field is determined by the object’s mass. It is given in
Fermi-Walker coordinates by
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hS(1)
ττ =

2m
s

+3maini + 5
3 msEabn̂ab +O(s2), (182a)

hS(1)
τa = 2ms

(
1
3Bbc

εacd n̂b
d− ȧa

)
+O(s2), (182b)

hS(1)
ab =

2mδab

s
−mδabaini +ms

(
4
3E(a

cn̂b)c− 38
9 Eab−Ecdδabn̂cd

)
+O(s2) (182c)

and in covariant form by

hS(1)
µν =

2m
λ s

gα ′
µ gβ ′

ν

(
gα ′β ′ +2uα ′uβ ′

)
+

mλ 0

s3 gα ′
µ gβ ′

ν

[(
s2− r2

)
aσ (gα ′β ′ +2uα ′uβ ′)

+8rs2a(α ′uβ ′)
]
+λ

mgα ′
µ gβ ′

ν

3s3

[(
r2− s2)(gα ′β ′ +2uα ′uβ ′

)
Ruσuσ

−12s4Rα ′uβ ′u−12rs2u(α ′Rβ ′)uσu +12s2(r2 + s2)ȧ(α ′uβ ′)

+ r(3s2− r2)ȧσ (gα ′β ′ +2uα ′uβ ′)
]
+O(λ 2), (183)

where xα ′ is an arbitrary point on γ near the field point xα . In the covariant expres-
sions we have adopted the notation aσ := aα ′σ

α ′ , Ruσuσ := Rµ ′α ′ν ′β ′uµ ′σα ′uν ′σβ ′ ,
etc. The quantity r := uµ ′σ

µ ′ is a measure of the proper time between xα ′ and xα .
Equations (182) and (183) are given in Ref. [160] through order λ 2. Equation (4.7)
of Ref. [87] presents the covariant expansion of hS(1)

µν through order λ 4 (omitting
acceleration terms).

At second order, the self-field involves both the mass and spin of the object. It
can be written as the sum of three pieces,17

hS(2)
µν = hSS

µν +hSR
µν +hspin

µν . (184)

The spin contribution is

hspin
τa =

2Saini

s2 +O(s0), (185)

where other components are O(s0), and where Sab = εabiSi is the spin tensor and Si

the spin vector. The other two pieces are either quadratic in the mass,

hSS
ττ =−2m2

s2 −
7
3 m2Eabn̂ab +O(s lns), (186a)

hSS
τa =− 10

3 m2Bbc
εacd n̂b

d +O(s lns), (186b)

hSS
ab =

8
3 m2δab−7m2n̂ab

s2 +m2
(

4Ec(an̂b)
c− 4

3Ecdδabn̂cd + 7
5Ecd n̂ab

cd
)

− 16
15 m2Eab lns+O(s lns), (186c)

or involve products of the mass with the regular field,

17 Ref. [160] further divides hSR
µν into two pieces, labeled hSR

µν and hδm
µν .
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hSR
ττ =−m

s

(
hR1

ab n̂ab + 1
3 hR1

ab δ
ab +2hR1

ττ

)
+O(s0), (187a)

hSR
τa =−m

s

(
hR1

τb n̂a
b + 4

3 hR1
τa

)
+O(s0), (187b)

hSR
ab =

m
s

[
2hR1

c(an̂b)
c−δabhR1

cd n̂cd−
(
hR1

i j δ
i j +hR1

ττ

)
n̂ab

+ 2
3 hR1

ab + 1
3 δabhR1

cd δ
cd + 2

3 δabhR1
ττ

]
+O(s0). (187c)

On the right, the components of hR1
µν are evaluated at s = 0. At order s0, hSR

µν also
depends on first derivatives of hR1

µν evaluated at s= 0; at order s, it depends on second

derivatives of hR1
µν evaluated at s = 0; and so on. hS(2)

αβ
is given in Fermi coordinates

through order s in Appendix D of Ref. [154].
In covariant form, these fields are

hspin
µν =

4gα ′
µ gβ ′

ν u(α ′Sβ ′)γ ′σ
γ ′

λ 2s3 +O(λ 0), (188)

with Sα ′β ′ := ea
α ′e

b
β ′Sab,

hSS
µν =

m2

λ 2s4 gα ′
µ gβ ′

ν

{
5s2gα ′β ′ −7σα ′σβ ′ −14rσ(α ′uβ ′)− (7r2−3s2)uα ′uβ ′

]}
− 16

15
m2gα ′

µ gβ ′
ν ln(λ s)Rα ′uβ ′u +

m2λ 0

150s6 gα ′
µ gβ ′

ν

{
10s2gα ′β ′

(
25r2 + s2)Rσuσu

+20rs2 [35rσ(α ′Rβ ′)uσu +
(
35r2−31s2)u(α ′Rβ ′)uσu− s2Rσ(α ′β ′)u

]
+10s4Rα ′σβ ′σ −350rs2

σ(α ′Rβ ′)σuσ −10s2(35r2−17s2)u(α ′Rβ ′)σuσ

+2s4 (5r2 +26s2)Rα ′uβ ′u−70
[(

10r2−3s2)
σα ′σβ ′

+4r
(
5r2−4s2)u(α ′σβ ′)

]
Rσuσu−20

(
35r4−53r2s2−6s4)uα ′uβ ′Rσuσu

}
+O(λ lnλ ) , (189)

and

hSR
µν =

m
λ s3 gα ′

µ gβ ′
ν

{
gα ′β ′

[
2
3
s2hR1

µ ′ν ′g
µ ′ν ′ −

(
r2− s2)hR1

uu −hR1
σσ −2rhR1

uσ

]
+ s2

δmα ′β ′ −
2
3

hR1
α ′β ′s

2 +2hR1
σ(α ′σβ ′)+2rhR1

σ(α ′uβ ′)−2hR1
σσ uα ′uβ ′

−hR1
µ ′ν ′g

µ ′ν ′
[
σα ′σβ ′ +2rσ(α ′uβ ′)+(r2− s2)uα ′uβ ′

]
+2rhR1

u(α ′σβ ′)

+2(r2− s2)hR1
u(α ′uβ ′)+4hR1

uσ σ(α ′uβ ′)−2hR1
uu σα ′σβ ′

}
+O

(
λ

0) , (190)

where
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δmαβ =
1
3

m
(

2hR1
αβ

+gαβ gµν hR1
µν

)
+4mu(α hR1

β )µ uµ

+m(gαβ +2uα uβ )u
µ uν hR1

µν . (191)

The covariant expressions for hSS
µν and hSR

µν are known through order λ [160] and

are available upon request to the authors. The covariant expansion of hspin
µν appears

explicitly here for the first time, but it is known to higher order in λ [118].
In this section, we have stated results from the so-called self-consistent expansion

of the metric [152]. In this framework, the metric is not expanded in an ordinary
Taylor series in ε . Instead, it takes the form

gexact
µν (xα ,ε) = gµν(xα)+ εh(1)µν(x

α ,P)+ ε
2h(2)µν(x

α ,P)+O(ε3), (192)

where P represents a list of system parameters: the worldline γ and multipole
moments of the small object, along with any evolving external parameters. If the
small object is orbiting a black hole that is approximately Kerr, the external param-
eters will consist of small, slowly evolving corrections to the black hole’s mass and
spin [127]. These parameters all evolve with time in an ε-dependent way, meaning
that Eq. (192) is not a Taylor series; this allowance for ε-dependent coefficients is
a hallmark of singular perturbation theory [107]. In the self-force problem, it must
be allowed in order to construct a uniformly accurate approximation on large time
scales [153]. It will lead naturally into the multiscale expansion described in the
later sections of this review.

If we use an ordinary Taylor series in place of Eq. (192), then zµ is replaced
with the series expansion zµ(τ,ε) = zµ

0 (τ)+ εzµ

1 (τ)+ . . . (referred to as a Gralla-
Wald expansion after the authors of Ref. [81]). Here zµ

0 is a geodesic of the external
background spacetime, and the local analysis described above is carried out with
series expansions in powers of distance from this geodesic. The acceleration aµ in
this approach is thus set to zero in all the above formulas. The ε dependence of zµ

then manifests itself in hS(2)
µν through an additional term,

hdipole
µν =

2mini(gµν +2uµ uν)

s2 +O(1/s) (193)

= gα ′
µ gβ ′

ν

[
−

2mµ ′σ
µ ′

λ 2s3 (gα ′β ′ +2uα ′uβ ′)+O(1/λ )

]
, (194)

proportional to a mass dipole moment mα = eα
a ma = mzα

1 . mα describes the position
of the object’s center of mass relative to zµ

0 . It appears in the second-order metric
perturbation in the outer expansion but in the zeroth-order inner metric, gobj

µν . By
setting mi to zero in the self-consistent expansion, one defines γ to be the center
of mass at this order. A correction to mi generically appears in h(3)µν and in gobj

µν +

εH(1)
µν , and it is likewise set to zero in a self-consistent expansion [155, 159]. In

a Gralla-Wald expansion, mi and corrections to it are allowed to be nonzero; for
that case, hdipole

µν is given through order λ 0 in Fermi coordinates in Sec. IVC of
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Ref. [152] (where mi is denoted Mi). Explicit expressions through order λ , in both
Fermi-coordinate and covariant form, are known through order λ [160] and are
available upon request.

In the context of a binary, the small object inspirals, eventually moving very far
from any initially nearby background geodesic. This causes zµ

1 and higher correc-
tions to grow large with time, spelling the breakdown of the Gralla-Wald expansion.
For this reason, we have focused on the self-consistent formulation in this review.
Refs. [152, 156, 157] provide detailed explications of the relationship between the
two types of expansions.

5.4 Equations of motion

Along with the local form of the metric perturbations, the Einstein equations deter-
mine the motion of the small object and the evolution of its mass and spin. Specifi-
cally, if we let γ be the object’s center of mass (by setting the mass dipole moment
in h(2)µν to zero), then the vacuum field equations uniquely determine the first-order
equations of motion [131, 81, 152]

D2zα

dτ2 =−1
2

Pαδ

(
2hR(1)

δβ ;γ −hR(1)
βγ;δ

)
uβ uγ − 1

2m
Rα

βγδ uβ Sγδ +O(ε2) (195)

and
dm
dτ

= O(ε2) and
DSαβ

dτ
= O(ε3). (196)

The first term on the right of Eq. (195) is referred to as the first-order gravita-
tional self-force (per unit mass) or as the MiSaTaQuWa force (after the authors
of Refs. [131, 167]); the second term on the right is the Mathisson-Papapetrou spin
force [119, 141].

Equation (195) represents the leading correction to geodesic motion for a gravi-
tating, extended, compact object.18 However, these equations are equivalent to those
of a test body, not in the background or in the physical spacetime but in the effective
metric ğµν . In particular, Eq. (195) can be rewritten as

D̆2zµ

dτ̆2 =− 1
2m

R̆α
βγδ ŭβ Sγδ +O(ε2), (197)

where τ̆ is proper time in ğµν , D̆
dτ̆

:= ŭα ∇̆α , ∇̆ is a covariant derivative compatible
with ğµν , and ŭµ = dzµ

dτ̆
. This is the equation of motion of a spinning test particle.

Similarly, the evolution equations (196) are the equations of a test mass and spin,
which are constant and parallel propagated, respectively.

18 For a non-compact object, finite-size effects from higher multipole moments will dominate over
self-force effects.



51

If we specialize to a spherical, nonspinning object (and set the subleading mass
dipole moment to zero), the field equations determine the second-order equation of
motion [155, 159]

D2zα

dτ2 =−1
2

Pαµ

(
gµ

δ −hR δ
µ

)(
2hR

δβ ;γ −hR
βγ;δ

)
uβ uγ +O(ε3) (198)

and dm
dτ

= O(ε3). This can be rewritten as the geodesic equation in ğµν ,

D̆2zµ

dτ̆2 = O(ε3). (199)

See Sec. IIIA of Ref. [156] for the (simple) steps involved in rewriting Eq. (198) as
Eq. (199).

For a generic compact object, the spin and quadrupole moments will both appear
in Eq. (198). Although the second-order equations of motion have not been derived
directly from the field equations in that case, it is known that at least through this
order, the motion remains that of a test body in some effective metric [193]. At
least for a material body, this remains true even in the fully nonlinear setting [85].
The spin’s evolution and its contribution to the acceleration through second order,
extracted from the nonlinear results for a material body, are given in Eq. (2.11) of
Ref. [3].

In this section we have again presented results for the self-consistent expansion.
In the Gralla-Wald approach, one instead obtains evolution equations for the mass
dipole moment. Such equations are derived at first order in Refs. [81, 152, 79] and
at second order in Ref. [80] (see also Ref. [156], which derives such second-order
equations in a more compact, parametrization-invariant form).

We stress that the equations in this section follow directly from the vacuum Ein-
stein equations, together with a center-of-mass condition, outside the small object.
There is no assumption about the object’s internal composition, nor is there any reg-
ularization of singular quantities. We refer to Refs. [47, 172, 45] for variants of the
approach described here and to Refs. [167, 74, 85] for alternatives to the matched-
expansions approach.

5.5 Skeleton sources: punctures and particles

After having derived the local form of the metric, and the equations of motion, we
can effectively remove the body zone from the problem. We do so by allowing the
local forms (179)–(190) to hold all the way down to γ . This causes the self-field to
diverge at γ , artificially introducing a singular field. However, this does not alter the
physics in the buffer region or external universe, and the singularity is more easily
handled than the small-scale physics of the small object.

Once the fields have been extended to γ , one can solve the field equations
throughout the spacetime using either a puncture scheme or point-particle meth-
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ods. The puncture scheme is the more general of the two approaches. We define the
puncture field

hP(n)
µν := hS(n)

µν W (200)

as the local expansion of hS(n)
µν truncated at some order λ k, multiplied by a window

function W that is equal to 1 in a neighbourhood of zα and transitions to zero at
some finite distance from zα .19 This implies that hP(n)

µν = hS(n)
µν +O(λ k+1). We then

define the residual field
hR(n)

µν := h(n)µν −hP(n)
µν , (201)

which satisfies hR(n)
µν = hR(n)

µν +O(λ k+1), making hR(n)
µν a Ck field at γ . Outside the

support of hP(n)
µν , hR(n)

µν becomes identical to the full field h(n)µν .

Moving hP(1)
µν to the right-hand side of the vacuum field equations, we obtain

field equations for hR(n)
µν :20

G(1)
µν [h

R(1)] =−G(1)
µν [h

P(1)] := Seff(1)
µν , (202)

G(1)
µν [h

R(2)] =−G(2)
µν [h

(1),h(1)]−G(1)
µν [h

P(2)] := Seff(2)
µν . (203)

These equations hold at all points off γ . The Ck behaviour of the solution is then en-
forced by defining the effective sources Seff(n)

µν as ordinary integrable functions at γ ,

rather than treating G(1)
µν [hP(n)] in the distributional sense of a linear operator acting

on an integrable function; this distinction is important to rule out delta functions in
the source, which would create spurious singularities in the residual field.

If k≥ 1, then we can replace hR(n)
µν with hR(n)

µν in the equations of motion (195) and

(198). The total field h(n)µν = hR(n)
µν +hP(n)

µν is also guaranteed to satisfy the physical
boundary condition in the buffer region (i.e., the matching condition) and at the
outer boundaries of the problem.

An alternative to the puncture scheme is to solve directly for the total fields h(n)µν .
Once extended to γ , they satisfy

G(1)
µν [εh(1)+ ε

2h(2)]+ ε
2G(2)

µν [h
(1),h(1)] = 8πTµν +O(ε3), (204)

19 Our description may seem (incorrectly) to imply that the puncture field is only defined in a
convex normal neighbourhood of the body. For numerical purposes, the puncture is extended over
a region of any convenient size. Typically this is done by converting the local, covariant expressions
in terms of Synge’s world function into expansions in coordinate distance, using, e.g., the Boyer-
Lindquist coordinates of the background spacetime. The punctures can then be extended as these
coordinate functions. The end result for the combined field h(n)µν = hR(n)

µν + hP(n)
µν is insensitive to

the choice of extension.
20 In the self-consistent approach, some care is required in formulating these equations. Specifi-
cally, they can only be split into a sequence of equations, one at each order in ε , after imposing
a gauge condition [152]; this is required in order to allow the puncture to move on an acceler-
ated trajectory. We do not belabour this point because we ultimately formulate the equations in a
somewhat different, multiscale form tailored to binary inspirals.
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where here we do interpret each term on the left-hand side in a distributional sense.
The stress-energy tensor is then defined by the left-hand side. Through second or-
der, it can be shown to be the stress-energy of a spinning particle in the effective
metric [44, 81, 152, 154, 194]:21

Tµν = m
∫

γ

ŭµ ŭν δ̆ (x,z(τ̆))dτ̆ +
∫

γ

ŭ(µ Sν)
α

∇̆α δ̆ (x,z(τ̆))dτ̆, (205)

where δ̆ (x,x′) = δ 4(xα−x′α )√
−ğ and ŭµ := ğµν ŭν . We refer to this point-particle stress-

energy as the Detweiler stress-energy after the author of Ref. [45]. Like the equa-
tions of motion, the point-particle approximation is a derived consequence of the
vacuum Einstein equations and the matching condition, rather than an input.

In cases where the point-particle method is well defined, it and the puncture
scheme yield identical full fields h(n)µν . However, unlike a puncture scheme, a point-

particle method does not yield the regular fields hR(n)
µν as output. The regular fields,

and self-forces, must instead be extracted from h(n)µν . This is most often done using
the method of mode-sum regularization [14, 10] reviewed in detail in Refs. [6, 206]
and sketched in Sec. 7.2 below.

We will refer to both the effective sources Seff(n)
µν and the point-particle source

Tµν as skeleton sources. This terminology follows Mathisson’s notion [119, 56] of
a “gravitational skeleton” (see also Refs. [53, 54, 55]): an extended body can be
represented by a singularity equipped with an infinite set of multipole moments.
Punctures provide a generalization of this concept to settings where the singulari-
ties are too strong to be represented by distributions. For that reason, although the
nomenclature of punctures and effective sources originated from methods of solving
the first-order field equations in Refs. [15, 196], punctures have a more fundamental
role at second and higher orders [171, 172, 45, 80, 154, 157]. For the same reason,
we have presented punctures as a more primitive concept than the point-particle
stress-energy.

In either approach, the skeleton sources presented here apply equally for all com-
pact objects, whether black holes or material bodies. The only distinguishing feature
of a material body would be a spin that surpasses the Kerr bound (i.e., |Si| > m2).
However, at third order in perturbation theory, the quadrupole moment will appear
in the perturbation h(3)µν . Unlike the mass and dipole moments, the quadrupole mo-
ment is not governed by the Einstein equation [55, 85, 86], and its evolution must
be determined from the object’s equation of state. Hence, at third order the interior
composition of the object begins to influence the external metric, and we can begin
to distinguish between black holes and material bodies. But note that the quadrupole
moments of compact objects differ primarily due to their differing tidal deformabil-
ity, and this difference is suppressed by an additional five powers of ε [23], suggest-
ing it is almost certainly irrelevant for small-mass-ratio binaries.

21 At second order, this is true in a class of highly regular gauges. In other gauges, it requires
a direct use of the puncture via a particular distributional definition of the nonlinear quantity
G(2)

µν [h(1),h(1)] [194].
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6 Orbital dynamics in Kerr spacetime

The previous section summarized the local problem in self-force theory: the reduc-
tion of an extended body to a skeleton source in the Einstein equations, along with
an equation of motion for that source. In the remaining sections, we turn to the
global problem: solving the perturbative Einstein equations, coupled to the equation
of motion (195) or (198), globally in a specific background metric.

In the context of a small-mass-ratio binary, the background geometry is the Kerr
spacetime of the central black hole. According to the equations of motion, the small
body in the binary is only slightly accelerated away from geodesic motion in that
background. This section summarizes (i) properties of bound geodesic motion in
Kerr spacetime and (ii) how to exploit those properties to analyze accelerated orbits.
We emphasize action-angle methods that mesh specifically with our treatment of
the Einstein equations in the final section of this review. However, much of our
treatment is valid for a more generic acceleration.

We warn the reader that the notation in this section differs in several ways from
that of the preceding section. The differences are noted in the first subsubsection
below.

6.1 Geodesic motion

6.1.1 Constants of motion, separable geodesic equation, and conventions

Geodesics in Kerr spacetime are integrable, with three constants of motion associ-
ated with the spacetime’s three Killing symmetries: (specific) energy E = −uα ξ α ,
(specific) azimuthal angular momentum Lz = uα δ α

φ
, and the Carter constant Q =

uα uβ (
??
Kαβ − 1

a2 ηα ηβ ).22

Inverting these three equations, together with gαβ uα uβ = −1, for the four-
velocity components, we obtain [66]

Σ
2
(

dr
dτ

)2

= R(r), (206)

Σ
2
(

dz
dτ

)2

= Z(z), (207)

Σ
dt
dτ

= Tr(r)+Tz(z)+aLz :=ft , (208)

Σ
dφ

dτ
= Φr(r)+Φz(z)−aE :=fφ . (209)

22 The constant K = uα uβ

??
Kαβ is also sometimes referred to as Carter’s constant.
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Here (t,r,z := cosθ ,φ) refer to Boyer-Lindquist coordinates,23 and

R(r) := [P(r)]2−∆
[
r2 +(aE−Lz)

2 +Q
]
, (210)

Z(z) := Q−
(
Q+a2

γ +L2
z
)

z2 +a2
γ z4, (211)

Tr(r) :=
r2 +a2

∆
P(r), (212)

Tz(z) :=−a2E(1− z2), (213)

Φr(r) :=
a
∆

P(r), (214)

Φz(z) :=
Lz

1− z2 , (215)

with P(r) :=E(r2+a2)−aLz and γ := 1−E2. We opt to use z rather than θ through-
out this section.

The equations for r(τ) and z(τ) are coupled, but they are immediately decoupled
by adopting a new parameter λ , called Mino time [129], that satisfies

dλ

dτ
= Σ

−1. (216)

(This is not to be confused with the bookkeeping parameter used in the local ex-
pansions of the previous section.) The equations also take a hierarchical form: once
r(λ ) and z(λ ) are known, Eqs. (208) and (209) can be straightforwardly integrated
to obtain t(λ ) and φ(λ ).

Given this hierarchical form, we will focus on the r–z dynamics. In Eq. (206),
R(r) is a fourth-order polynomial in r, meaning it can also be written as R(r) =
−γ(r− r1)(r− r2)(r− r3)(r− r4), with r1 ≥ r2 ≥ r3 ≥ r4. Similarly, in Eq. (207),
Z(z) = a2γ(z2− z2

1)(z
2− z2

2), with |z1| > |z2|. For bound orbits, the radial motion
oscillates between the turning points ra = r1 (apoapsis) and rp = r2 (periapsis),
and the polar motion between zmax = |z2| and zmin = −|z2|.24 Hence, the geodesic
is confined to a torus-like region rp ≤ r ≤ ra, |z| < zmax. If Q = 0, the motion is
confined to the equatorial plane z = 0. If a = 0 (i.e., in Schwarzschild spacetime),
the geodesic is likewise confined to a plane, which, due to Schwarzschild’s spherical
symmetry, can be freely chosen as z = 0. However, a generic orbit ergodically fills
the torus-like region.

For convenience in the remaining sections, we use lowercase Latin indices from
the beginning of the alphabet (a,b,c) to denote r or z and define xxx = (r,z). However,
repeated indices, as in an expression such as faxa, are not summed over; instead,
such sums will be written as fff · xxx := frxr + fzxz. An expression such as fa(xa) will
denote either one of fr(r) or fz(z), while an expression such as fa(xxx) will denote
either one of fr(r,z) or fz(r,z). fα(xβ ) will denote fα(t,r,z,φ).

23 Refs. [58, 66] and many other references instead define z as cos2 θ , with analogous differences
in their definitions of the roots zn defined below.
24 The other roots (r3, r4, and z1) do not correspond to physical turning points. In particular,
|z1|> 1.
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We use lowercase Latin indices from the middle of the alphabet (i, j,k) to la-
bel elements of a set of orbital parameters. For example, Pi = (E,Lz,Q). For these
indices, unlike a,b,c, we use Einstein summation.

We use f throughout this section to denote a generic function, not the specific
function f (r) that appears in the Schwarzschild metric (14). An overdot will denote
a derivative with respect to λ .

Finally, we preemptively refer the reader to Refs. [179, 129, 58, 59, 66, 204, 183]
for additional details about geodesic orbits in Kerr.

6.1.2 Quasi-Keplerian parametrization

Unlike Keplerian orbits, generic geodesics in Kerr do not close; the periods of ra-
dial, polar, and azimuthal motion are all, generically, incommensurate. Neverthe-
less, because of their doubly oscillatory nature, it is often useful in applications to
express the geodesic trajectories in a quasi-Keplerian form, replacing the constants
{E,Lz,Q} with an alternative set {p,e,zmax}. In terms of these, r and z can be writ-
ten in the manifestly periodic form [58]

r(ψr) =
pM

1+ ecosψr
, (217)

z(ψz) = zmax cosψz, (218)

where, for a bound orbit, 0 ≤ e < 1. The phases (ψr,ψz) are multiples of 2π at
periapsis and at z = zmax, respectively. Unlike r and z, which change direction every
half cycle, ψr and ψz grow monotonically, leading to better numerical behavior at
the turning points.

Because none of the periods are commensurate, ψr and ψz evolve independently
(of each other and of φ ). Using dψa

dλ
= dxa

dλ
/ dxa

dψa
, one finds [58]

dψr

dλ
=

M
√

γ[(p− p3)− e(p+ p3 cosψr)][(p− p4)+ e(p− p4 cosψr)]

1− e2

:=fr, (219)
dψz

dλ
=
√

a2γ(z2
1− z2

max cos2 ψz) :=fz, (220)

where p3 := r3(1−e)/M and p4 := r4(1+e)/M. These can be integrated subject to
arbitrary choices of initial phase ψa(0) = ψ0

a .
The parameters {p,e,zmax}, unlike {E,Lz,Q}, are related directly to the coor-

dinate shape of the orbit, specifically to its turning points. Equation (217) is the
formula for an ellipse, and it implicitly defines p and e to be the semi-latus rectum
and eccentricity of that ellipse, related to the periapsis and apoapsis by

rp =
pM

1+ e
and ra =

pM
1− e

. (221)
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As stated above, zmax = z2, but to further the analogy with Keplerian orbits, we can
also define an inclination angle ι such that25

z2 = zmax = sin ι . (222)

The remaining roots of R(r) and Z(z) are also compactly expressed in terms of
these parameters [66]:

r3 =
1
2

(
α +

√
α2−4β

)
and r4 = β/r3, (223)

where α := 2M/γ− (ra + rp) and β := a2Q/(γrarp), and

z1 =

√
Q

a2γz2
max

. (224)

These expressions are in a “mixed” form that involves both sets of constants. How-
ever, {E,Lz,Q} can be written in terms of {p,e, ι} as [59]26

E2 =
2|d,g,h|− |d,h, f |−2χ

√
|d,g,h|2 + |h,d,g,h, f |+ |h,d,h,g, f |

| f ,h|2 +4| f ,g,h|
, (225)

Lz =−
gpME

hp
+Mχ

√
g2

pE2

h2
p

+
fpE2−dp

hp
, (226)

Q = z2
max

(
a2

γ +
L2

z

cos2 ι

)
, (227)

where χ := sgn(Lz) is +1 for prograde orbits and −1 for retrograde,

d(r) := ∆(r2 + z2
maxa2)/M4, (228)

f (r) := (r/M)4 +a2[r(r+2M)+ z2
max∆ ]/M4, (229)

g(r) := 2ar/M2, (230)

h(r) := [r(r−2M)+∆ tan2
ι ]/M2, (231)

and a subscript a or p indicates evaluation at ra or rp. The quantities | · | appearing
in E2 are determinants or products of determinants that we define recursively as
| f ,g| := fpga− fagp and | f ,g, . . . | := | f ,g||g, . . . |.

Given the parametrizations (217) and (218) and the equations of motion (208)
and (209), t(λ ) and φ(λ ) can be written as

25 Ref. [58] and some other authors use the alternative, inequivalent definition cos ι = Lz√
L2

z+Q
. This

does not describe the maximum coordinate inclination angle but has other useful properties [98].
26 Note that r1 and r2 have the opposite meaning in Ref. [59] than their meaning here. Our notation
for the roots rn follows Ref. [66].
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t(λ ) = t0 + tr(ψr(λ ))+ tz(ψz(λ ))+aLzλ , (232)
φ(λ ) = φ0 +φr(ψr(λ ))+φz(ψz(λ ))−aEλ , (233)

with

ta(ψa) =
∫

ψa

ψ0
a

Ta(ψ
′
a)

fa(ψ ′a)
dψ
′
a and φa(ψa) =

∫
ψa

ψ0
a

Φa(ψ
′
a)

fa(ψ ′a)
dψ
′
a. (234)

Here t0 and φ0 are integration constants.
This completes the quasi-Keplerian description of geodesic orbital motion. Tra-

jectories are described by the three constants of motion pi := (p,e, ι) and the four
secularly growing phase variables ψα :=(t,ψr,ψz,φ). A given trajectory is uniquely
specified by the set of seven constants {p,e, ι , t0,ψ0

r ,ψ
0
z ,φ0}, called orbital ele-

ments. The solution to the geodesic equation can also be put in closed, analytical
form [66] by expressing ψα(λ ) in terms of elliptic integrals and their inverses (the
Jacobi elliptic functions).

6.1.3 Fundamental Mino frequencies and action angles

It is often essential to decompose quantities on the worldline into Fourier series, par-
ticularly when solving the perturbative Einstein equations in the frequency domain.
This procedure is expedited by knowing the orbit’s fundamental frequencies. In this
section, we summarize the calculation of frequencies and of phase variables (action
angles) associated with those frequencies. Unlike the phases ψα , the angle variables
are strictly linear in λ , facilitating Fourier expansions in that time variable.

In the right-hand sides of Eqs. (208), (209), (219), and (220), we have defined
the “frequencies” fα(ψψψ) as the rates of change of ψα ,

dψα

dλ
=fα(ψψψ). (235)

The true frequencies ϒα associated with λ are the average rates of change of ψα ,

ϒα = 〈fα〉λ , (236)

and the corresponding action angles are

qα =ϒα λ +q0
α , (237)

with arbitrary constants q0
α . For a function f [r(λ ),z(λ )] on the worldline, the aver-

age is defined as

〈 f 〉
λ

:= lim
Λ→∞

1
2Λ

∫
Λ

−Λ

f dλ . (238)
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For a generic, nonresonant orbit, this average agrees with the torus average27

〈 f 〉qqq =
1

(2π)2

∮
f d2q, (239)

We use
∮

d2q to denote
∫ 2π

0 dqr
∫ 2π

0 dqz and
∮

d2ψ for the analogous integral over
ψψψ .

To simplify the analysis, we choose our phase space coordinates qqq such that qr
vanishes at some periapsis and qz vanishes at some z = zmax. We furthermore choose
qt , qφ , our spacetime coordinates t and φ , and our parameter λ such that they all
vanish at some particular passage through periapsis. These choices, which do not
represent any loss of generality, imply

q0
α = ψ

0
α = 0 for α = t,r,φ , (240a)

q0
z =−ϒzλ

0
z , (240b)

where λ 0
z is the first value of λ at which z = zmax. ψ0

z can be inferred from q0
z . One

can easily do without these specifications if desired.
With our choices, qa represents the mean growth of ψa from the first radial or

polar turning point, and we can express it in terms of ψa as

qa(ψa) =ϒa

∫
ψa

0

dψ ′a
fa(ψ ′a)

. (241)

This allows us to straightforwardly write the torus average as as an integral over ψψψ ,

〈 f 〉qqq =
1

ΛrΛz

∮ f d2ψ

fr(ψr)fz(ψz)
, (242)

where Λa =
∫ 2π

0
dψa

fa(ψa)
is the radial or polar period with respect to λ . Although

they agree generically, 〈 f 〉λ and 〈 f 〉qqq differ in the special case of resonant orbits,
discussed in later sections.

For the r and z motion, the frequencies reduce to ϒa = 2π/Λa, which can be
analytically evaluated to [66]

ϒr =
π
√

γ(ra− r3)(rp− r4)

2K(kr)
, (243)

ϒz =
π
√

a2γ z1

2K(kz)
, (244)

where

27 We focus only on functions of r and z, which are automatically periodic functions of the intrinsic
phases ψψψ and qqq. The averaging operation immediately generalizes in the natural way to functions
f [zα (λ )] that are periodic in t and φ .
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K(x) :=
∫

π/2

0

dθ√
1− xsin2

θ

(245)

is the complete elliptic integral of the first kind, and its arguments are kr :=
ra−rp
ra−r3

r3−r4
rp−r4

and kz := (zmax/z1)
2.

The frequencies of t and φ motion can also be found analytically. Because of the
additive forms of dt

dλ
and dφ

dλ
in (208) and (209), the averages reduce to a sum of

one-dimensional integrals. Evaluating those integrals leads to [204]

ϒt =
E
2
[r3(ra + rp + r3)− rarp +(ra + rp + r3 + r4)Fr +(ra− r3)(rp− r4)Gr]

+
2M

r+− r−

[
(4M2E−aLz)r+−2Ma2E

r3− r+

(
1− F+

rp− r+

)
− (+↔−)

]
+4M2E +

EQ(1−Gz)

γ z2
max

+2ME(r3 +Fr), (246)

ϒφ =
a

r+− r−

[
2MEr+−aLz

r3− r+

(
1− F+

rp− r+

)
− (+↔−)

]
+

LzΠ(z2
max,kz)

K(kz)
, (247)

where we have introduced Ga := E(ka)
K(ka)

and FA := (rp−r3)
Π(hA,kr)
K(kr)

for A = {r,+,−},

with hr =
ra−rp
ra−r3

and h± := (ra−rp)(r3−r±)
(ra−r3)(rp−r±)

. Here r± = M±
√

M2−a2 denote the inner
and outer horizon radii, and

E(x) :=
∫

π/2

0
dθ

√
1− xsin2

θ , (248)

Π(x,y) :=
∫

π/2

0

dθ

(1− xsin2
θ)
√

1− ysin2
θ

(249)

are the complete elliptic integrals of the second and third kind, respectively.
In terms of the angle variables, a quantity f (r,z) on the worldline can be ex-

panded in the Fourier series

f [r(λ ),z(λ )] = ∑
kkk

f (q)kkk e−iqkkk(λ ), (250)

where qkkk := kkk ·qqq = krqr +kzqz, and unless stated otherwise, sums range over kkk ∈Z2.
The coefficients are given by

f (q)kkk =
1

(2π)2

∮
f eiqkkk d2q, (251)

which can also be calculated as
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f (q)kkk =
ϒrϒz

(2π)2

∮ f eiqkkk(ψψψ)

fr(ψr)fz(ψz)
d2

ψ (252)

with qkkk(ψψψ) = krqr(ψr) + ikzqz(ψz) given by Eq. (241). The torus average of the
function (and infinite λ average for nonresonant orbits) is the zero mode in the
Fourier series: 〈 f 〉qqq = f (q)00 .

Using such Fourier expansions, we can invert Eq. (241) to write the phases
ψα in terms of the angle variables. The transformation qα → ψα(qβ ) must satisfy
∂ψα

∂qβ
ϒβ = dψα

dλ
=fα together with our choice ψα(qβ = 0) = 0. The solution is the

sum of a secular and a purely oscillatory piece:

ψα(qβ ) = qα −∆ψα(0)+∆ψα(qqq), (253)

where

∆ψa = ∑
k 6=0

fk
a e−ikqa

−ikϒa
, (254)

∆ t = ∆ tr +∆ tz := ∑
k 6=0

(
T k

r e−ikqr

−ikϒr
+

T k
z e−ikqz

−ikϒz

)
, (255)

∆φ = ∆φr +∆φz := ∑
k 6=0

(
Φk

r e−ikqr

−ikϒr
+

Φk
z e−ikqz

−ikϒz

)
. (256)

Ta and Φa are given in Eqs. (212)–(215), and we have written them, along with
fa(qa), as one-dimensional Fourier series in qa; e.g., Ta = ∑k T k

a e−ikqa . We will con-
sistently use ∆ to indicate that a quantity is periodic in qqq with zero average.

We can conveniently write the coordinate trajectory in terms of the action angles
as the sum of a secular term and an oscillatory term:

zα(λ ) = zα
sec[qβ (λ )]+∆zα [qqq(λ )], (257)

where the secular piece is

zα
sec(qβ ) = (qt ,0,0,qφ )+

[
−∆ t(0),r(q)0 ,z(q)0 ,−∆φ(0)

]
, (258)

and the purely oscillatory pieces are given by Eqs. (255), (256), and

∆xa(qa) = ∑
k 6=0

xa
(q)k e−ikqa , (259)

with coefficients readily calculated from Eq. (252). Ref. [66] gives xa(qa) in closed
form in their Eqs. (26) and (38), ∆ t as the sum of their t(r) and t(θ) in their Eqs. (28)
and (39), and ∆φ as the sum of their φ (r) and φ (θ) in those same equations. (We
caution the reader that the notation in Ref. [66] differs from ours in several ways.)
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Our description here has followed the constructive approach of Refs. [58, 59, 66],
finding the frequencies and angle variables by directly solving the geodesic equa-
tion. There is an alternative, historically prior approach [179] based on the Hamil-
tonian description of geodesics, which builds on Carter’s original proof [33] of in-
tegrability using the Hamilton-Jacobi equation. That approach derives action an-
gles and their associated fundamental frequencies from a canonical transformation
(zα ,uα)→ (qα ,Jα), where the actions Jα are the canonical momenta conjugate to
the action angles qα .

6.1.4 Fundamental Boyer-Lindquist frequencies and action angles

For the purpose of decomposing fields, such as the metric perturbation, into Fourier
modes, it is more useful to know the frequencies with respect to coordinate time t.
These are the frequencies observed at infinity and that appear in the gravitational
waveform. They are given by

Ωα =
ϒα

ϒt
. (260)

The angle variables associated with them are

ϕα = Ωα t +ϕ
0
α (261)

with Ωt = 1. We choose the origin of this phase space in analogy with Eq. (240):

ϕ
0
α = 0 for α = t,r,φ , and ϕ

0
z =−Ωzt0

z , (262)

where t0
z is the first value of t at which z = zmax.

These new angle variables are related to qα by a transformation that must satisfy
∂ϕα

∂qβ
ϒβ = dϕα

dλ
= Ωαft(qqq). Such a transformation, with our choice of origin ϕα(qβ =

0) = 0, is
ϕα(qβ ) = qα −Ωα ∆ t(0)+Ωα ∆ t(qqq) (263)

with ∆ t given by Eq. (255).
In analogy with Eq. (250), a function of r and z on the worldline can be expanded

in a Fourier series
f [r(t),z(t)] = ∑

kkk
f (ϕ)kkk e−iϕkkk(t), (264)

with ϕkkk := kkk ·ϕϕϕ = krϕr+kzϕz and with coefficients given by the analog of Eq. (251).
Using the Jacobian det

(
∂ϕa
∂qb

)
=ft/ϒt , we can also write the coefficients as integrals

over qqq,

f (ϕ)kkk =
e−iΩkkk∆ t(0)

(2π)2ϒt

∮
ft eiqkkk+iΩkkk∆ t(qqq) f d2q, (265)

where Ωkkk := krΩr + kzΩz. Or we can write them as integrals over ψψψ ,
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f (ϕ)kkk =
ϒrϒz

(2π)2ϒt

∮
ft(ψψψ)eiqkkk(ψψψ)+iΩkkk[δ tr(ψr)+δ tz(ψz)] f

fr(ψr)fz(ψz)
d2

ψ, (266)

where qa(ψa) is given by Eq. (241), and

δ ta(ψa) := ∆ ta[qa(ψa)]−∆ ta(0) =
∫

ψa

0

Ta(ψ
′
a)−〈Ta〉λ
fa(ψ ′a)

dψ
′
a, (267)

with Ta given by Eq. (212) and (213). If f is separable [i.e., if it can be written as
a sum of products of the form fr(r) fz(z)], then expressing the integrals in terms
of qqq or ψψψ allows one to evaluate the two-dimensional integral as a product of one-
dimensional integrals.

We can further define an average over t,

〈 f [r(t),z(t)]〉t := lim
T→∞

1
2T

∫
∞

−∞

f dt, (268)

which for nonresonant orbits is equal to the torus average

〈 f 〉ϕϕϕ :=
1

(2π)2

∮
f d2

ϕ = f (ϕ)00 . (269)

Note that the meaning of a time average (and associated torus average) inherently
depends on one’s choice of time parameter [161], and that 〈 f 〉t differs from 〈 f 〉

λ
:

〈 f 〉t =
1
ϒt
〈ft f 〉

λ
= 〈 f 〉

λ
+

1
ϒt

∑
kkk 6=0

f
(q)
tkkk f (q)−kkk . (270)

The relevance of each average depends on context.
Using these Fourier expansions, we can express the phases ψα in terms of ϕα .

The two are related by a transformation satisfying ∂ψα

∂ϕβ
Ωβ = dψα

dt . With our choice

of origin ψα(ϕβ = 0) = 0, the solution is

ψα(ϕβ ) = ϕα −∆ϕ ψα(0)+∆ϕ ψα(ϕϕϕ). (271)

The oscillatory terms are ∆ϕ ψt = 0 and

∆ϕ ψα = ∑
kkk 6=0

(
dψα

dt

)(ϕ)
kkk

−iΩkkk
e−iϕkkk for α = r,z,φ . (272)

Here we use ∆ϕ rather than ∆ to indicate that a quantity is purely oscillatory (i.e.,
periodic with zero mean) with respect to ϕϕϕ rather than qqq. (dψα/dt)(ϕ)kkk can be cal-
culated using Eq. (266) with dψα/dt =fα/ft .

Just as we did with qα , we can express the coordinate trajectory in terms of ϕα

as the sum of a secular and an oscillatory piece,
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zα(t) = zα

(ϕ)sec[ϕβ (t)]+∆ϕ zα [ϕϕϕ(t)], (273)

where the secular piece is

zα

(ϕ)sec(ϕβ ) =
(
ϕt ,0,0,ϕφ

)
−
[
0,r(ϕ)00 ,z(ϕ)00 ,−∆ϕ φ(0)

]
, (274)

and the oscillatory pieces are ∆ϕ t = 0, ∆ϕ φ given by Eq. (272) (recalling ψφ := φ ),
and

∆ϕ xa(ϕϕϕ) = ∑
kkk 6=0

xa
(ϕ)kkk e−iϕkkk , (275)

with coefficients calculated from Eq. (266).

6.1.5 Resonant orbits

Recall that the the radial and polar motions are restricted to a torus-like region rp ≤
r ≤ ra and |z| ≤ zmax in physical space. If the periods of radial and polar motion
are incommensurate, then the orbit ergodically fills this region. The transformation
xa→ qa maps the r–z motion onto the surface of a torus in phase space, which the
angles qa ergodically cover. However, for some values of the orbital parameters, the
periods are commensurate, meaning kres

r ϒr + kres
z ϒz = 0 for some nonzero integers

(kres
r ,kres

z ). [Since integer multiples of (kres
r ,kres

z ) will also satisfy this condition, we
take (kres

r ,kres
z ) to be the smallest two such integers.] In these cases, rather than

having two independent frequencies, the r–z motion has a single frequency, ϒ =
ϒz/|kres

r | =ϒr/|kres
z |, and rather than ergodically covering the torus, the orbit closes

on the torus and in the r–z plane. The actual shape of this closed orbit is not uniquely
specified by its frequencies but depends strongly on the relative initial phase ψ0

r −
ψ0

z .
Such orbits are referred to as resonant [64]. For resonant orbits, the average over

the torus no longer represents a meaningful average over the orbit. Rather than hav-
ing the single stationary mode f (q)00 , a function f (r,z) on the worldline has an infinite
set of stationary modes corresponding to all integer multiples of kkkres. The infinite
Mino-time average in Eq. (238) is then

〈 f [r(λ ),z(λ )]〉
λ
= lim

Λ→∞

1
2Λ

∫
Λ

−Λ

f dλ =
∞

∑
N=−∞

f (q)Nkkkres ; (276)

for a resonant orbit, the infinite λ average does not, generically, agree with the torus
average f (q)00 .

More broadly, the Fourier series (250) becomes degenerate: qkkk(λ ) = qkkk+Nkkkres(λ )
for all integers N. However, since there is a common period, we can replace the two
action angles qa with a single angle q(λ ) = ϒ λ and rewrite the two-dimensional
Fourier series (250) as a non-degenerate one-dimensional one,
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f [r(λ ),z(λ )] = ∑
k∈Z

f (q)k e−kq(λ ). (277)

The coefficients are related to those in Eq. (250) by f (q)k = ∑kkk f (q)kkk , where the sum

ranges over all (kr,kz) satisfying kr|kres
z |+ kz|kres

r |= k. We then have 〈 f 〉
λ
= f (q)0 .

The set of resonant orbits is dense in the space of frequencies, though it is of
measure zero. A given resonant ratio ϒr/ϒz = |kres

z |/|kres
r | describes a surface in the

parameter space spanned by pi. We refer to Ref. [28] for the characterization of the
locations of these surfaces and to Refs. [83, 65, 120, 29] for further discussion of
resonant geodesic orbits.

6.2 Accelerated motion

6.2.1 Evolution of orbital parameters

We now consider an accelerated orbit satisfying the equation of motion (13), which
we write compactly as

D2zα

dτ2 = f α . (278)

The normalization uα uα = −1 implies that f α is orthogonal to the worldline:
f α uα = 0.

If we continue to define E =−ut , Lz = uφ , and Q = uα uβ

??
Kαβ − 1

a2 (uφ̃
)2 on the

accelerated orbit, then

dE
dτ

=− ft ,
dLz

dτ
= fφ ,

dQ
dτ

= 2
??
Kαβ uα fβ −

2
a2 u

φ̃
f
φ̃
, (279)

where f
φ̃
= a( fφ + a ft) and u

φ̃
= a(Lz− aE). In other words, the “constants” of

motion are no longer constant. However, if f α is small, each parameter will change
only slowly or oscillate slightly around a slowly varying mean.

Our treatment of accelerated orbits mirrors that of geodesics, beginning with
quasi-Keplerian methods and then describing the calculation of fundamental fre-
quencies and perturbed angle variables. In the quasi-Keplerian treatment we place
no restriction on f α , and in particular we do not assume it is small. In the treatment
of perturbed angle variables we restrict the analysis to a small perturbing force,
setting f µ

(0) = 0 in Eq. (13).

6.2.2 Method of osculating geodesics

In celestial mechanics, perturbed Keplerian orbits have historically been described
using the method of osculating orbits. The idea in this method is, given an ex-
act solution to the unperturbed problem in terms of a set of orbital elements
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pi = {p,e, ι , . . .}, to write the perturbed orbit in precisely the same form but to
promote the orbital elements to functions of time. At each instant t, the perturbed
orbit with elements {p(t),e(t), ι(t), . . .} is tangent to a Keplerian ellipse (called the
osculating orbit) with those same values of orbital elements.

In general relativity, this idea is referred to as the method of osculating geodesics
[129, 162, 73, 205]. Our geodesics in Kerr are described by Eqs. (217), (218), (232),
and (233), which involve the seven orbital elements IA = {p,e, ι , t0,ψ0

r ,ψ
0
z ,φ0}. If

we let zα
G(I

A,λ ) denote a geodesic with these orbital elements, and żα
G(I

A,λ ) =
∂ zα

G/∂λ its tangent vector, then the osculation conditions are

zα(λ ) = zα
G[I

A(λ ),λ ] and
dzα

dλ
(λ ) = żα

G[I
A(λ ),λ ]. (280)

These conditions define a one-to-one transformation (zα , żα)→ IA. Such a transfor-
mation is possible because the number of orbital elements is equal to the number
of degrees of freedom on the orbit: the eight degrees of freedom {zα , żα} minus the
constraint żα f α = 0.

The osculation conditions can be used to transform the equation of motion (278)
into evolution equations for IA(λ ). Appealing to the chain rule dzα

dλ
=

∂ zα
G

∂ IA
dIA

dλ
+

∂ zα
G

∂λ
,

to the geodesic equation for zα
G (in terms of the non-affine parameter λ ), and to the

equation of motion (278) for zα (converted to the non-affine parametrization), we
find [162]

∂ zα
G

∂ IA
dIA

dλ
= 0, (281)

∂ żα
G

∂ IA
dIA

dλ
= f α

(
dτ

dλ

)2

+[κ(λ )−κG(λ )]żα
G, (282)

where κ =
( dτ

dλ

)−1 d2τ

dλ 2 . If we define λ to satisfy Eq. (216) on both the geodesic and
accelerated orbit, then κ = κG = Σ−1 dΣ

dλ
, simplifying Eq. (282) to

∂ żα
G

∂ IA
dIA

dλ
= Σ

2 f α . (283)

These equations are exact, and f α need not be small.
Equations (281) and (283) can be straightforwardly inverted to solve for dIA

dλ
, pro-

viding a system of first-order ordinary differential equations for the orbital elements.
However, working with the initial phases {t0,ψ0

r ,ψ
0
z ,φ0} is cumbersome in practice.

In the above evolution equations, the phases ψa are given by their geodesic values,
meaning the solutions to Eqs. (219) and (220) with fixed IA. That is, at each value of
λ , in Eqs. (219) and (220) we replace dψa/dλ with dψa/dλ ′, then integrate from
λ ′= 0, with initial values ψ0

a (λ ), up to λ ′= λ . Similarly, in Eqs. (234), the integrals
are evaluated with fixed orbital elements in the integrands. The evolution equations
also involve derivatives of these integrals with respect to the orbital elements.
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Evaluating all these integrals at every time step would be computationally expen-
sive. In applications, it is therefore preferable to work with the variables {p,e, ι ,ψα}
instead of IA. We write a geodesic trajectory and its tangent vector as zα

G[p
i,ψβ (λ )]

and żα
G[p

i,ψβ (λ )] = ψ̇G
β

∂ zα
G

∂ψβ
, where ψ̇G

α =fα(pi,ψψψ) are the geodesic “frequencies”
given by Eqs. (208), (209), (219), and (220). The osculation conditions then read

zα(λ ) = zα
G[p

i(λ ),ψβ (λ )] and
dzα

dλ
(λ ) = żα

G[p
i(λ ),ψβ (λ )]. (284)

Appealing to the chain rule dzα

dλ
=

dψβ

dλ

∂ zα
G

∂ψβ
+ d pi

dλ

∂ zα
G

∂ pi , to the geodesic equation for

zα
G (in terms of λ ), and to the equation of motion (278) for zα (in terms of λ ), we

find that the osculation conditions imply

∂ zα
G

∂ pi
d pi

dλ
+

∂ zα
G

∂ψψψ
·δδδf= 0, (285)

∂ żα
G

∂ pi
d pi

dλ
+

∂ żα
G

∂ψψψ
·δδδf= Σ

2 f α . (286)

Here ∂ zα
G

∂ψψψ
·δδδf=

∂ zα
G

∂ψr
δfr +

∂ zα
G

∂ψz
δfz, and we have defined

δfa :=
dψa

dλ
− ψ̇

G
a . (287)

Eq. (285) and (286) provide eight equations for the seven derivatives dψα

dλ
and

d pi

dλ
; any one of the four equations represented by (286) may be eliminated using

f α uα = 0. The t and φ components of Eq. (285) are simply the osculation conditions

dψα

dλ
=fα(ψψψ, pi) for α = t,φ . (288)

The r and z components of Eq. (285) can be rearranged to obtain

δfa =−
∂ za

G/∂ pi

∂ za
G/∂ψa

d pi

dλ
, (289)

where we have used the fact that r is independent of ψz and that z is independent of
ψr. Substituting this into Eq. (286) yields

d pi

dλ
Li(zα

G) = Σ
2 f α , (290)

where

Li(x) :=
∂ ẋ
∂ pi −

∂ r/∂ pi

∂ r/∂ψr

∂ ẋ
∂ψr
− ∂ z/∂ pi

∂ z/∂ψz

∂ ẋ
∂ψz

. (291)

One can easily invert Eq. (290) to obtain equations for d pi

dλ
:
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d p
dλ

=
Σ 2

D

{
[Le(z),Lι(φ)] f r +[Le(φ),Lι(r)] f z +[Le(r),Lι(z)] f φ

}
, (292)

de
dλ

=
Σ 2

D

{
[Lι(z),Lp(φ)] f r +[Lι(φ),Lp(r)] f z +[Lι(r),Lp(z)] f φ

}
, (293)

dι

dλ
=

Σ 2

D

{
[Lp(z),Le(φ)] f r +[Lp(φ),Le(r)] f z +[Lp(r),Le(z)] f φ

}
, (294)

with [Li(x),L j(y)] := Li(x)L j(y)−L j(x)Li(y) and

D := Lp(r)[Le(z),Lι(φ)]+Le(r)[Lι(z),Lp(φ)]+Lι(r)[Lp(z),Le(φ)].
(295)

Finally, the evolution equations for ψa are obtained by substituting Eqs. (292)–
(294) into Eq. (289), yielding

dψa

dλ
=fa(pi,ψψψ)+δfa(pi,ψψψ), (296)

where

δfr =−
1

pesinψr

[
(1+ ecosψr)

d p
dλ
− p

de
dλ

cosψr

]
, (297)

δfz =
dι

dλ
cot ι cotψz. (298)

There are superficial singularities in these formulas when ψa is an integer multiple
of π . However, the divergences are analytically eliminated when the formulas are
explicitly evaluated.

The full set of evolution equations is given by Eqs. (292)–(294), (296), and (288).
In these equations, xa(λ ) = xa

G[p
i(λ ),ψa(λ )] is given by Eqs. (217)–(218), ẋa(λ ) =

ẋa
G[p

i(λ ),ψa(λ )] by

ṙ =
pMefr sinψr

(1+ ecosψr)2 and ż =−zmaxfz sinψz, (299)

with Eqs. (219)–(220) for fa, and (ṫ, φ̇) = (ft ,fφ ) by Eqs. (208) and (209). Wher-
ever E, Lz, and Q appear, they are given in terms of pi by their geodesic expres-
sions (225)–(227). The quantities [Li(x),L j(y)], when explicitly evaluated, consti-
tute lengthy analytical formulas in terms of pi and ψψψ . However, for several Li(x),
the second and third term vanish in Eq. (291). Specifically, Lι(r) = ∂ ṙ

∂ ι
= ∂ r

∂ψr

∂fr
∂ ι

,

and L j(z) = ∂ ż
∂ p j =

∂ z
∂ψz

∂fz
∂ j for j = p,e.

The evolution can be slightly simplified by adopting ψr or ψz as the parameter
along the trajectory. That is easily done by using, e.g., d pi

dψa
= 1

dψa/dλ

d pi

dλ
. How-

ever, for a sufficiently large perturbing force, dψa
dλ

can vanish at some points in
the evolution, making ψa an invalid parameter. In that case, we can split ψa into
ψa = ψG

a −ψ0
a , where dψG

a /dλ = fa and dψ0
a/dλ = −δfa. ψG

a is then a conve-
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nient, monotonic parameter along the worldline. Alternatively, t can be used, apply-
ing, e.g., d pi

dt =f−1
t

d pi

dλ
.

The evolution equations simplify more dramatically in the special case of equato-
rial orbits, for which z= f z = 0. In this case, ι and ψz do not appear, and Eqs. (292)–
(293) reduce to

d p
dλ

=
r4
[
Le(φ) f r−Le(r) f φ

]
Lp(r)Le(φ)−Le(r)Lp(φ)

, (300)

de
dλ

=
r4
[
Lp(r) f φ −Lp(φ) f r

]
Lp(r)Le(φ)−Le(r)Lp(φ)

, (301)

If ψG
r is used as the independent parameter along the orbit, then the other three

evolution equations are dψ0
r /dψG

r =−δfr/fr and Eq. (288) for t(ψG
r ) and φ(ψG

r ).
In our treatment we have left the evolution equations in a highly inexplicit form

even in the relatively simple equatorial case. Refs. [162] and [205] provide explicit
formulas in the cases of planar and nonplanar orbits in Schwarzschild spacetime.
Ref. [73] details the generic case in Kerr spacetime and describes several alternative
formulations of the osculating evolution.

Before proceeding, we note again that the equations in this section are valid for
arbitrary forces,28 though the orbital elements are most meaningful when the force
is small and the orbit is close to a geodesic. In the next section, we restrict to the
case of a small perturbing force.

6.2.3 Perturbed Mino frequencies and action angles

In the unperturbed case, the equations of geodesic motion could be written in terms
of the orbital parameters and angle variables as

dqα

dλ
=ϒα(pi), (302)

d pi

dλ
= 0. (303)

If the perturbing force is small, with an expansion

f α = ε f α

(1)(z
µ , żµ)+ ε

2 f α

(2)(z
µ , żµ)+O(ε3), (304)

and is periodic in t and φ , then the equations of forced motion can still be written in
terms of orbital parameters and angle variables:

28 However, the method has most often been applied [203, 138, 205, 195] in the context of an
approximation in which the self-force at each instant is approximated by the value it would take if
the particle had spent its entire prior history moving on the osculating geodesic. Since the force is
then constructed from the field generated by the osculating geodesic particle, this approximation
might more properly be dubbed the method of osculating sources.
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dqα

dλ
=ϒ

(0)
α (p j

q)+ εϒ
(1)

α (p j
q)+O(ε2), (305)

d pi
q

dλ
= εGi

(1)(p j
q)+ ε

2Gi
(2)(p j

q)+O(ε3). (306)

Note that the subscript q on the orbital parameters pi
q = (pq,eq, ιq) is a label, not an

index. The form (304) is mildly restrictive, and it does not include the Mathisson-
Papapetrou spin force, for example; for a spinning body, we must introduce ad-
ditional parameters and action angles describing the spin’s magnitude and direc-
tion [174, 209]. For our purposes we adopt a more restrictive form,

f α = ε f α

(1)(xxx, ż
µ)+ ε

2 f α

(2)(xxx, ż
µ)+O(ε3), (307)

which assumes that the force inherits the background spacetime’s symmetries. We
explain in Sec. 7.1.2 that the form (307) still needs further, minor alteration to de-
scribe the self-force, but it is sufficiently general as a starting point.

Unlike in the unperturbed case, the orbital parameters pi
q and frequencies are

no longer constant; they evolve slowly with time. However, the variables (qα , pi
q)

cleanly separate the two scales in the orbit’s evolution: the variables pi
q only change

slowly, over the long time scale ∼ 1/ε , while the angle variables qα change on the
orbital time scale ∼ 2π/ϒ

(0)
α . In the context of a small-mass-ratio binary, where

the inspiral is driven by gravitational-wave emission, the long time scale ∼ 1/ε is
referred to as the radiation-reaction time.

The division of the orbital dynamics into slowly and rapidly varying functions
has the same utility as in the geodesic case: it enables convenient Fourier expansions
of functions on the worldline, which mesh with a Fourier expansion of the field
equations (described in the final section of this chapter). Functions f (r,z) on the
accelerated worldline can be expanded in the Fourier series

f [r(λ ),z(λ )] = ∑
kkk

f (q)kkk (p j
q)e
−iqkkk(λ ), (308)

with a clean separation between slowly varying amplitudes and rapidly varying
phases. The coefficients remain given by Eq. (251). By eliminating oscillatory driv-
ing terms in the orbital evolution equations, the transformation to (qα , pi

q) also facil-
itates more rapid numerical evolutions [195] and, ultimately, more rapid generation
of waveforms [39]. In this and the next section, for visual simplicity we shall omit
the label “(q)” from mode coefficients associated with qqq.

Now, to put the equations of motion in the form (305)–(306), we begin with the
evolution equations (288), (292)–(294), and (296). Given the expansion (307), these
equations take the form

dψα

dλ
=f

(0)
α (ψψψ, p j)+ εf

(1)
α (ψψψ, p j)+O(ε2), (309)

d pi

dλ
= εgi

(1)(ψψψ, p j)+ ε
2gi

(2)(ψψψ, p j)+O(ε3). (310)
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Here gi
(n) is given by Eqs. (292)–(294) with f α → f α

(n). We have renamedfα tof(0)α ,

f
(1)
a is given by δfa with f α → f α

(1), and f
(1)
α = 0 for α = t,φ . In this form of the

equations, every term on the right is a periodic, oscillatory function of the phases.
However, one can transform to the new variables (qα , pi

q), which have no oscillatory
driving terms, using an averaging transformation [107, 195],29

ψα(qβ , p j
q,ε) = ψ

(0)
α (qβ , p j

q)+ εψ
(1)
α (qβ , p j

q)+O(ε2), (311)

pi(qβ , p j
q,ε) = pi

q + ε pi
(1)(qqq, p j

q)+ ε
2 pi

(2)(qqq, p j
q)+O(ε3), (312)

where
ψ

(0)
α (qβ , p j

q) = qα −∆ψ
(0)
α (0, pi

q)+∆ψ
(0)
α (qqq, p j

q) (313)

is the geodesic relationship, and the corrections ψ
(n)
α and pi

(n) for n > 0 are 2π-
periodic in each qa (with a potentially nonzero mean). In analogy with the geodesic
case, we have chosen the origin of phase space such that ψ

(0)
α (qβ = 0) = 0. This

choice will ensure that at fixed pi
q, ψ

(0)
α and qα satisfy all the relationships in

Sec. 6.1.3. Note that we could replace ∆ψ
(0)
α (0, pi

q) with any other qα -independent

function of pi
q; this would still represent a geodesic relationship between ψ

(0)
α and

qα , but with different choices of initial phases for different values of pi
q. For conve-

nience in later expressions, we define

Aα(pi
q) :=−∆ψ

(0)
α (0, pi

q). (314)

By substituting the expansions (311) and (312) into Eqs. (309) and (310), appeal-
ing to (305) and (306), and equating coefficients of powers of ε , one can solve for
the frequencies ϒ

(n)
α and driving forces Gi

(n), as well as for the functions in the av-
eraging transformation. Explicitly, the leading-order terms in Eqs. (309) and (310)
are

∂ψ
(0)
α

∂qβ

ϒ
(0)

β
=ϒ

(0)
α +ϒϒϒ

(0) · ∂∆ψ
(0)
α

∂qqq
=f

(0)
α (ψψψ(0), p j

q), (315)

Gi
(1)+ϒϒϒ

(0) ·
∂ pi

(1)

∂qqq
= gi

(1)(ψψψ
(0), p j

q). (316)

Equation (315) is simply the geodesic relationship between ψα and qα . It follows
that we can use the geodesic solution (241) for qa(ψ

(0)
a , pi

q). Concretely, we may
write

qa(ψ
(0)
a , pi

q) =ϒ
(0)

a (pi
q)
∫

ψ
(0)
a

0

dψ ′a

f
(0)
a (ψ ′a, pi

q)
, (317)

29 Here we combine a near-identity averaging transformation with a zeroth-order one.
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implying that the Fourier coefficients in Eq. (308) can be computed as the integrals
over ψψψ(0) in Eq. (251), with the replacements ϒa→ϒ

(0)
a and ψa→ ψ

(0)
a . This relies

on our particular choice of Aα in Eq. (314); different choices would lead to different
pi

q-dependent lower limits of integration in Eq. (317), which in turn would lead to
pi

q-dependent phase factors appearing in Eq. (251).
Using either of the forms (251) or (252), we can easily decompose Eqs. (315)

and (316) into Fourier series, with ∆ψ
(0)
α = ∑kkk 6=0 ∆ψ

(0,kkk)
α (p j

q)e−iqkkk and pi
(1) =

∑kkk pi
(1,kkk)(p j

q)e−iqkkk . From the kkk = 0 terms in the equations, we find

ϒ
(0)

α (p j
q) =

〈
f
(0)
α (ψψψ(0), p j

q)
〉

qqq
, (318)

Gi
(1)(p j

q) =
〈

gi
(1)(ψψψ

(0), p j
q)
〉

qqq
, (319)

and from the kkk 6= 0 terms we find

∆ψ
(0,kkk)
α (p j

q) =−
f
(0,kkk)
α (p j

q)

iϒ (0)
kkk (p j

q)
, (320)

pi
(1,kkk)(p j

q) =−
gi
(1,kkk)(p j

q)

iϒ (0)
kkk (p j

q)
, (321)

where ϒ
(0)

kkk := kkk ·ϒϒϒ (0) = krϒ
(0)

r + kzϒ
(0)

z . Note that these equations leave pi
(1,00) ar-

bitrary.
As foreshadowed above, Eqs. (318) and (320) are precisely the same as the

geodesic formulas (236) and (253) (with the replacement pi→ pi
q). The only change

is that the orbital parameters pi
q, which determine the frequencies and amplitudes,

now adiabatically evolve with time.
Importantly, Eq. (321) requires ϒ

(0)
kkk 6= 0. This condition fails at resonances,

where ϒ
(0)

kkkres = 0. Therefore, the averaging transformation is impossible when there
is a resonance. We discuss this resonant case in the next section. Eq. (320) also su-
perficially appears to encounter a singularity at resonance, but this is skirted by the
particular form of f(0,kkk)α , as we see from the more explicit formula (253).

Moving onto the first subleading order in Eqs. (309) and (310), we have
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ϒ
(1)

α +G j
(1)

∂ψ
(0)
α

∂ p j
q

+ϒϒϒ
(1)·∂∆ψ

(0)
α

∂qqq
+ϒϒϒ

(0) · ∂ψ
(1)
α

∂qqq

=f
(1)
α + p j

(1)
∂f

(0)
α

∂ p j
q
+ψψψ

(1) · ∂f
(0)
α

∂ψψψ(0) , (322)

Gi
(2)+G j

(1)

∂ pi
(1)

∂ p j
q
+ϒϒϒ

(1)·
∂ pi

(1)

∂qqq
+ϒϒϒ

(0) ·
∂ pi

(2)

∂qqq

= gi
(2)+ p j

(1)

∂gi
(1)

∂ p j
q
+ψψψ

(1) ·
∂gi

(1)

∂ψψψ(0) , (323)

where all quantities on the left are functions of (qqq, p j
q), and all those on the right are

functions of (ψψψ(0), p j
q). Taking the average of these equations yields

ϒ
(1)

α (pi
q) =

〈
f
(1)
α

〉
qqq
+

〈
pi
(1)

∂f
(0)
α

∂ pi
q
+ψψψ

(1) · ∂f
(0)
α

∂ψψψ(0)

〉
qqq

−G j
(1)

∂Aα

∂ p j
q
, (324)

Gi
(2)(p j

q) =
〈

gi
(2)

〉
qqq
+

〈
p j
(1)

∂gi
(1)

∂ p j
q
+ψψψ

(1) ·
∂gi

(1)

∂ψψψ(0)

〉
qqq

−G j
(1)

∂ pi
(1,00)

∂ p j
q

. (325)

We see from Eq. (324) that a judicious choice of pi
(1,00) allows us to set

ϒ
(1)

α = 0 for α = r,z,φ . (326)

Such a pi
(1,00) is determined from

pi
(1,00)

∂ϒ
(0)

α

∂ pi
q

=−
〈
f
(1)
α

〉
qqq
−∑

kkk 6=0
pi
(1,kkk)

∂f
(0,−kkk)
α

∂ pi
q
−

〈
ψψψ

(1) · ∂f
(0)
α

∂ψψψ(0)

〉
qqq

+G j
(1)

∂Aα

∂ p j
q

(327)
for α = r,z,φ . We could alternatively set ϒ

(1)
α = 0 for a different trio of components,

but this choice will be particularly useful in the final section of this review. This
freedom is in addition to the freedom discussed above regarding the choice of Aα ;
i.e., the functions Aα and pi

(1,00) in the averaging transformation are degenerate with

ϒ
(1)

α . Ref. [195] provides a more thorough discussion of the freedom within near-
identity averaging transformations.

The averages in Eqs. (324)–(325) involve ψ
(1)
a , which can be obtained from

Eq. (322). A 2π-biperiodic solution to that equation is30

30 This seems to be the unique 2π-biperiodic solution. Any other solution can only differ by a ho-
mogeneous solution to Eq. (322), which must take the form exp(

∫
f′adqa/ϒ

(0)
a ) f (qb−qaϒ

(0)
b /ϒ

(0)
a )

for some function f , with b 6= a. It appears that such a function cannot simultaneously be 2π peri-
odic in both qa and qb.
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ψ
(1)
a (qqq, p j

q) =
1

Ya(qa, p j
q)

∑
kkk

∑
k

Skkk
a(p j

q)Y k
a (p j

q)

−iϒ (0)
kkk − ikϒ

(0)
a −〈f′a〉qqq

e−iqkkk−ikqa , (328)

where Ya(qa, p j
q) := exp[−Fa(qa, p j

q)/ϒ
(0)

a (p j
q)] = ∑k Y k

a e−ikqa , Fa := ∑k 6=0
f′ka
−ik e−ikqa

is the antiderivative of the purely oscillatory part of f′a := ∂f
(0)
a /∂ψ

(0)
a , and

Sa(qqq, pi
q) :=−G j

(1)
∂ψ

(0)
a

∂ p j
q

+f
(1)
a + p j

(1)
∂f

(0)
a

∂ p j
q

= ∑
kkk

Skkk
a(pi

q)e
−iqkkk . (329)

The remaining pieces of Eqs. (322) and (323) determine the purely oscillatory
parts of ψ

(1)
t , ψ

(1)
φ

, and pi
(2). Specifically,

ψ
(1,kkk)
α =

1

−iϒ (0)
kkk

(
f
(1,kkk)
α +Pkkk

α −G j
(1)

∂∆ψ
(0,kkk)
α

∂ p j
q

)
, (330)

pi
(2,kkk) =

1

−iϒ (0)
kkk

(
gi
(2,kkk)+Qi

kkk−G j
(1)

∂ pi
(1,kkk)

∂ p j
q

)
(331)

for α = t,φ , where Pα := p j
(1)

∂f
(0)
α

∂ p j
q
+ψψψ(1) · ∂f

(0)
α

∂ψψψ(0) and Qi := p j
(1)

∂gi
(1)

∂ p j
q
+ψψψ(1) ·

∂gi
(1)

∂ψψψ(0) .

This averaging transformation can be carried to any order. Analogous calcula-
tions also apply if we use Pi = (E,Lz,Q) rather than pi = (p,e, ι). Ultimately, the
coordinate trajectory zα can be expressed in terms of (qα , pi

q) as

zα(qβ , pi
q) = zα

(0)(qβ , pi
q)+ εzα

(1)(qqq, pi
q)+O(ε2). (332)

The leading-order trajectory has the same dependence on qα and pi
q as a geodesic.

That is, if we write a geodesic as zα
G(qβ , pi), given by Eq. (257), then zα

(0)(qβ , pi
q) =

zα
G(qβ , pi

q). Wherever the geodesic expressions involve Pi, they are here evaluated
at Pi

q = (Eq,Lq,Qq), which are related to pi
q by the geodesic relationships. (We sup-

press the subscript z on Lz.) The difference between the geodesic and the accelerated
trajectory lies entirely in the evolution of their arguments: rather than evolving ac-
cording to Eqs. (302) and (303), qα and pi

q now evolve according to Eqs. (305) and
(306).

In the context of a binary, the small corrections εzα

(1)(qqq, pi
q) to the trajectory re-

main uniformly small over the entire inspiral until the transition to plunge [136];
because they are periodic functions of qqq, they have no large secular terms. t(1) and
φ (1) are given by Eq. (330), with t(1,00) and φ (1,00) left arbitrary. r(1) and z(1) are
given by

xa
(1) = ψψψ

(1) ·
∂xa

G

∂ψψψ(0) + pi
(1)

∂xa
G

∂ pi
q
, (333)
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with ψ
(1)
a given by Eq. (328), the oscillatory part of pi

(1) by Eq. (321), and pi
(1,00) by

Eq. (327).
Refs. [89, 120, 69, 102, 195] contain more detailed action-angle treatments of

perturbed orbits. With the exception of Ref. [195], these treatments have not begun
with equations of the form (309) and (310). Instead, they began with approximate
angle variables, which we will denote q̂α and which satisfy q̂α = qα +O(ε). The
equations of motion then take the form

dq̂α

dλ
=ϒ

(0)
α (p j)+ εU (1)

α (q̂qq, p j)+O(ε2), (334)

d pi

dλ
= εF i

(1)(q̂qq, p j)+ ε
2F i

(2)(q̂qq, p j)+O(ε3). (335)

Ref. [89] derives concrete equations of this form in the case that proper time τ

is used instead of Mino time and that {E,Lz,Q} are used instead of {p,e, ι}.31

[The driving forces F i
(n) are then given by Eq. (279).] The averaging transformation

(q̂α , pi)→ (qα , pi
q) can be found as we did above, with substantial simplifications

arising from the fact that dq̂α

dλ
is constant at leading order; the transformation is given

by Eqs. (383) and (384) below (without the restriction kkk 6= Nkkkres in the nonresonant
case).

Our particular construction in this section and the next is instead designed to link
the action-angle description with the quasi-Keplerian one. It appears here for the
first time. However, Ref. [195] considers more general sets of coupled differential
equations that involve variables analogous to our ψα as well as variables analogous
to q̂α , though without providing a solution analogous to our (328).

6.2.4 Perturbed Boyer-Lindquist frequencies and action angles

Because we solve field equations and extract waveforms using Boyer-Lindquist time
t, it is once again useful to construct variables (ϕα , pi

ϕ) associated with t, where ϕt =

ψt = t and pi
ϕ = (pϕ ,eϕ , ιϕ). The construction of the variables (ϕα , pi

ϕ) (and of their
evolution equations) is analogous to the construction based on λ : the osculating-
geodesic equations for dψα/dt and d pi/dt have the same form as Eqs. (309) and
(310), simply with f

(n)
α →f

(n)
α /f

(0)
t and gi

(n) → gi
(n)/f

(0)
t , and after a near-identity

averaging transformation we arrive at the equations of motion

dϕα

dt
= Ω

(0)
α (p j

ϕ), (336)

d pi
ϕ

dt
= εΓ

i
(1)(p j

ϕ)+ ε
2
Γ

i
(2)(p j

ϕ)+O(ε3). (337)

31 The notation in Ref. [89] differs in several significant ways from ours. In particular, Ref. [89]
uses λ to denote a rescaled τ , qα to denote an analogue of our q̂α (and associated with τ rather
than Mino time), and ψα to denote an analogue of our qα (again associated with τ).
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Ω
(0)
α are the geodesic frequencies, and Ω

(0)
t = 1. The corrections Ω

(n)
α for α = r,z,φ

and n > 0 are eliminated just as in the previous section, while Ω
(n)
t = 0 trivially for

n > 0 because dϕt/dt = 1.
The two sets of variables (ϕα , pi

ϕ) and (qα , pi
q) are related by a transformation

ϕα(qβ , p j
q,ε) = ϕ

(0)
α (qα , pi

q)+ εΦ
(1)
α (qqq, p j

q)+O(ε2), (338)

pi
ϕ(qβ , p j

q,ε) = pi
q + επ

i
(1)(qqq, p j

q)+O(ε2), (339)

where the leading term in ϕα is given by the geodesic relationship (263), which we
restate as

ϕ
(0)(qα , pi

q) := qα +Bα(pi
q)+Ω

(0)
α (pi

q)∆ t(0)(qqq, p j
q), (340)

defining
Bα(pi

q) :=−Ω
(0)
α (pi

q)∆ t(0)(0, p j
q). (341)

Like in the geodesic case, this value for Bα imposes that ϕα and qα (and ψ
(0)
α )

have the same origin in phase space. As discussed around Eqs. (314) and (317),
this means that we can immediately utilize all the relationships from Sec. 6.1.4. The
corrections Φ

(1)
α and π i

(1) are 2π-biperiodic in qqq.
The terms in this transformation, as well as the driving forces Γ i

(n), can be derived
by substituting Eqs. (338) and (339) into Eqs. (336) and (337). Taking the average
of the resulting equations and appealing to Eqs. (305) and (306), we obtain

Ω
(0)
α =

ϒ
(0)

α

ϒ
(0)

t

and Γ
i
(1) =

Gi
(1)

ϒ
(0)

t

(342)

at leading order and

Ω
(1)
α = 0 =− 1

ϒ
(0)

t

(
G j
(1)∂p j Bα + 〈Ri〉qqq∂piΩ

(0)
α + 〈Pt〉qqqΩ

(0)
α

)
, (343)

Γ
i
(2) =

1

ϒ
(0)

t

(
Gi
(2)+G j

(1)∂p j〈π i
(1)〉qqq−〈R

j〉qqq∂p jΓ
i
(1)−〈Pt〉qqqΓ

i
(1)

)
(344)

at the first subleading order, where Ri :=f
(0)
t π i

(1) and Pt =ψψψ(1) ·∂ψψψf
(0)
t + pi

(1)∂pif
(0)
t .

The average 〈π i
(1)〉qqq is chosen to enforce Ω

(1)
α = 0 in Eq. (343). The oscillatory parts

of the equations yield

∆ t(0,kkk) =
f
(0,kkk)
t

−iϒ (0)
kkk

, (345)

π
i
(1,kkk) =

f
(0,kkk)
t

−iϒ (0)
kkk

Γ
i
(1) (346)



77

at leading order and

Φ
(1,kkk)
α =

1

−iϒ (0)
kkk

(
Ri

kkk∂piΩ
(0)
α +Pkkk

t Ω
(0)
α −Gi

(1)∂i∆ϕ
(0,kkk)
α

)
(347)

at the first subleading order. In all of the above expressions, kkk refers to a Fourier
decomposition into e−iqkkk modes. All functions of pi are evaluated at pi

q, and inside
the integrals (251), all functions of ψψψ are evaluated at ψψψ(0)(qqq, pi

q).
When solving the field equations, we shall require Fourier decompositions with

respect to ϕϕϕ ,
f [r(t),z(t)] = ∑

kkk
f (ϕ)kkk (p j

ϕ)e−iϕkkk . (348)

We can calculate the coefficients as integrals over qqq using the transformation (338).
However, it is simpler to use the geodesic change of variables defined by the leading
term in the transformation. The coefficients are then given by Eq. (265) with the
replacements pi → pi

ϕ , ϒα →ϒ
(0)

α , fα →f
(0)
α , or by Eq. (266) with the additional

replacement ψψψ → ψψψ(0).
We will also require the transformation from (ψα , pi) to (ϕα , pi

ϕ):

ψα(ϕβ , pi
ϕ ,ε) = ψ

(0)
α (ϕβ , pi

ϕ)+ εψ
(ϕ,1)
α (ϕϕϕ, pi

ϕ)+O(ε2), (349)

pi(ϕα , p j
ϕ ,ε) = pi

ϕ + ε pi
(ϕ,1)(ϕϕϕ, p j

ϕ)+O(ε2). (350)

Following the same steps as in the previous section, at leading order we recover
the geodesic frequencies and find ψ

(0)
α (ϕβ , pi

ϕ) is given by the geodesic relation-
ship (271). Solving the subleading-order equations is made difficult because the
analogue of Eq. (322) has the form

ΩΩΩ
(0) · ∂ψ

(ϕ,1)
α

∂ϕϕϕ
−ψψψ

(ϕ,1) · ∂

∂ψψψ(0)

(
f
(0)
α

f
(0)
t

)
= . . . (351)

The α = r,z components of this equation, unlike those of Eq. (322), are coupled par-
tial differential equations for ψψψ(ϕ,1), which do not have a solution of the form (328).
However, we can find the subleading terms in Eqs. (349) and (350) by combining
our knowledge of (ϕα , pi

ϕ) and (ψα , pi) as functions of (qα , pi
q). Substituting the

expansions (338) and (339) into the right-hand sides of Eqs. (349) and (350) and
equating the results with Eqs. (311) and (312), we find

ψ
(ϕ,1)
α (ϕ

(0)
β

, pi
ϕ) = ψ

(1)
α (qβ , pi

ϕ)−ϕ
(1)
β

∂ψ
(0)
α

∂ϕβ

(ϕ
(0)
γ , pi

ϕ)−π
i
(1)

∂ψ
(0)
α

∂ pi
ϕ

(ϕ
(0)
γ , pi

ϕ),

(352)

pi
(ϕ,1)(ϕϕϕ

(0), p j
ϕ) = pi

(1)(qqq, pi
ϕ)−π

i
(1)(ϕϕϕ

(0), p j
ϕ), (353)
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where ϕ
(0)
α is given by Eq. (340) with pi

q→ pi
ϕ . The inverse transformation, which

we will also need, is

ϕα(ψβ , pi,ε) = ϕ
(0)
α (ψβ , pi)+ εΦ

(1)
α (qqq(0), pi)− εψ

(1)
β

∂ϕ
(0)
α

∂ψβ

− ε pi
(1)

∂ϕ
(0)
α

∂ pi ,

(354)

pi
ϕ(ψβ , pi,ε) = pi + επ

i
(1)(ϕϕϕ

(0), p j)− ε pi
(1)(qqq

(0), p j), (355)

where ϕ
(0)
α and q(0)α are the geodesic functions of ψα and pi.

Finally, we can reconstruct the coordinate trajectory zα in the form

zα(ϕβ , pi
ϕ) = zα

(0)(ϕβ , pi
ϕ)+ εzα

(ϕ,1)(ϕϕϕ, pi
ϕ)+O(ε2). (356)

The zeroth-order trajectory has the same functional dependence as a geodesic; that
is, zα

(0)(ϕβ , pi
ϕ) = zα

G(ϕβ , pi
ϕ), where zα

G(ϕβ , pi) is given in Eq. (273). In analogy
with the Mino-time solution, wherever the geodesic expressions involve Pi, they
are here evaluated at Pi

ϕ = (Eϕ ,Lϕ ,Qϕ), which are related to pi
ϕ by the geodesic

relationships. The first-order corrections zα

(ϕ,1) are t(ϕ,1) = 0, φ(ϕ,1) = ψ
(ϕ,1)
φ

given
by Eq. (352), and

xa
(ϕ,1) = ψψψ

(ϕ,1) ·
∂xa

G

∂ψψψ(0) + pi
(ϕ,1)

∂xa
G

∂ pi
ϕ

, (357)

with ψψψ(ϕ,1) and pi
(ϕ,1) given by Eqs. (352) and (353).

6.2.5 Multiscale expansions, adiabatic approximation, and post-adiabatic
approximations

Self-accelerated orbits are often described with a multiscale (or two-timescale) ex-
pansion [161, 89, 130, 151, 158, 97, 26, 127]. This is essentially equivalent to the
averaging transformation described above.

To illustrate the method, we return to Eqs. (309) and (310). We introduce a slow
time variable λ̃ := ελ ; this changes by an amount ∼ ε0 on the time scale ∼ 1/ε . In
place of the transformations (311) and (312), we adopt expansions

ψα(qβ , λ̃ ,ε) = qα + Ãα(λ̃ )+∆ψ̃
(0)
α (qqq, λ̃ )+ εψ̃

(1)
α (qqq, λ̃ )+O(ε2), (358)

pi(qα , λ̃ ,ε) = p̃i
(0)(λ̃ )+ ε p̃i

(1)(qqq, λ̃ )+O(ε2), (359)

where qα satisfies

dqα

dλ
= ϒ̃

(0)
α (ελ )+ εϒ̃

(1)
α (ελ )+O(ε2) := ϒ̃α(ελ ,ε). (360)
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We then substitute these expansions into Eqs. (309) and (310), applying the chain
rule

d
dλ

= ϒ̃α

∂

∂qα

+ ε
∂

∂ λ̃
. (361)

qα and λ̃ are then treated as independent variables, making Eqs. (309) and (310)
into a sequence of equations, one set at each order in ε . These equations are essen-
tially equivalent to (315) and (316) at leading order and to Eqs. (322) and (323) at
first subleading order, with tildes placed over all quantities and the following re-

placements: pi
q→ p̃i

(0), Gi
(n)→ d p̃i

(n−1)/dλ̃ , Gi
(1)

∂ψ
(0)
α

∂ p j
q
→ d(Ãα +∆ψ̃

(0)
α )/dλ̃ , and

Gi
(1)

∂ pi
(1)

∂ p j
q
→ 0. These equations can be solved just as we solved Eqs. (315), (316),

(322), and (323).
The only difference between this expansion and Eqs. (311) and (312) is how each

parameterizes the orbit’s slow evolution, whether with slowly evolving parameters
pi

q or with slow time λ̃ . Indeed, the solutions are easily related. The solutions to
Eqs. (305) and (306) can be expanded as

qα(λ̃ ,ε) =
1
ε

[
q̃(0)α (λ̃ )+ ε q̃(1)α (λ̃ )+O(ε2)

]
, (362)

pi
q(λ̃ ,ε) = p̃i

q(0)(λ̃ )+ ε p̃i
q(1)(λ̃ )+O(ε2), (363)

where q̃(n)α (λ̃ ) =
∫

λ̃

0 ϒ̃
(n)

α (λ̃ ′)dλ̃ ′+ q̃(n)α (0) with

ϒ̃
(0)

α (λ̃ ) =ϒ
(0)

α , (364)

ϒ̃
(1)

α (λ̃ ) =ϒ
(1)

α + p̃i
q(1)(λ̃ )∂piϒ

(0)
α . (365)

On the right, ϒ
(n)

α and its derivatives are evaluated at p̃i
q(0)(λ̃ ). Substituting these

expansions into Eqs. (311) and (312) and comparing to Eqs. (358) and (359), we
read off

∆ψ̃
(0)
α (qqq, λ̃ ) = ∆ψ

(0)
α , (366)

p̃i
(0)(λ̃ ) = p̃i

q(0)(λ̃ ), (367)

ψ̃
(1)
α (qqq, λ̃ ) = ψ

(1)
α + p̃ j

q(1)(λ̃ )∂p j ψ
(0)
α , (368)

p̃i
(1)(qqq, λ̃ ) = pi

(1)+ p̃i
q(1)(λ̃ ). (369)

Here ψ
(0)
α , pi

(1), ψ
(1)
α , and their derivatives are evaluated at [qqq, p̃ j

q(0)(λ̃ )]. These par-

ticular relationships rely on choosing Ãα(λ̃ ) = Aα [p̃i
q(0)(λ̃ )]. Just as the averaging

transformation did, the multiscale expansion has considerable degeneracy between
Ãα , ϒ̃

(1)
α , and 〈p̃i

(1)〉. If different choices are made, then we cannot identify qα be-
tween the two methods. However, regardless of choices, both methods will ulti-
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mately output identical solutions of the form ψα(λ̃ ,ε) and pi(λ̃ ,ε) (assuming iden-
tical initial conditions), and when written in that form they can be unambiguously
related.

All the same relationships apply if we instead use t-based variables with a slow
time t̃ := εt. When considering the multiscale expansion of the Einstein equation, it
will be useful to have at hand the expansions

ϕα(t̃,ε) =
1
ε

[
ϕ̃
(0)
α (t̃)+ εϕ̃

(1)
α (t̃)+O(ε2)

]
, (370)

pi
ϕ(t̃,ε) = p̃i

ϕ(0)(t̃)+ ε p̃i
ϕ(1)(t̃)+O(ε2). (371)

It follows from Eqs. (336) and (337) that the coefficients in these expansions satisfy

dϕ̃
(0)
α

dt̃
= Ω

(0)
α (p̃ j

ϕ(0)), (372)

d p̃i
ϕ(0)

dt̃
= Γ

i
(1)(p̃ j

ϕ(0)), (373)

dϕ̃
(1)
α

dt̃
= p̃ j

ϕ(1)∂ jΩ
(0)
α (p̃ j

ϕ(0)), (374)

d p̃i
ϕ(1)

dt̃
= Γ

i
(2)(p̃ j

ϕ(0))+ p̃ j
ϕ(1)∂ jΓ

i
(1)(p̃ j

ϕ(0)). (375)

We can also write Eq. (370) as

ϕα(t̃,ε) =
1
ε

∫ t̃

0
Ωα(t̃ ′,ε)dt̃ ′+ϕα(0,ε), (376)

with
Ωα(t̃,ε) = Ω̃

(0)
α (t̃)+ εΩ̃

(1)
α (t̃)+O(ε2), (377)

where Ω̃
(0)
α (t̃) = Ω

(0)
α [p̃i

ϕ(0)(t̃)] and Ω̃
(1)
α (t̃) = p̃ j

ϕ(1)(t̃)∂ jΩ
(0)
α [p̃ j

ϕ(0)(t̃)].
There is a tradeoff in solving Eqs. (372)–(375) rather than Eqs. (336) and (337):

Eqs. (372)–(375) double the number of numerical variables, but they are indepen-
dent of ε , meaning they can be solved for all values of ε simultaneously. Eqs. (336)
and (337) have half as many variables, but they cannot be solved without first spec-
ifying a value of ε .

Since the waveform phase in a binary is directly related to the orbital phase, the
expansion (370) provides a simple means of assessing the level of accuracy of a
given approximation. The approximation that includes only the first term, ϕ̃

(0)
α , is

called the adiabatic approximation (denoted 0PA); it consists of the coupled equa-
tions (372) and (373), which describe a slow evolution of the geodesic frequencies.
An approximation that includes all terms through ϕ̃

(n)
α is called an nth post-adiabatic

approximation (denoted nPA); it consists of the coupled equations (372)–(375). We
return to the efficacy of 0PA and 1PA approximations in the final section of this
review.
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Ref. [89] determined what inputs are required for a 0PA or 1PA approxima-
tion. To describe these inputs, we define the time-reversal ψα →−ψα , f α(ψψψ)→
εα f α(−ψψψ), where f α is the accelerating force, εα := (−1,1,1,−1), and there is
no summation over α . We then define the dissipative and conservative pieces of the
force:

f α
diss =

1
2

f α(ψψψ)− 1
2

ε
α f α(−ψψψ), (378)

f α
con =

1
2

f α(ψψψ)+
1
2

ε
α f α(−ψψψ). (379)

These definitions imply that under time reversal, f α
diss→− f α

diss and f α
con→+ f α

con. It
is straightforward to see from Eqs. (292)–(298) and the definition of Li that d pi/dt
only receives a direct contribution from f α

diss, while dψa/dt only receives a direct
contribution from f α

con. At 0PA order, f α enters the evolution through Eq. (373), in
the quantity

Γ
i
(1) =

〈
d pi

dt

∣∣∣∣
f α→ f α

(1)

〉
ϕϕϕ

=
1

ϒ
(0)

t

〈
d pi

dλ

∣∣∣∣
f α→ f α

(1)

〉
qqq

. (380)

Hence, the 0PA approximation only requires f α

(1)diss. At 1PA, f α enters the evolution
through both Γ i

(1) and Γ i
(2) in Eq. (375), where Γ i

(2) is given by Eq. (344) with (325),

(321), (328), and with pi
(1,00) chosen such that ϒ

(1)
α = 0. These quantities involve

f α

(2)diss [via 〈gi
(2)〉qqq = 〈

d pi

dλ
| f α→ f α

(2)
〉qqq in Eq. (325)], f α

(1)con (via ψ
(1)
α and pi

(1,00), which

are both partially determined by f
(1)
a = δfa| f α→ f α

(1)
), and f α

(1)diss. Hence, the 1PA

approximation requires the entirety of f α

(1) as well as f α

(2)diss.
The fact that dissipative effects dominate over conservative ones on the long

time scale of an inspiral is important in practical simulations of binaries. At least
at first order, the dissipative self-force is substantially easier to compute than the
conservative self-force. We discuss this in the final section of this review.

We refer to Ref. [107] for a pedagogical introduction to multiscale expansions
in more general contexts. Ref. [89] contains a detailed discussion of the multiscale
approximation for self-accelerated orbits in Kerr spacetime. Refs. [161, 151] present
variants of the method in simpler binary scenarios.

6.2.6 Transient resonances

Given that the orbital frequencies slowly evolve, they will occasionally encounter
a resonance. Typically [120], the frequencies will continue to evolve, transitioning
out of the resonance. These transient resonances have significant impact on orbital
evolution.
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The near-identity averaging transformation (ψα , pi)→ (qα , pi
q) becomes singu-

lar at a resonance, as described below Eq. (321). Specifically, it becomes singular
for the mode numbers Nkkkres for which ϒNkkkres = 0. To assess the effect of a resonance,
we start from the equations of motion in the form (334)–(335).

The driving forces F i
(n) and “frequencies” U (1)

α can be expanded in Fourier series
such as F i

(n) = ∑kkk F i
(n,kkk)(p j)e−iq̂kkk . However, near a resonance, a set of apparently

oscillatory terms becomes approximately stationary. Specifically, near a resonance
where ϒ

(0)
res := kres

r ϒ
(0)

r + kres
z ϒ

(0)
z = 0, the phase qres = kkkres · q̂qq, and all integer mul-

tiples of it, ceases to evolve on the orbital time scale. To see this, suppose the reso-
nance occurs at a time λres. Near that time, qres can be expanded in a Taylor series

qres(λ ) = qres(λres)+ q̇res(λres)(λ −λres)+
1
2

q̈res(λres)(λ −λres)
2 + . . . (381)

Since q̇res(λres) ≈ϒ
(0)

res (λres) = 0 and q̈res ≈ dϒ
(0)

res /dλ , we see that qres changes on
the time scale

δλ =

√
1

dϒ
(0)

res /dλ

∼ 1√
ε
, (382)

which is much longer than the orbital time scale (but much shorter than the
radiation-reaction time).

During the passage through a resonance, these additional quasistationary driving
forces cause secular changes to the orbital parameters. We isolate these effects by
performing a partial near-identity averaging transformation that eliminates all oscil-
lations from the evolution equations except those depending on the resonant angle
variable qres. An appropriate transformation, through 1PA order, is given by

q̂α(qqq, p j
q,ε) = qα + εBα

β (pi
q)qβ + ε ∑

kkk 6=Nkkkres

U (1,kkk)
α −

F j
(1,kkk)

iϒ (0)
kkk

∂ϒ
(0)

α

∂ p j
q

−iϒ (0)
res (p j

q)
e−iqkkk , (383)

pi(qqq, p j
q,ε) = pi

q + εCi(p j
q)+ ε ∑

kkk 6=Nkkkres

F i
(1,kkk)

−iϒ (0)
res

e−iqkkk , (384)

where functions of p j inside the sums are evaluated at p j
q, and Bα

β and Ci are any
functions satisfying

Bα
β
ϒ

(0)
β

=C j
∂p j

q
ϒ

(0)
α + 〈U (1)

α 〉qqq. (385)

These transformations satisfy the analogs of Eqs. (316) and (322) but with reso-
nant modes excluded, with Bα

β and Ci chosen to eliminate the frequency correc-
tions ϒ

(1)
α , and with the simplifications that f(0)a is replaced by ϒ

(0)
a and ∆ψ

(0)
a by

0 (consequences of q(0)α already being a leading-order action angle). Together, the
transformations (383) and (384) bring the equations of motion to the form
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dqα

dλ
=ϒ

(0)
α (p j

q)+O(ε), (386)

d pi
q

dλ
= εGi

(1)(p j
q)+ ε ∑

N 6=0
F i
(1,Nkkkres)

(p j
q)e
−iNqres +O(ε2), (387)

with Gi
(1) = 〈F

i
(1)〉qqq. For simplicity, we suppress 1PA terms.

How much does the second term in Eq. (387) contribute to the evolution of pi
q?

Far from resonance, the additional term averages to zero. If we denote the term as
εδGi, then across resonance, it contributes an amount δ pi

q = ε
∫

δGidλ . Applying
the stationary phase approximation to the integral, we find

δ pi = ∑
N 6=0

F i
(1,Nkkkres)

√
2πε

|Nϒ̇
(0)

res |
exp
[

sgn
(

Nϒ̇
(0)

res

) iπ
4
+ iNqres(λres)

]
+o(
√

ε),

(388)

where we use a dot to denote a derivative with respect to λ̃ , ϒ̇
(0)

res := dϒ
(0)

res
dλ̃

=

Gi
(1)

∂ϒ
(0)

res
∂ pi

q
, and both ϒ̇

(0)
res and F i

(1,Nkkkres)
are evaluated at p j

q(λres). The magnitude of

δ pi is ∼
√

ε; intuitively, this corresponds to a quasistationary driving force of size
∼ ε multiplied by the resonance-crossing time δλ ∼ 1/

√
ε . But δ pi is not a simple

product of the two; each quasistationary driving force is weighted by a phase factor,
such that δ pi depends sensitively on the value of the resonant phase at resonance,
qres(λres). This implies that in order to determine δ pi at leading order, one must
know the 1PA phase evolution prior to resonance.

A proper accounting of the passage through resonance requires matching a near-
resonance expansion to an off-resonance, multiscale expansion; see Sec. III of
Ref. [120] or Appendix B of Ref. [18] for demonstrations of this matching pro-
cedure. Because a resonance shifts the orbital parameters by an amount ∼

√
ε , and

the shifted parameters subsequently evolve over the long time scale ∼ 1/ε , the res-
onance introduces half-integer powers into the multiscale expansion. For example,
after a resonance, Eqs. (370)–(371) become

ϕα(t̃,ε) =
1
ε

[
ϕ̃
(0)
α (t̃)+ ε

1/2
ϕ̃
(1/2)
α (t̃)+ εϕ̃

(1)
α (t̃)+O(ε3/2)

]
, (389)

pi
ϕ(t̃,ε) = p̃i

ϕ(0)(t̃)+ ε
1/2 p̃i

ϕ(1/2)(t̃)+ ε p̃i
ϕ(1)(t̃)+O(ε3/2). (390)

The effect of a single resonance therefore dominates over all other post-adiabatic
effects. However, determining the resonant corrections ϕ̃

(1/2)
α and pi

ϕ(1/2) requires
the shifts (388), which in turn require the resonant phase qres through 1PA order.
This means that the 1/2-post-adiabatic-order corrections can be thought of as outsize
1PA corrections.

Further discussions of transient resonances can be found in Refs. [64, 71, 65,
173, 120, 100, 18, 126, 102]. Because resonances are dense in the parameter space,
an inspiraling body will pass through an infinite number of them. However, because
the forcing coefficients F i

(1,kkk) decay with increasing kkk, the only resonances with
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significant impact are “low-order” resonances, such as ϒr/ϒz = 1/2. A large fraction
of inspiraling orbits will encounter such a resonance in the late inspiral [173, 18],
but neglecting the effect of resonance in EMRIs may lead to only a small loss of
detectable signals [18].

In addition to the intrinsic r–z orbital resonances discussed here, resonances can
also occur due to a variety of other effects. There can be extrinsic resonances in
which kres

r Ωr + kres
z Ωz + kres

φ
Ωφ = 0 for some triplet (kres

r ,kres
z ,kres

φ
); these lead to

non-isotropic emission of gravitational waves, causing possibly observable kicks to
the system’s center of mass [90, 121], but their effects are subdominant relative to r–
z resonances. If the secondary is spinning, its spin can also create resonances [212],
as can the presence of external matter source such as a third body [26, 211].

7 Solving the Einstein equations with a skeleton source

In this section we describe how to combine the methods of the previous sections
to model small-mass-ratio binaries. This consists of solving the global problem in
a Kerr background: the perturbative Einstein equations with a skeleton source (i.e.,
a point particle or effective source) moving on a trajectory governed by Eq. (195)
or (198). The first part of the section summarizes a multiscale expansion of the
field equations, building directly on our treatment of orbital dynamics. At adiabatic
order, waveforms can be generated by solving the linearized Einstein or Teukolsky
equation with a point particle source and calculating the dissipative first-order self-
force. At 1PA order, one must solve the second-order Einstein equation and compute
the first-order conservative self-force and second-order dissipative self-force. These
1PA calculations require, as a central ingredient, a mode decomposition of the sin-
gular field; this is the subject of the second part of the section.

For simplicity, we assume the small object is spherical and nonspinning and that
it does not encounter any significant orbital resonances.

7.1 Multiscale expansion

7.1.1 Structure of the expansion

Like the orbital dynamics, the metric in a binary has two distinct time scales: the
orbital periods Tα = 2π/Ωα and the long radiation-reaction time ∼ 1/(εTα). The
evolution on the orbital time scale is characterized by periodic dependence on the
orbital action angles ϕα , which satisfy Eq. (336). The evolution on the radiation-
reaction time is characterized by a slow change of the orbital parameters pi

ϕ , gov-
erned by Eqs. (337), and of the central black hole parameters (MBH ,JBH), which
evolve due to absorption of energy and angular momentum according to Eqs. (97)
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and (99). If we did not neglect the small object’s spin and higher moments, they
would come with additional parameters and phases [174, 209].

The black hole parameters change at a rate FH ∝ |h|2 ∼ ε2. Over the radiation-
reaction time, this accumulates to a change ∼ ε , allowing us to write the evolving
parameters as MBH = M+εδM and JBH = J+εδJ, where M and J are constant and
MA := (δM,δJ) evolve on the radiation-reaction time. We then work on the fixed
Kerr background with parameters M and a = J/M, with a set of slowly evolving
system parameters Pα = {pi

ϕ ,MA}.
We will use the split into action angles ϕα and system parameters Pα to expand

the metric perturbation and stress-energy as

hµν =
2

∑
n=1

∑
m,kkk

ε
nh(nmkkk)

µν (Pα ,xxx)eimφ−iϕmkkk +O(ε3), (391)

Tµν =
2

∑
n=1

∑
m,kkk

ε
nT (nmkkk)

µν (Pα ,xxx)eimφ−iϕmkkk +O(ε3), (392)

where m,kr,kz all run from −∞ to ∞, xxx = (r,z), and ϕmkkk := mϕφ + krϕr + kzϕz.
Here ϕα and Pα are functions of t and ε governed by Eqs. (336), (337), and

dMA

dt
= εF

(1)
A (pi

ϕ)+O(ε2), (393)

where F
(1)
A =(FH

E /ε2,FH
Lz

/ε2) is given by any of Eqs. (97) and (99), Eqs. (140a)
and (141a), or Eqs. (156b) and (157b); the reason this depends only on pi

ϕ at lead-
ing order is explained in Sec. 7.1.4 below. The decomposition into azimuthal modes
eimφ is not strictly necessary here, but it simplifies the analysis of the stress-energy
in the next subsection, and it dovetails with the decompositions into angular har-
monics in Sec. 4, as all the bases of harmonics involve φ only through the factor
eimφ .

The expansions (391) and (392) differ slightly from the “self-consistent expan-
sion” (192) in that the parameters P in the self-consistent expansion include the
complete trajectory zµ and its derivatives. We can therefore move from Eqs. (192)
and (205) to Eqs. (391) and (392) by substituting the expansion of zα(t) from
Eq. (356). To fully motivate our multiscale expansion, we work through this ex-
pansion of Tµν in the next subsection.

But first, we focus on the overall structure and efficacy of the multiscale expan-
sion. Given Eqs. (391) and (392), the perturbative field equations become equations
for the Fourier coefficients h(nmkkk)

µν . These are identical, at leading order, to the usual
frequency-domain field equations of black hole perturbation theory, with discrete
frequencies

dϕmkkk

dt
= ωmkkk(pi

ϕ) := krΩ
(0)
r (pi

ϕ)+ kzΩ
(0)
z (pi

ϕ)+mΩ
(0)
φ

(pi
ϕ). (394)
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More concretely, if we substitute the expansions (391) and (392) into the Einstein
equations, then t derivatives act as

∂

∂ t
= Ω

(0)
α (p j

ϕ)
∂

∂ϕα

+
dPα

dt
∂

∂Pα
(395)

→−iωmkkk(p j
ϕ)+ ε

[
Γ

i
(1)(p j

ϕ)
∂

∂ pi
ϕ

+F
(1)
A (p j

ϕ)
∂

∂MA

]
+O(ε2). (396)

Using this, we can write covariant derivatives as

∇α → ∇̃
0mkkk
α + εδ

t
α ∂̃

1mkkk
t +O(ε2), (397)

where ∇̃0mkkk
α is an ordinary covariant derivative with ∂φ → im and ∂t →−iωmkkk,

and ∂̃ 1mkkk
t is the operator in square brackets in Eq. (396). If we then treat ϕα and

Pα as independent variables, we can split the field equations into coefficients of
eimφ−iϕmkkk and of explicit powers of ε . This results in a sequence of differential
equations in (r,z) for the coefficients h(nmkkk)

µν :

G(1mkkk)
µν [h(1mkkk)] = 8πT (1mkkk)

µν , (398)

G(1mkkk)
µν [h(2mkkk)] = 8πT (2mkkk)

µν − ∑
m′m′′

∑
kkk′kkk′′

G(2mkkk)
µν [h(1m

′kkk′),h(1m
′′kkk′′)]

−Γ
i
(1)Ġ

(1mkkk)
µν [∂pi

ϕ
h(1mkkk)]−F

(1)
A Ġ(1mkkk)

µν [∂MAh(1mkkk)]. (399)

Here G(1mkkk)
µν and G(2mkkk)

µν are the linearized and quadratic Einstein tensors (3) and

(4) with the replacement ∇α → ∇̃0mkkk
α . Ġ(1mkkk)

µν is the piece of G(1)
µν that, after apply-

ing the rule (397), is linear in ∂̃ 1mkkk
t . Explicit expressions for these quantities can

be found in Sec. VC of Ref. [127] in a Schwarzschild background in the Lorenz
gauge.32

The left-hand side of the field equations (398) and (399) is identical to what it
would be if we expanded hµν in Fourier modes eimφ−iωmkkkt . Such a Fourier ex-
pansion is what has been implemented historically in first-order frequency-domain
calculations with geodesic sources (e.g., [46, 96, 99, 59, 49, 68, 1, 92, 106, 181, 65,
93, 2, 137, 94, 124, 122]), and we can now immediately re-interpret those computa-

32 The field equations in Ref. [127] are further specialized to quasicircular orbits, with frequencies
ωm = mΩ

(0)
φ

, but they remain valid under the replacement ωm→ωmkkk. In Sec. VC of Ref. [127]

they also include frequency corrections Ω
(1)
φ

, which we have eliminated here with our choice of
averaged variables (ϕα , pi

ϕ ); the analogue of our choice is described in their Appendix A. Beyond
these minor differences, they more substantially differ by allowing the phases and system variables
to depend on r in addition to t. We discuss the reason for this in Sec. 7.1.3.
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tions as leading-order implementations of the expansion (391).33 This is a principal
advantage of using the variables (ϕα , pi

ϕ) instead of (qα , pi
q).

Importantly, Eqs. (398) and (399) can be solved for any values of the parameters
Pα , without having to simulate complete inspirals. At each point in the parameter
space, the solution, comprising the set of amplitudes h(nmkkk)

µν , can loosely be thought
of as a “snapshot” of the spacetime in the frequency domain. These solutions can
be used to calculate the driving forces in the evolution equations (337) and (393)
for dPα/dt. After populating the space of snapshots, one can then use these evo-
lution equations, together with the phase evolution equation (336), to evolve any
particular binary spacetime through the space. Note that even though each snapshot
is determined by an “instantaneous” value Pα , each snapshot fully accounts for
dissipation and for the nongeodesic past history of the binary: because the evolution
is slow compared to the orbital time scale, these effects are suppressed by a power
of ε and are incorporated through the Ġ(1mkkk)

µν source terms in Eq. (399).
What would go wrong if, rather than using this multiscale expansion, we were

to actually use h(1)µν = ∑mkkk h(1mkkk)
µν (r,z)eimφ−iωmkkkt as our first-order metric perturba-

tion? This would be approximating the trajectory of the companion as a geodesic
of the background black hole spacetime. As explained in the discussion around
Eq. (193), such an approximation would accumulate large errors with time: the
“small” corrections to the trajectory would grow large as the object spirals inward.
The growing correction, represented by zα

1 = mα/m in Eq. (193), would manifest
itself as a dipole term in h(2)µν that would grow until h(2)µν became larger than h(1)µν ,
spelling the breakdown of regular perturbation theory.

We can now understand this behavior directly from the orbital phases. If we were
to use the geodesic phases ωmkkkt, we would be implicitly expanding the phase

ϕα(t,ε) =
∫ t

0
Ω

(0)
α [p j

ϕ(εt ′,ε)]dt ′+ϕ
0
α (400)

in powers of ε , as

ϕα(t,ε) = Ω̃
(0)
α (0)t + ε

[
1
2

dΩ̃
(0)
α

dt̃
(0)t2 + Ω̃

(1)
α (0)t

]
+O(ε2)+ϕ

0
α , (401)

where we have used Eq. (377). Such an expansion would be accurate on the orbital
timescale but would accumulate large errors on the dephasing time ∼ 1/

√
ε , which

is much shorter than the radiation reaction time. Moreover, the order-ε terms in
this expansion would appear as non-oscillatory, linear- and quadratic-in-t terms in
h(2)µν , implying that h(2)µν would not admit a discrete Fourier expansion or correctly
describe the system’s approximate triperiodicity. The multiscale expansion avoids

33 First-order implementations in the time domain [9, 12, 185, 13, 57, 84, 8] do not mesh quite so
readily with a multiscale expansion. We discuss their utility within a multiscale expansion in later
subsections.
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these errors and maintains uniform accuracy prior to the transition to plunge (and
excluding resonances).

The basic idea of this multiscale expansion of the field equations was first put
forward in Ref. [89]. It is described in detail in Ref. [127] for the special case of
quasicircular orbits in Schwarzschild spacetime. Our presentation here, building on
our particular treatment of orbital motion in the preceding section, is the most com-
plete description to date of the generic case. We provide additional details below. A
thorough description is in preparation [62].

7.1.2 Multiscale expansion of source terms and driving forces

We illustrate, and further motivate, the multiscale expansion by examining the mul-
tiscale form of the source terms in the coupled equations (204) and (198): the De-
tweiler stress-energy and the self-force.

We start with the stress-energy (205). Writing the trajectory as

zα(t) = [t,ro(t),zo(t),φo(t)] (402)

(where the subscript stands for “object’s orbit”), setting the spin to zero, using the
δ function to evaluate the integral, and expanding the factors of

√
−ğ and dτ

dτ̆
, we

express Tµν as

Tµν =
mğµα ğνβ uα uβ

utΣ

[
1+

ε

2

(
uγ uδ −gγδ

)
hR(1)

γδ

]
×δ

2[xxx− xxxo(t)]δ [φ −φo(t)]+O(ε3). (403)

We now take as a given our multiscale expansion (356) of zα(t); this assumed the
form (307) for the force, which we return to below. Substituting (356) and using
uµ = żµ/Σ , we obtain the coefficients in the expansion

Tµν = εT (1)
µν (ϕα , pi

ϕ)+ ε
2T (2)

µν (ϕα , pi
ϕ)+O(ε3). (404)

The leading term is

T (1)
µν (ϕα , pi

ϕ) =
mż(0)µ ż(0)ν

f
(0)
t Σ 2

(0)

δ
2[xxx− xxx(0)(ϕϕϕ, pi

ϕ)]δ [φ −φ(0)(ϕα , pi
ϕ)], (405)

where Σ 2
(0) := r2

(0)+a2z2
(0), ż(0)µ := gµν(xxx(0))żν

(0), żµ

(0) =f
(0)
µ (ψψψ(0), pi

ϕ) for µ = t,φ ,

and ẋxx(0) is given by Eq. (299) with pi→ pi
ϕ and ψa→ ψ

(0)
a . The second-order term

is
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T (2)
µν (ϕα , pi

ϕ) =
m

f
(0)
t Σ 2

(0)

[
2ż(0)

(µ
hR(1)

ν)β
żβ

(0)+
1
2

ż(0)µ ż(0)ν

(
uγ

(0)u
δ

(0)−gγδ

(0)

)
hR(1)

γδ

]

×δ
2[xxx− xxx(0)(ϕϕϕ, pi

ϕ)]δ [φ −φ(0)(ϕα , pi
ϕ)]+ zα

(ϕ,1)
∂T (1)

µν

∂xα

(0)
, (406)

where uµ

(0) = żµ

(0)/Σ(0), gγδ

(0) := gγδ (xxx(0)), and hR(1)
γδ

is evaluated at zα

(0). The last term

in Eq. (406) involves the action of zα

(ϕ,1)
∂

∂xα

(0)
on żµ

(0)(ψψψ
(0), pi

ϕ); this can be evaluated

using

xxx(ϕ,1) ·
∂

∂xxx(0)
= ψψψ

(ϕ,1) · ∂

∂ψψψ(0) + pi
(ϕ,1)

∂

∂ pi
ϕ

, (407)

with ψψψ(ϕ,1) and pi
(ϕ,1) given by Eqs. (352) and (353).

Next, we consider the mode decomposition of the expanded stress-energy. We
first define the mode coefficients

T (nmm′kkk)
µν :=

1
(2π)4

∮
T (n)

µν eiϕmkkk−im′φ d2
ϕdϕφ dφ , (408)

which assume no relationship between the dependence on φ and ϕφ . Substituting
T (1)

µν from Eq. (405), using the azimuthal δ function to evaluate the integral over φ ,
inserting Eq. (271) for φ(0), and using

∮
ei(m−m′)ϕφ dϕφ = 2πδmm′ , we obtain

T (1mm′kkk)
µν =

δmm′

(2π)3

∮ mż(0)µ ż(0)ν

f
(0)
t Σ 2

(0)

δ
2(xxx− xxx(0))e

iϕkkk−im∆ϕ φ (0)
d2

ϕ. (409)

This enforces m′ = m, establishing that the stress-energy only depends on φ and
ϕφ in the combination eim(φ−ϕφ ). We can now do away with the m′ label and eval-
uate the integral in Eq. (409) in the form (265) or (266). The result is

T (1mkkk)
µν =

mϒ
(0)

r ϒ
(0)

z

(2π)3ϒ
(0)

t
∑

σr=±
σz=±

ż(0)µ (ψψψσ )ż(0)ν (ψψψσ )

Σ 2(xxx)ṙ(0)(ψ
σr
r )ż(0)(ψ

σz
z )

eiϕkkk(ψψψ
σ )−im∆ϕ φ (0)(ψψψσ )

× [θ(r− rp)−θ(r− ra)]θ(zmax−|z|), (410)

where the various quantities have been defined as functions of the field point xxx =
(r,z), and σa =± refers to a portion of the orbit in which xa is increasing (σa =+)
or decreasing (σa = −). ψ±r (r) is the value of ψr satisfying Eq. (217) (with pi →
pi

ϕ ) on an outgoing (+) or ingoing (−) leg of the radial motion; ψ±z (z) is defined
analogously from Eq. (218). ϕkkk(ψψψ

σ ) is given by

ϕkkk(ψψψ
σ ) = qkkk(ψψψ

σ )+Ω
(0)
kkk · [δ tr(ψσr

r )+δ tz(ψσz
z )], (411)
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with qa(ψa) by Eq. (241), and δ ta(ψa) by Eq. (267). ∆ϕ φ (0)(ψψψσ ) is given by
Eq. (272). The Mino-time velocities are ż(0)µ (ψψψσ ) = gµν(xxx)żν

(0)(ψψψ
σ ) with ẋa

(0)(ψψψ)

given by Eq. (299) [or (206) and (207)] and ṫ and φ̇ by Eqs. (208) and (209). We
can also use ż(0)t =−Eϕ Σ and ż(0)

φ
= Lϕ Σ ; recall that we suppress the subscript z on

Lz in Pi
ϕ = (Eϕ ,Lϕ ,Qϕ).

This calculation demonstrates how T (1)
µν inherits the form (392) from the trajec-

tory zµ . Given this form of T (1)
µν , the linearized Einstein equation preserves it (in an

appropriate class of gauges), justifying our ansatz for h(1)µν . Given that form of h(1)µν ,
the second-order stress-energy (406) inherits the same form, as do the other sources
in Eq. (399), and so, finally, does h(2)µν .

All of this relies on the presumed form (307) for the force, from which we derived
the form (356) for zµ . Our force on the right-hand side of Eq. (198) is not quite
of that form. To derive its form, first note that, assuming Eq. (356), the puncture
field hP

µν has a form analogous to Eq. (391), and therefore hR
µν does as well. If we

write this as hR
µν(P

α ,xxx,ϕφ −φ ,ϕϕϕ,ε), apply a covariant derivative using (397), and
evaluate the result on the trajectory zµ(t), then the right-hand side of Eq. (198) takes
the form

f µ(Pα ,xxxo, żα ,ϕϕϕ,ε), (412)

where we have used ϕφ −φo =−∆ϕ φ (0)(ϕϕϕ)− εφ (ϕ,1)(ϕϕϕ) to eliminate dependence
on ϕφ . This differs from Eq. (307) in two ways: it depends explicitly on (ϕϕϕ, pi

ϕ),
and it depends on the additional parameters MA.

With respect to the first difference, we can use Eqs. (354) and (355) to write the
force in the form

f µ = ε f µ

(1)(ψψψ, pi,MA)+ ε
2 f µ

(2)(ψψψ, pi,MA)+O(ε3). (413)

The system of equations (309) and (310) thus becomes

dψα

dλ
=f

(0)
α (ψψψ, p j)+ εf

(1)
α (ψψψ, p j,MA)+O(ε2), (414)

d pi

dλ
= εgi

(1)(ψψψ, p j,MA)+ ε
2gi

(2)(ψψψ, p j,MA)+O(ε3), (415)

dMA

dλ
= εf

(0)
t (ψψψ, pi)F

(1)
A (pi)+O(ε2). (416)

The analysis of these equations then follows essentially without change as in
Secs. 6.2.3–6.2.5. To see why the use of Eqs. (309) and (310) does not lead to vi-
cious circularity, note that their subleading terms only affect f µ

(2), which only enters
into the dynamics in Eq. (325). The nongeodesic functions appearing in Eqs. (309)
and (310) are therefore determined from lower-order equations prior to requiring
f µ

(2).
Finally, how does MA influence the orbital dynamics? It enters into the driving

forces gi
(n) andf(1)α . However, it does not enter into 〈g(1)i 〉. This follows from the fact
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that f µ

(1)con depends on MA but f µ

(1)diss does not, as explained in Sec. 7.1.4 below. MA

therefore contributes to the action-angle dynamics at 1PA order via Eq. (325), as
well as to the coordinate trajectory correction zµ

(ϕ,1) at 1PA order through ψ
(ϕ,1)
α and

pi
(ϕ,1). This is the only material change to our treatment of the orbital dynamics in

Secs. 6.2.3–6.2.5.
Together, the analyses of this section establish the consistency of our multiscale

treatments of the field equations and orbital motion. In the following sections, we
describe more concretely how to utilize these treatments.

7.1.3 Snapshot solutions and evolving waveforms

Snapshot solutions, consisting of the mode amplitudes hnmkkk
µν (Pα ,xxx), can be com-

puted using any of the frequency-domain methods reviewed in Sec. 4. As an ex-
ample, in this section we sketch how this is done at first order using the method of
metric reconstruction in the radiation gauge, starting from the Teukolsky equation.
This summarizes work from Ref. [122], which provided the first calculation of the
full first-order self-force for generic bound orbits in Kerr spacetime. Our summary
also appeals to methods and results from Refs. [135, 59, 163, 125, 43].

We first define leading-order Weyl scalars ψ0 and ψ4 related to the h(1)µν of
Eq. (391) by Eqs. (54)–(55b) with the replacements ∂t → −iωmkkk and ∂φ → im.
For concreteness, we use ψ0. In analogy with Eqs. (81) and (82), it can be written
as

ψ0 =
∞

∑
`=2

`

∑
m=−`

∑
kkk

2ψ`mkkk(pi
ϕ ,r)2S`m(θ ,φ ;aωmkkk)e

−iϕmkkk . (417)

Note that the radial coefficients depend on pi
ϕ but not on MA; this is because the

linearized ψ0 and ψ4 are insensitive to linear perturbations of the central black hole’s
mass or spin [199].

The coefficients 2ψ`mkkk(pi
ϕ ,r) satisfy the radial Teukolsky equation (84) with

ω → ωmkkk and sψ`mω → sψ`mkkk. The source in that equation is constructed from
the stress-energy (405) or its modes (410) using the analog of Eq. (90a),

2T`mkkk =−32π
2
Σ

∫ zmax

−zmax
(S̃ mkkk

0 T )(r,z)2S`m(θ ,0;aωmkkk)dz, (418)

where the integral ranges over the support of T (1mkkk)
µν , θ is related to z by z = cosθ ,

and we have suppressed the dependence on pi
ϕ . The source S̃ mkkk

0 T in the inte-

grand is given by Eq. (59) with Tll → T (1mkkk)
ll (and the same for other tetrad compo-

nents), ∂t →−iωmkkk, and ∂φ → im. What may appear to be an extra factor of 2π in
Eq. (418) accounts for the factor of 1/(2π) introduced in the integration over φ in
Eq. (408).

The retarded solution to the Teukolsky equation, as given in the variation-of-
parameters form (93), is
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2ψ`mkkk(r) = 2Cin
`mkkk(r)2Rin

`mkkk(r)+ 2Cup
`mkkk(r)2Rup

`mkkk(r), (419)

where we have defined the homogeneous solutions 2Rin/up
`mkkk(r) := 2Rin/up

`mωmkkk
(r). The

weighting coefficients are given by Eq. (95), which we restate here as

2Cin
`mkkk(r) :=

∫ ra

r

2Rup
`mkkk(r

′)

W (r′)∆ 2T`mkkk(r
′)dr′, (420a)

2Cup
`mkkk(r) :=

∫ r

rp

2Rin
`mkkk(r

′)

W (r′)∆ 2T`mkkk(r
′)dr′. (420b)

In the vacuum regions r > ra and r < rp, outside the support of 2T`mkkk, the weighting
coefficients become constants,

2Ĉin
`mkkk =

∫ ra

rp

2Rup
`mkkk(r

′)

W (r′)∆ 2T`mkkk(r
′)dr′, (421a)

2Ĉup
`mkkk =

∫ ra

rp

2Rin
`mωmkkk

(r′)

W (r′)∆ 2T`mkkk(r
′)dr′, (421b)

and in those regions the solution becomes

2ψ`mkkk(r) =

{
2Ĉin

`mkkk 2Rin
`mkkk(r) for r < rp

2Ĉup
`mkkk 2Rup

`mkkk(r) for r > ra.
(422)

We can evaluate the r and z integrals in 2Cin/up
`mkkk as integrals over ψr and ψz by

using appropriate changes of variables for each value of σa in Eq. (410). For σr =+

and a generic function f (r), the radial integrals are
∫ r

rp
f dr′ =

∫ ψ+
r (r)

0 f dr
dψr

dψr and∫ ra
r f dr′ =

∫
π

ψ
+
r (r) f dr

dψr
dψr; for σr = −, they are

∫ r
rp

f dr′ = −
∫ 2π

ψ
−
r (r) f dr

dψr
dψr and∫ ra

r f dr′ = −
∫

ψ−r (r)
π

f dr
dψr

dψr. The transformations for σz = ± are analogous. We

can also write the r and z derivatives in S̃ mkkk
0 T as ∂

∂xa = ∂ψa
∂xa

∂

∂ψa
(with no sum over

a). For more explicit formulas for the integrands, see Sec. 3B of Ref. [59]. See also,
e.g., Refs. [68, 94] for discussion of practical methods of numerically evaluating
such integrals.

The modes of ψ0 (or ψ4) are by themselves sufficient to calculate many quanti-
ties, such as gravitational-wave fluxes. But for other purposes, such as the calcula-
tion of the self-force and the needed input for the second-order field equations, one
must compute the entire metric perturbation. Starting from the modes of ψ0 or ψ4,
this can be done using the method of metric reconstruction reviewed in Sec. 4.1.4.
In the presence of a source, metric reconstruction typically yields a metric perturba-
tion that has a gauge singularity extending in a “shadow” from the matter source to
the black hole horizon or from the matter to infinity [135, 82]. In the case of a point
particle, this shadow becomes a string singularity. However, we can more usefully
reconstruct the metric perturbation in a “no-string” radiation gauge [163], in which
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it has no string but does have a jump discontinuity and radial δ function on a sphere
of varying radius r = r(0)(t).

To construct the no-string solution in practice, we first find a Hertz potential
ψ IRG satisfying Eq. (68a) (at fixed pi

ϕ ) in the disjoint vacuum regions r < rp and
r > ra, subject to regularity at infinity and the horizon. The appropriate solution in
each region is given by Eq. (15) of Ref. [135]. In the libration region rp < r < ra,
the radial source 2T`mkkk is nonzero, as the Fourier decomposition smears the point
particle source over the entire toroidal region {rp < r < ra, |z| < zmax}. The solu-
tion (15) of Ref. [135] therefore cannot be used in the libration region. However, it
can be analytically extended into that region, using Eq. (422) in place of Eq. (419).
Because the time-domain solution is analytic everywhere except on the sphere at
r(0)(t), the sum over mkkk of the analytically continued functions from r < rp yields
the correct result for all r ≤ r(0)(t), and the sum over mkkk of the analytically con-
tinued functions from r > ra yields the correct result for all r ≥ r(0)(t) [124, 122];
this is the method of extended homogeneous solutions [16, 92].34 As alluded to
in Sec. 4.1.7, this method was originally devised to alleviate another problem that
arises in frequency-domain calculations for eccentric orbits: the sum over kkk modes
of the inhomogeneous solution converges slowly within the libration region. In the
context of metric reconstruction, the method allows one to avoid the complexities
of nonvacuum reconstruction.

From the extended modes of the Hertz potential, we can reconstruct modes of an
incomplete metric perturbation, h(1mkkk)rec

µν , using Eq. (67) (as ever, with ∂t→−iωmkkk
and ∂φ → im). To complete this perturbation, in the region r > r(0)(t) we add mass

and spin perturbations, Eϕ

∂gµν

∂M and Lϕ

∂gµν

∂J , where the M derivative is taken at fixed
J = Ma, and the J derivative at fixed M; these account for the mass and spin that the
particle contributes to the spacetime [125, 43]. In general we must also add mass
and spin perturbations δM ∂gµν

∂M and δJ ∂gµν

∂J throughout the spacetime (at fixed pi
ϕ );

these account for the slowly evolving corrections to the central black hole’s mass
and spin.35 Finally, in the region r < r(0)(t), we must add gauge perturbations that

ensure the coordinates t and φ , and therefore the frequencies Ω
(0)
α , have the same

meaning in the two regions r < r(0)(t) and r > r(0)(t) [180] (see also [20]).

With the completed modes h(1mkkk)
µν (Pα ,xxx) in hand, one can calculate any quan-

tity of interest on the orbital timescale with fixed Pα . In particular, one can calcu-
late the first-order self-force and its dynamical effects using the mode-sum regular-
ization formula derived in Ref. [163]; the formula in the no-string gauge is given by
Eq. (125) in that reference.

34 See also Ref. [93] for a generalization of this method to problems with sources that are nowhere
vanishing.
35 These corrections proportional to MA have not been added historically because for any specific
snapshot with parameters Pα , call them Pα

0 , they can be absorbed with a redefinition M →
M+εδM0 and J→ J+εδJ0, setting M0

A = 0. However, in the context of an evolution, which moves
through the space of Pα values, they must always be included at 1PA order. Even at a single value
of Pα where M0

A = 0, their time derivatives must be included in Eq. (399). See Ref. [127] for a
discussion.
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To date, Ref. [122] is the only work to carry out the entire calculation we have
just described for generic bound orbits in Kerr spacetime. However, for orbits in
Schwarzschild spacetime and for equatorial orbits in Kerr, snapshot frequency-
domain calculations of the complete h(1)µν and f µ

(1) are now routine, whether in the
Lorenz gauge, Regge-Wheeler-Zerilli gauge, or no-string radiation gauge [12, 49,
13, 1, 181, 57, 2, 137, 207, 124, 192]. Numerical implementations at second or-
der, which are necessary for post-adiabatic accuracy, are still in an early stage but
have computed some physical quantities for quasicircular orbits in Schwarzschild
spacetime [164].

We can use the output of these snapshot calculations to obtain the true, evolving
gravitational waveforms. Once the snapshot mode amplitudes are calculated, from
them we can calculate the inputs for the evolution equations (336), (337), and (393).
In analogy with Eqs. (96), (139), and (155), the waveforms are then given by any of

h+− ih× = 2 ∑
`mkkk

−2Ĉup
1`mkkk[p

i
ϕ(ũ,ε)]

ω2
mkkk

−2S`m(θ ,φ ;aωmkkk)e
−iϕmkkk(ũ,ε)+O(ε2),

(423a)

= ∑
`mkkk

D
2

(
ĈZM,up

1`mkkk [p
i
ϕ(ũ,ε)]− iĈCPM,up

1`mkkk [pi
ϕ(ũ,ε)]

)
×−2Y`m(θ ,φ)e−iϕmkkk(ũ,ε)+O(ε2), (423b)

= ∑
`mkkk

Ĉ1`mkkk
mm [pi

ϕ(ũ,ε)]2Y`m(θ ,φ)e−iϕmkkk(ũ,ε)+O(ε2), (423c)

where D =
√
(`−1)`(`+1)(`+2), and ωmkkk = ωmkkk[pi

ϕ(ũ,ε)]. Here we have writ-
ten the waveform in terms of ũ := ε(t− r∗); we return to this point below. We also
note that we have given the waveform in terms of modes of ψ4 rather than the less
natural (for this purpose) ψ0. In analogy with Eq. (421), we have defined the am-
plitudes ĈZM,up

1`mkkk and ĈCPM,up
1`mkkk as the relevant weighting coefficients for r > rp, and

we have defined the Lorenz-gauge amplitudes Ĉ1`mkkk
mm := limr→∞(reiωmkkkr∗h1`mkkk

mm ).
We have also intentionally inserted a label “1” onto the mode amplitudes and omit-
ted O(ε2) amplitudes. This is because even if we determine the phase ϕmkkk(ũ,ε)
through 1PA order, the second-order amplitudes do not increase the waveform’s or-
der of accuracy; an order-ε2 amplitude in the waveform is indistinguishable from a
2PA (order-ε) correction to the phase.

The waveform (423) is in the time domain, but it is almost trivially related to
the frequency-domain waveform. Defining h(ω) := 1

2π

∫
∞

−∞
(h+ − ih×)eiωudu and

applying the stationary-phase approximation, we obtain, e.g.,
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h(ω) =
1

2π
∑
`mkkk

√
2πε

|dωmkkk/dt̃|
Ĉ1`mkkk

mm [t̃mkkk(ω)]2Y`m

× exp
{

i[ω t̃mkkk(ω)−ϕmkkk(ω)]+ sgn(dωmkkk/dt̃)
iπ
4

}
+o(
√

ε). (424)

Here t̃mkkk(ω) is the solution to ω = ωmkkk(t̃), and the phase as a function of ω is
ϕmkkk(ω) = ϕmkkk[t̃mkkk(ω)].

Before proceeding, we return to the dependence on ũ rather than t̃. In Eq. (423),
all functions of ũ are the functions obtained by solving (336), (337), and (393),
simply evaluated as a function of ũ. For example, from Eq. (400),

ϕα(ũ,ε) =
1
ε

∫ ũ

0
Ω

(0)
α [p j

ϕ(t̃ ′,ε)]dt ′+ϕ
0
α . (425)

This dependence on u is not a trivial consequence of the multiscale expansion (391).
To justify it, one must adopt a hyperboloidal choice of time that asymptotes to u at
I + or perform a matched-expansions calculation, matching the solution (391) to
an outgoing-wave solution near I +. Ref. [127] discusses these points along with
several additional advantages of using a hyperboloidal slicing. To see why the re-
placement t→ u is intuitively sensible, note that with it, Eq. (423) correctly reduces
to a snapshot waveform on the orbital timescale if we fix pi

ϕ and replace ϕmkkk(ũ,ε)

with its geodesic approximation Ω
(0)
mkkku (with fixed Ω

(0)
mkkk); without the replacement,

the multiscale waveform would not correctly reduce in this way.
In the next two subsections, we outline the steps required to generate multiscale

waveforms at adiabatic (0PA) and 1PA order, whether in the time or frequency do-
main.

7.1.4 Adiabatic approximation

At this stage we consider the evolution equations in the form (372)–(375). There
is no difference between that form and Eqs. (336)–(337) at adiabatic order, but we
adopt the notation of Eqs. (372)–(375) here for consistency with our discussion of
the 1PA approximation in the next subsection.

For convenience, we transcribe the adiabatic evolution equations (372) and (373):

dϕ̃
(0)
α

dt̃
= Ω

(0)
α (p̃ j

ϕ(0)), (426)

d p̃i
ϕ(0)

dt̃
= Γ

i
(1)(p̃ j

ϕ(0)). (427)

An adiabatic waveform-generation scheme consists of the following steps:

1. Solve the field equation (398) or the associated Teukolsky equation or Regge-
Wheeler-Zerilli equations, on a grid of pi

ϕ values. At each grid point in parameter
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space, compute and store two things: the driving forces Γ i
(1)(pi

ϕ) in Eq. (373) and

the asymptotic mode amplitudes at I + [e.g., ±2Ĉup
1`mkkk(pi

ϕ) in the Teukolsky
case].

2. Using the stored values of Γ i
(1), evolve through the parameter space by solving

the coupled equations (426) and (427) to obtain the adiabatic parameters p̃i
ϕ(0)

and phases ϕ̃
(0)
r , ϕ̃

(0)
z , ϕ̃

(0)
φ

as functions of t̃ = εt.
3. Construct the adiabatic waveform using, e.g.,

h+− ih× = 2 ∑
`mkkk

−2Ĉup
1`mkkk[p̃

i
ϕ(0)(ũ)]

ω2
mkkk

−2S`m(θ ,φ ;aωmkkk)e
−iϕ(0)

mkkk(ũ)/ε , (428)

where ωmkkk = ωmkkk[p̃i
ϕ(0)(ũ)].

Starting from seminal work in Refs. [75, 129], two groups of authors have devel-
oped practical implementations of this scheme [96, 176, 177, 99, 60, 76, 97, 102].

One of the convenient aspects of the adiabatic approximation is that it can be im-
plemented entirely in terms of the Teukolsky equation with a point-particle source,
with no requirement to calculate a reconstructed and completed metric or to extract
the regular fields hR(n)

µν . The reason is that, as explained around Eqs. (378) and (379),
only the first-order dissipative force f µ

(1)diss is needed to calculate the driving force
Γ i
(1). This force is entirely due to the half-retarded minus half-advanced piece of

h(1)µν [129],

h(1)rad
µν =

1
2

h(1)ret
µν − 1

2
h(1)adv

µν . (429)

Because h(1)rad
µν is a vacuum solution to the linearized Einstein equation, it can be

reconstructed from the half-retarded minus half-advanced piece of ψ0 or ψ4, using
the radiation-gauge reconstruction method reviewed in Sec. 4.1.4 (as translated to
the multiscale expansion in the previous section). Again because it is a vacuum solu-
tion, it is smooth at the particle, and it is equal there to the relevant part of hR(1)

µν that

creates f µ

(1)diss. Furthermore, h(1)rad
µν can contain no stationary perturbations, imply-

ing it cannot contain any contribution from the mass and spin perturbations MA, so
it needs no completion. Hence, one can evolve the orbit and generate the waveform
entirely from mode amplitudes of ψ0 or ψ4.

Concrete formulas for adiabatic driving forces in terms of Teukolsky amplitudes
were first derived in Ref. [75], which showed that the average rates of change of E
and Lz due to f α

(1)diss satisfy a balance law:

dẼ(0)
ϕ

dt
=−FH

E −FI
E , (430)

dL̃(0)
ϕ

dt
=−FH

Lz −FI
Lz , (431)
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where P̃i
ϕ(0)=(Ẽ(0)

ϕ , L̃(0)
ϕ , Q̃(0)

ϕ ) are related to p̃i
ϕ(0) by the geodesic relationships (225)–

(227) between Pi and pi. The fluxes are those due to the retarded field, which we
can translate from Eqs. (97)–(100) as

FH
E = ∑

`mkkk

2πα`mωmkkk

ω2
mkkk

|−2Ĉin
1`mkkk|

2 := ∑
`mkkk

FH `mkkk
E , (432)

FI
E = ∑

`mkkk

2π

ω2
mkkk
|−2Ĉup

1`mkkk|
2 := ∑

`mkkk
FI `mkkk

E , (433)

and similarly for FH
Lz

and FI
Lz

.
Equation (430) states that the change in the particle’s orbital energy is equal

at leading order to the sum total of energy carried out of the system (into the black
hole and out to infinity). Equation (431) states the analog about the particle’s angular
momentum.

Some time later, Ref. [177] derived a similar formula for the average rate of
change of the Carter constant due to f α

(1)diss:

dQ̃(0)
ϕ

dt
=−

(
dQ
dt

)H

−
(

dQ
dt

)I

, (434)

(435)

where36 (
dQ
dt

)?

= 2 ∑
`mkkk

Lmkkk + kzϒ̃
(0)

z

ωmkkk
F ?`mkkk

E (436)

with
Lmkkk = m〈cot2 θ(0)〉λ L(0)

ϕ −a2
ωmkkk〈cos2

θ(0)〉λ E(0)
ϕ . (437)

While this evolution equation for Q superficially resembles those for E and Lz, it
is of fundamentally different character. The quantities F ?

E and F ?
Lz

are true physi-
cal fluxes across the horizon and out to infinity; they are defined entirely in terms

of the metric on the surfaces H + and I +. The quantities
(

dQ
dt

)?
, on the other

hand, directly involve orbital parameters; they are not locally measurable fluxes.
Thus, although Eq. (434) is sometimes referred to as a flux-balance law, there is
no known sense in which it can be meaningfully described as such. However, the
evolution equations for E, Lz, and Q all share the same practical advantage: they can
be evaluated directly from the retarded solution to the Teukolsky equation with a
point-particle source, with no need to reconstruct the complete metric perturbation
or to extract the regular field.

36 Note that Ref. [177] uses C to denote our Q and Q to denote our K. We give here the expression

for
(

dQ
dt

)?
as presented in Ref. [65]. In all cases in the literature, expressions such as these are

written in terms of averages 〈·〉, which we can omit because we work with already averaged orbital
variables.
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Combining Eqs. (430), (431), and (434), we can compute the adiabatic driving
forces

Γ
i
(1)(p̃i

ϕ(0)) =
∂ p̃i

ϕ(0)

∂ P̃ j
ϕ(0)

dP̃ j
ϕ(0)

dt
(438)

from the Teukolsky amplitudes −2Ĉin/up
1`mkkk given by Eq. (421). We can then follow

the prescription outlined at the beginning of the section. Alternatively, we can ex-
press the geodesic frequencies in terms of P̃i

ϕ(0) =(Ẽ(0)
ϕ , L̃(0)

ϕ , Q̃(0)
ϕ ) and work directly

with those variables, treating p̃i
ϕ(0) as a function of P̃i

ϕ(0) by inverting the relation-
ships (225)–(227).

The adiabatic approximation has been used to evolve equatorial orbits in Kerr
spacetime [67] and to generate waveforms in Schwarzschild spacetime [39]. Yet,
despite the approximation’s efficient formulation, to date no adiabatic waveforms
have been generated for orbits in Kerr spacetime, nor have orbital evolutions been
performed for generic (eccentric and inclined) orbits. There are two main obstacles.
One is generating sufficiently dense data on the pi

ϕ space to perform accurate inter-
polation or fitting. The second is the very large (∼ 104) number of mode amplitudes
that are required to achieve an accurate waveform. Both obstacles are expected to be
soon overcome [67, 39], but as of this writing, the gold standard for generic orbits
remains snapshot waveforms [60] that use geodesic phases.

7.1.5 First post-adiabatic approximation

The 1PA evolution equations (372)–(375), as extended following the discussion
around Eqs. (414)–(416), are

dϕ̃
(0)
α

dt̃
= Ω

(0)
α (p̃ j

ϕ(0)), (439)

d p̃i
ϕ(0)

dt̃
= Γ

i
(1)(p̃ j

ϕ(0)), (440)

dϕ̃
(1)
α

dt̃
= p̃ j

ϕ(1)∂ jΩ
(0)
α (p̃ j

ϕ(0)), (441)

d p̃i
ϕ(1)

dt̃
= Γ

i
(2)(p̃ j

ϕ(0),M̃
(1)
A )+ p̃ j

ϕ(1)∂ jΓ
i
(1)(p̃ j

ϕ(0)), (442)

dM̃(1)
A

dt̃
= F

(1)
A (p̃ j

ϕ(0)). (443)

Here we have assumed MA = M̃(1)
A (t̃)+O(ε). Because (i) MA only contributes sta-

tionary modes to h(1mkkk)
µν , (ii) any source term for h(2mkkk)

µν that is quadratic in these

modes will also be stationary, and (iii) a statiomary mode of h(2mkkk)
µν will not con-

tribute to Γ i
(2), it follows that Γ i

(2) is linear in MA, implying we can write it in the
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form
Γ

i
(2)(p̃ j

ϕ(0),M̃
(1)
A ) = Γ

i
(2)(p̃ j

ϕ(0),0)+ M̃(1)
A γ

i
A(p̃ j

ϕ(0)), (444)

where A is summed over. γ i
A(p̃ j

ϕ(0)) here is defined as the coefficient of M̃(1)
A in

Γ i
(2)(p̃ j

ϕ(0),M̃
(1)
A ).

A 1PA waveform-generation scheme then consists of the following steps:

1. Solve the field equations (398) and (399) on a grid of pi
ϕ values. At each

grid point, compute and store the following: (i) the driving forces Γ i
(1)(pi

ϕ),
Γ i
(2)(pi

ϕ ,0), and γ i
A(pi

ϕ), (ii) the asymptotic first-order mode amplitudes at I +

[e.g., −2Ĉup
1`mkkk(pi

ϕ)].
2. Using the stored values of the driving forces, evolve through the parameter space

by solving the coupled equations (439)–(443) to obtain p̃i
ϕ(0) and the phases ϕ̃

(0)
α

and ϕ̃
(1)
α as functions of t̃ = εt.

3. Construct the 1PA waveform

h+− ih× = 2 ∑
`mkkk

−2Ĉup
1`mkkk[p̃

i
ϕ(0)(ũ)]

ω2
mkkk

−2S`m(θ ,φ ;aωmkkk)e
−i
[
ϕ
(0)
mkkk(ũ)+εϕ

(1)
mkkk(ũ)

]
/ε
,

(445)
where ωmkkk = ωmkkk[p̃i

ϕ(0)(ũ)].

We make two potentially clarifying remarks about these steps. First, even though
the 1PA dynamics depend on the black hole parameters MA, we need not include
these parameters in our storage grid. This is because the 1PA effect of MA is linear
in MA, allowing us to only store its coefficient. However, note that the background
spin parameter a must be included in the grid (the background parameter M need
not be, as we can measure all lengths in units of M). Our second remark is that
though pi

ϕ 6= p̃i
ϕ(0) at a given value of t̃ and ε , we can still freely solve (398) and

(399), working with pi
ϕ , in order to determine the driving forces as functions; it is

precisely those functions, simply with pi
ϕ → p̃i

ϕ(0), that appear in Eqs. (439)–(443).
A scheme of this sort was first sketched in Ref. [164] and detailed in Ref. [127]

for the special case of quasicircular orbits into a Schwarzschild black hole. Fig. 3 of
Ref. [127] gives a more thorough breakdown, though the structure of the multiscale
expansion differs slightly from our formulation here. The general case for generic
bound orbits in Kerr appears here for the first time.

At its core, the scheme requires three key ingredients for each set of orbital pa-
rameter values: the full first-order self-force, the asymptotic mode amplitudes of the
first-order waveform, and the second-order dissipative self-force. As we summa-
rized in Sec. 7.1.2, the first two ingredients have been calculated for generic bound
orbits in Kerr spacetime [122] and are routinely calculated for less generic config-
urations. The main obstacle to including these ingredients in an evolution scheme
is the computational cost and runtime of sufficiently covering the parameter space.
The third ingredient has not yet been calculated in even the simplest configurations,
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though there is ongoing development of a practical implementation [158, 128, 127],
which led to the recent calculation of a second-order conservative effect [164].

7.2 Mode decompositions of the singular field

In our description so far, we have largely glossed over what is the pivotal step in al-
most all self-force calculations beyond the adiabatic approximation: the calculation
of hR(n)

µν and its derivatives, which are required for the conservative first-order self-
force, the second-order self-force, as inputs for the second-order sources (whether
the Detweiler stress-energy, the effective source, or the second-order Einsten ten-
sor [128]), and as the essential ingredient in most dynamical quantities of interest.

In order to compute hR(n)
µν (either using a puncture, or the point-particle method

with regularization) in a mode-decomposed calculation, a crucial component is a
mode-decomposed form for the puncture field. This can be obtained by expand-
ing the puncture field into the same basis as is used in the calculation of the retarded
field and can typically be done analytically, or at least semi-analytically. The specific
details depend on the context (e.g. choice of gauge, whether the mode decomposi-
tion needs to be exact or if it can be an approximation, whether the harmonics are
spheroidal or spherical and scalar, vector, tensor or spin-weighted). However, the
essential ingredients in the method are common to all cases:

1. Introduce a rotated angular coordinate system (θ ′,φ ′) such that the worldline
is instantaneously at the pole, θ ′ = 0. This makes the mode decomposition inte-
grals analytically tractable and in some instances reduces the number of spherical
harmonic m modes that need to be considered.

2. Expand the relevant quantity in a coordinate series about the worldline. In doing
so, it is important to ensure that the series approximation is well behaved away
from the worldline, in particular at θ ′= π/2. This can be achieved by multiplying
by an appropriate window function in the θ ′ direction [207].
The resulting expansion can always37 be algebraically manipulated into the form
of a power series (including log terms in some cases) in

ρ := k1χ
1/2
[
δ

2 +1− cosθ
′]1/2

. (446)

Here, δ 2 = k2∆r2

χ
, ∆r := r−r0 and χ := 1−k2

3 sinφ ′, and k1, k2 and k1 depend on
the orbital parameters and can be treated as constants in the mode decomposition.
The coefficients in the power series contain powers of ∆r and χ and also depend
on the orbital parameters. Apart from that, the dependence on φ ′ is only via one
of four possibilities: a. independent of φ ′; b. cosφ ′ sinφ ′; c. cosφ ′; d. sinφ ′. The
resulting dependence on φ ′ will then combine in the next step with the e−im′φ ′

37 In some instances (e.g. eccentric orbits) obtaining an expression for ρ in this form requires
the definition of the rotated coordinates to include a dependence not just on the unrotated angular
coordinates, (θ ,φ), but also on the other coordinates (e.g. ∆r for the eccentric case).
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factor from the harmonic to produce a dependence on φ ′ only via powers of χ .
When decomposing tensors, certain tensor components may also include an over-
all factor of sinθ ′, but only ever in such a way that it cancels a singularity in the
harmonic at θ ′ = 0 so that the final integrand is non-singular away from ∆r = 0.

3. Integrate against (the conjugate of) the relevant harmonic to obtain a mode de-
composition in (`,m′) modes with respect to the rotated coordinate system. In
the case of spin-weighted or vector and tensor harmonics, we must also be careful
to account for the rotation, R, of the frame, either by including the appropriate
factor of eisγ ′(θ ′,φ ′,R) in the spin-weighted case [27], or by including the appro-
priate tensor transformation in the case of vector and tensor harmonics [207].
In performing the integrals, we can exploit the fact that only certain integrals over
φ ′ are non-vanishing. In particular for the four possibilities listed in the previous
step:

a. only contributes for m′ even and only for the real part of eim′φ ′ ;
b. only contributes for m′ even and only for the imaginary part of eim′φ ′ ;
c. only contributes for m′ odd and only for the real part of eim′φ ′ ;
d. only contributes for m′ odd and only for the imaginary part of eim′φ ′ .

The integrals over θ ′ can all be done analytically and result in expressions of the
form

δ
n+2(δ 2 +2)(n+2)/2

`− n+4
2

∑
i=0

aiδ
2i+ log

(
δ 2 +2

δ 2

) `+ n+2
2

∑
i=0

biδ
2i n even (447)

(δ 2 +2)(n+2)/2
`

∑
i=0

ciδ
2i+ |δ |δ n+1

`

∑
i=m′

diδ
2i n odd (448)

where n is the power of ρ and where the coefficients ai, bi, ci and di are `-
dependent rational numbers. The specific limits on the sums given here is for
the m′ = 0 scalar harmonic case. Structurally similar expressions also appear
for logρ terms, for m′ 6= 0 and for spin-weighted harmonics, but with the sums
running over different ranges of i.
The integrals over φ ′ can also be done analytically and result in power series (for
integer powers of χ), elliptic integrals (for half-integer powers), or the derivative
of a hypergeometric function with respect to its argument (for log terms). In all
three cases, they are functions of k3 and potentially also ∆r.

4. Transform back to the (`,m) modes with respect to the unrotated (θ ,φ) coordi-
nate system using the Wigner-D matrix, D`

mm′(R). With a moving worldline the
rotation is time dependent, but this complication is not relevant in many cases,
the notable exception being in the effective source method where it is necessary
to take time derivatives when computing the source from the puncture [128, 88].

In many practical applications, an exact mode decomposition is not necessary
and an approximation is sufficient. For example, in the mode-sum regularization
scheme one is only interested in the modes of the puncture (or its radial derivative
in the case of the self-force) evaluated in the limit ∆r→ 0. Similarly, in the effective
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source scheme a series expansion to some power in ∆r suffices. Then, the exact
expression for the mode-decomposed puncture field has a series expansion in ∆r of
the form

∑
m′,i jk

c1,i∆ri + c2, j∆r j|∆r|+ c3,k∆
k
r log∆r (449)

where the coefficients c1,i, c2, j and c3,k depend on the orbital parameters. In those
cases, the mode decomposition procedure simplifies significantly and one need only
compute up to some maximum value for i, j and k. Similarly, another simplifica-
tion arises from the fact that one may only be interested in the decomposition of
the puncture accurate to some order in distance from the worldline in the angular
directions. This is is reflected in the number of m′ modes that must be included: for
a puncture accurate to n derivatives one must include up to |m′| = |s| ± n for the
spin-weighted case (the vector and tensor cases similarly follow from their relation
to the spin-weighed harmonics: |s|= 1 for the vector case and |s|= 2 for the tensor
case).

One particularly important special case is that of mode-sum regularization, where
one is only interested in the result for a given quantity summed over m and with
∆r = 0. This leads to so-called mode-sum regularization formulas. For example, in
the case of the first-order gravitational self-force this is given by

Fα = ∑
`

(Fα
ret−A±(2`+1)−B)+D (450)

where A±, B and D are “regularization parameters” that depend on the orbital pa-
rameters. Here, the value of A± depends on whether the limit ∆r→ 0 is taken from
above or below; this is because is comes from the derivative of the |∆r| piece of the
puncture. The parameters B does not have this property as it comes from the piece
of the puncture that does not |∆r| (in particular, for the self-force it comes from
the derivative of the ∆r1 piece of the puncture). The parameter D accounts for the
possibility that the subtraction does not exactly capture the behaviour of the contri-
bution from the singular field (and only the singular field) and can often be set to 0
by appropriately defining the subtraction [207, 163].

7.2.1 Example: leading order puncture for circular orbits in Schwarzschild
spacetime

As a simple representative example, consider the problem of decomposing the
leading-order piece of the Lorenz-gauge puncture [i.e. the first term in Eq. (183)]
into the the spin-weighted spherical harmonic basis introduced in Sec. 4.2. For
concreteness, we consider a circular geodesic orbit of radius ro with four-velocity
uα = ut [1,0,0,Ω ], where Ω =

√
M
r3
o

and ut =
√

ro
ro−3M .

As a first step, we expand the covariant expression in a coordinate series. Keep-
ing only the leading term in the coordinate expansion, we have gα ′

µ = δ α
µ +O(∆x)

and s = ρ + O(∆x2) where ρ2 := B2(δ 2 + 1− cosθ ′), δ 2 := ro∆r2

B2(ro−2M)
, χ :=
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1− M
ro−2M sin2

φ ′, B2 := 2r2
o(ro−2M)χ
(ro−3M) and ∆r = r− ro. Here, we have made the stan-

dard choice of identifying a point on the worldline with the point where the puncture
is evaluated by setting ∆ t = t− to = 0.

Then, working with the Carter tetrad, the tetrad components of the puncture are

hll = hnn =
2
ρ

ro−2M
ro−3M

,

hln =
M

ro−2M
hmm̄ =

1
ρ

2M
ro−3M

,

hlm = hnm =−hlm̄ =−hnm̄ =−
cos2

(
θ ′
2

)
ρ

2i(ro−2M)roΩ√
fo(ro−3M)

,

hmm = hm̄m̄ =−
cos4

(
θ ′
2

)
ρ

2M
ro−3M

. (451)

Note that we have included factors of cos2
(

θ ′
2

)
and cos4

(
θ ′
2

)
to ensure that the

puncture is sufficiently regular at θ ′ = π while not altering its leading-order be-
haviour near the worldline at θ ′ = 0.

We now integrate these against the appropriate spin-weighted spherical harmonic
to obtain mode decomposed versions. In doing so, we must take account of the fact
that our integration is with respect to a rotated coordinate system by including a
factor of eisγ ′(θ ′,φ ′,R) ≈ iseisφ ′ +O(θ ′2).

Since we are only interested in the leading-order behaviour near the worldline we
will only consider the modes m′+ s = 0 series expanded through O(∆r1). Then,
we encounter the following integrals over θ ′∫

π

0

1
ρ

0Ȳ`0(θ ′,0)sinθ
′dθ
′ ≈ 1

B
1√

2π(2`+1)

[
2−
√

2(2`+1)|δ |
]
, (452a)

∫
π

0

cos2
(

θ ′
2

)
ρ

1Ȳ`,−1(θ
′,0)sinθ

′dθ
′ =

∫
π

0

cos2
(

θ ′
2

)
ρ

−1Ȳ`1(θ ′,0)sinθ
′dθ
′

≈− 1
B

1√
2π(2`+1)

[
8Λ1−

√
2(2`+1)|δ |

]
, (452b)

∫
π

0

cos2
(

θ ′
2

)
ρ

1Ȳ`1(θ ′,0)sinθ
′dθ
′ =

∫
π

0

cos2
(

θ ′
2

)
ρ

−1Ȳ`,−1(θ
′,0)sinθ

′dθ
′

≈− 1
B

1√
2π(2`+1)

[
8Λ1−

12
(2`−1)(2`+3)

]
, (452c)
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∫
π

0

cos4
(

θ ′
2

)
ρ

2Ȳ`,−2(θ
′,0)sinθ

′dθ
′ =

∫
π

0

cos4
(

θ ′
2

)
ρ

−2Ȳ`2(θ ′,0)sinθ
′dθ
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≈ 1
B

1√
2π(2`+1)
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√
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. (452d)

∫
π

0

cos4
(

θ ′
2

)
ρ

2Ȳ`2(θ ′,0)sinθ
′dθ
′ =

∫
π

0

cos4
(

θ ′
2

)
ρ

−2Ȳ`,−2(θ
′,0)sinθ

′dθ
′

≈ 1
B

1√
2π(2`+1)

[
32Λ2−

80
(2`−1)(2`+3)

]
, (452e)

where Λ1 := `(`+1)
(2`−1)(2`+3) and Λ2 := (`−1)`(`+1)(`+2)

(2`−3)(2`−1)(2`+3)(2`+5) . Next, performing the
integrals over φ ′ the integrands all involve integer (for the |δ | terms) and half-integer
(for the δ 0 terms) powers of χ , producing elliptic integrals or polynomial functions
of M

ro−2M , respectively. Putting everything together, transforming to the frequency
domain (which in this case amounts to simply dividing by 2π) and transforming
back to the unrotated frame using the Wigner-D matrix, we then obtain expressions
for the mode-decomposed punctures,

h`mω
ll =

D`
m,0(R)√
(2`+1)π

[
4K

πro

√
ro−2M
ro−3M

− (2`+1)

r3/2
o
√

ro−3M
|∆r|

]
, (453a)

h`mω
ln =
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]
,

(453b)

h`mω
lm =
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[
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(453c)

h`mω
mm =

D`
m,−2(R)√
(2`+1)π

[
64MΛ2K

πro
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with the other components given either by h`mω
ll = h`mω

nn , h`mω
mm̄ = ro−2M

M h`mω
ln ,

h`mω
nm = h`mω

lm , or by complex conjugation. Here,

K :=
1
4

∫ 2π

0

(
1− M

ro−2M
sin2

φ
′
)−1/2

dφ
′, (454a)

E :=
1
4

∫ 2π

0

(
1− M

ro−2M
sin2

φ
′
)1/2

dφ
′, (454b)

are complete elliptic integrals of the first and second kind, respectively.
Higher order circular-orbit punctures including the contribution at O(λ 0) are

available in Ref. [207]. Yet higher orders and punctures for more generic cases are
available upon request to the authors.

8 Conclusion

We stated in the introduction to this review that we aimed to summarize the key
methods of black hole perturbation theory and self-force theory rather than sum-
marizing the status of the field, leaving that task to existing reviews. However, it is
worth putting this review in the context of the field’s current state, and it is worth
mentioning key topics that we did not cover.

Regarding topics we neglected, we first state the obvious: we did not cover any
applications of black hole perturbation theory other than small-mass-ratio binaries.
Although the bulk of the review is intended to provide general treatments of black
hole perturbation theory, orbital dynamics in black hole spacetimes, and self-force
theory in generic spacetimes, without specializing to binaries, it is undoubtedly
slanted toward our application of interest.

For that reason, we will also focus exclusively on the state of small-mass-ratio
binary modelling. It is well established that 1PA waveforms are almost certainly
required to perform high-precision measurements of these binaries. Such measure-
ments will require phase errors much smaller than 1 radian, while the errors in 0PA
waveforms will have errors of O(ε0) [or O(1/

√
ε) in the case of a resonance], which

could be 1 or many more radians. Ref. [123] has recently provided strong numerical
evidence that a 0PA waveform will have significant errors for all mass ratios. Con-
versely, the same reference shows that a 1PA waveform should be not only highly
accurate for EMRIs and IMRIs, but reasonably accurate even for comparable-mass
binaries. This bolsters a long line of evidence that perturbative self-force theory is
surprisingly accurate well outside its expected domain of validity; see Ref. [170] for
other recent evidence, as well as the reviews [111, 11].

There are two main hurdles to overcome on the way to generating 1PA wave-
forms. One is the difficulty of efficiently covering the parameter space. Once a re-
gion is well covered by snapshots, recent advances make it possible to generate long,
accurate waveforms extremely rapidly in that region, with generation times of a few
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tens of milliseconds for eccentric orbits in Schwarzschild spacetime [39]. However,
covering the parameter space of generic orbits in Kerr is highly expensive even for
adiabatic codes, let alone calculations of the first-order self-force.

The second main hurdle is calculating the necessary second-order inputs for the
1PA evolution. There has been steady progress in developing practical methods of
computing these inputs, but only recently have results begun to materialize [164]. To
date, these calculations have been restricted to quasicircular orbits in Schwarzschild
spacetime; they must be extended to Kerr and to generic orbits.

In lieu of accurate evolving waveforms, the development of data analysis meth-
ods has so far been based on “kludge” waveforms constructed using a host of addi-
tional approximations (primarily, post-Newtonian approximations for the fluxes) [78,
7, 72, 5, 182, 38]. These kludges will be very far from accurate enough to enable
precise parameter estimation, but they are sufficiently similar to accurate waveforms
to serve as testbeds for analysis methods. They may also be sufficiently accurate for
detection of loud signals. There is also ongoing work to improve the accuracy of
post-Newtonian 0PA approximations to enable them to accurately fill out the weak-
field region of the small-mass-ratio parameter space [175].

Our summary of multiscale evolution has also omitted some important ingredi-
ents in an accurate model. We must correctly account for passages through reso-
nance, and we may need to include the transition to plunge for mass ratios ∼ 1 : 50.
We must also account for the secondary’s spin, which enters into the 1PA dynamics
in three ways: (i) through the Mathisson-Papapetrou spin force (195), which con-
tributes to f µ

(1)con, (ii) through the spin’s contribution to T (2)
µν in Eq. (205), which gen-

erates a perturbation that contributes to f µ

(2)diss, and (iii) through a coupling between

hR(1)
µν and the spin, which again contributes a second-order dissipative effect. We re-

fer to Refs. [205, 3, 209, 212] for a sample of recent work on calculating these effects
and incorporating them into waveform-generation schemes. Specifically, Ref. [205]
generated waveforms from inspirals into a Schwarzschild black hole including first-
order conservative (but not second-order dissipative) spin effects; Ref. [3] derived
balance laws incorporating spin; Ref. [209] derived the spin correction to the funda-
mental frequencies; and Ref. [212] computed the spin’s contribution to fluxes from
spinning particles on generic orbits in Schwarzschild spacetime.

We also note that while we have focused on a multiscale expansion built on
frequency-domain methods, there has been considerable development of time-
domain snapshot calculations of h(1)µν and f µ

(1) using fixed geodesic sources [9, 12,

13, 57, 8]. The quantities h(1)µν and f µ

(1) output from such computations cannot be
directly fed into the second-order field equations (399) or into the multiscale evo-
lution scheme. However, if we decompose the outputs into Fourier modes, as in
h(1)µν = ∑mkkk h(1mkkk)

µν eimφ−ωmkkkt , then the coefficients h(1mkkk)
µν are identical to those in

a multiscale expansion, and these can be used as inputs for the multiscale scheme.
Moreover, any first-order quantity that depends only on Pα will be identical in the
time domain with a geodesic source as in the multiscale expansion; this includes
any quantity constructed as an average over the orbit, which includes most phys-
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ical quantities of interest [11]. Because time-domain methods are typically more
efficient than frequency-domain ones for highly eccentric orbits, certain dynamical
quantities entering into the evolution may be more usefully computed in the time
domain.

Time-domain calculations also offer an alternative framework for waveform gen-
eration: rather than using Eq. (423), one can perform a multiscale evolution of Pα

to generate a self-accelerated trajectory and then solve the Teukolsky equation in
the time domain with an accelerated point-particle source [185, 84]. This may seem
redundant, given that in the process of generating the multiscale evolution one must
already compute all the inputs for Eq. (423). However, it offers significant flexi-
bility, in that it can take as input trajectories generated with any method, such as
inspirals which have been produced that include the full first-order self-force but
omit second-order dissipative effects [203, 138, 195]. This gives it the additional
advantage of being able to easily evolve through different dynamical regimes, such
as the the evolution from the adiabatic inspiral to the transition to plunge [187, 170].

Beyond these alternative methods of wave generation, we have also passed over
what has been the main application of self-force calculations. Although such cal-
culations were originally motivated by modelling EMRI waveforms (and more re-
cently, the prospect of using them to model IMRIs), they have also enabled the
calculation of numerous physical effects in binaries. These, in turn, have facilitated
a rich interaction with other binary models: post-Newtonian and post-Minkowskian
theory, effective one body theory, and fully nonlinear numerical relativity [111].
Sections 7 and 8 of Ref. [11] provide a summary of the physical effects that have
been computed and the synergies with other models. We highlight Refs. [21, 41, 22]
for more recent discussions of the power of such synergies and of the potential future
impact of self-force calculations.
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