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Marine connectivity describes the spatial and temporal linkages between separated parts of
the global ocean. How different regions are connected, on what timescales, and by which
oceanic pathways are important questions for a wide variety of applications. Answering
these questions is an inherently interdisciplinary problem, with techniques including in-situ
observations, remote sensing, and modelling used in synergy to answer key scientific ques-
tions. Here, a modelling approach is employed to contribute to our understanding of the

wider field.

This thesis focuses on understanding the importance of marine connectivity in the Arctic

Ocean. The Arctic is a particularly important part of the global ocean, not least because of
the impacts of climate change and loss of sea ice. This presents both challenges and oppor-
tunities - for instance, the retreat of Arctic sea ice is increasing interest in exploiting the re-
gion for resource extraction and commercial shipping, and changing circulation associated

with a warming Arctic may permit invasive species to traverse the ocean.

These and other drivers motivate research into how connectivity is shaping the ecological,
physical, and socioeconomic features of the Arctic Ocean. Primarily using a Lagrangian
particle-tracking technique in conjunction with a state of the art, eddy-permitting ocean

model, three case studies — one biological, one physical and one socioeconomic — are used
to explore the impact of marine connectivity in the Arctic Ocean. These studies respec-

tively focus on: 1. Exploring the change in connectivity between the Beaufort Gyre and the
sources of its freshwater contribution (Kelly et al., 2019); and 2. Investigating the spread of
pollutants in the event of a shipping accident from the Northern Sea Route (Kelly et al.,



2018); 3. Assessing the role of changing advective pathways linking the Pacific and Atlan-
tic Oceans on potential invasive species to the North Atlantic (Kelly et al., 2020). Individu-
ally, each paper addresses one specific aspect of Arctic connectivity. As chapters of a the-
sis, they are designed to illustrate the importance of marine connectivity in linking physi-

cal, biological and socioeconomic factors in a rapidly changing Arctic Ocean.
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Table of Tables

Table 4.1: Average distances travelled by particles from each release site (and standard deviations).
Two metrics are used here: ‘Full path: adding up all the distances travelled in all
time steps, and ‘A to B’: the straight-line distance between where the particle

started and where it ended up after 9 months / 2 years.

Table 4.2: a) Mean and standard deviation of the total area of ‘advective footprints’ by release site.
These correspond to the total area of grid cells occupied by Lagrangian particles 9
months after they were initially released. 300 distinct releases (20 years, 15 re-
leases per year) were used to calculate these figures. b) The same metric, but con-

sidering the ‘envelope’ around footprints from all 300 experiments. c) Ratio of

a/b.

Table 4.3: Percentages of particles from each release site which are below a 100m depth threshold
during the 270th time step of the experiment (9 months) and during the 730th (2
years) for each release site. The history of trajectories is not considered here, only
whether they are above or below the threshold for the two snapshots studied. Ta-
ble 3.1: Average distances travelled by particles from each release site (and stand-
ard deviations). Two metrics are used here: ‘Full path: adding up all the distances
travelled in all time steps, and ‘A to B’: the straight-line distance between where

the particle started and where it ended up after 9 months / 2 years.

Table 4.4: Sensitivity to year and season of release: The metrics described in the previous section
(area of footprint after 9 months, straight-line distance travelled in 9 months, and
fraction of particles below 100m deep after 9 months) are re-calculated with re-

spect to year and season of release.

Table 4.5: Sensitivity to initial area of release. The footprint sizes (in 1000 km2) after 9 months
from release are compared for 3 different experiments in 2000, with initial re-
leases of 25 km2, 100 km2 (as in the main experiments) and 400 km2. The ratios

between the largest and smallest initial releases are also presented.

Table 5.1: Classification of distinct pathways using the ‘traps’ identified in Figure 5.1c. Only tra-
jectories which reached the final Atlantic Ocean (60N) trap are considered. The
final column shows the percentage of trajectories which reached the Atlantic
Ocean that followed a given pathway. Minor pathways followed by < 0.1% of
trajectories were initially deemed to be negligible. Other pathways were grouped,
along with similar pathways (including minor pathways), into five ‘routes’ (see

Figure 5.1d and Figure 5.3) denoted by the color which their row is highlighted.
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Pathways 8* and 24* were further processed to exclude particles entrained into
the Beaufort Gyre by removing trajectories which passed north of 75N in the
Beaufort Gyre region. (In both cases, the trajectories removed accounted for <
0.1% of all trajectories which reached the Atlantic). Path-way 16 was non-negli-
gible (0.3% of trajectories) but does not fit well into our classification system and

is instead grouped with ‘others.’






Table of Figures

Figure 1.1 — Bathymetry of the Arctic Ocean, with important geographic features highlighted.
Figure 1.2 — Cartoon schematic of Artic stratification (not to scale).

Figure 1.3 — Pacific water inflow pathways to the Arctic Ocean, after Timmermans et al. (2014).
Red: inflow through Herald Canyon. Magenta: Inflow through the Central Chan-
nel via Herald and Hana Shoals. Yellow: Inflow through Barrow Canyon.

Figure 1.4 — Advective pathways of Atlantic inflow to the Arctic, based on Aksenov et al. (2011).
Fram Strait and Barents Sea branches of ACBC shown, with presumed continua-
tion of ACBC shown in dashed lines.

Figure 2.1: Schematic of a model grid cell using the Arakawa C-grid. Modeled velocities are calcu-
lated at the center of each grid cell face, in the zonal (u), meridional (v) and verti-
cal (w) directions respectively. Temperature and salinity are calculated in the cen-

ter of each grid cell (t).

Figure 3.1: 1a. Experiment design. Black dots show the Beaufort Gyre (BG) region where particles
were initialized at 5 different depth levels. The colored regions represent the traps
used to define sources of BG water, as used for classifying Lagrangian trajecto-
ries: Pacific (dark blue), Eurasia (green), Mackenzie River (magenta). Back-
ground color scale shows bathymetry. 1b. shows modelled sea surface salinity
(1997 annual mean — illustrative choice of a year with approximately neutral
AOO conditions) in the Mackenzie River region, used to define the Mackenzie
River ‘trap.” The black box in Figure 4.1b is the same as the magenta box from

Figure 4.1a

Figure 3.2: Relative importance of each source to the Beaufort Gyre region after 10 years of back-
tracking, for the period 1980 — 2013. Dark blue = Pacific, magenta = Mackenzie
River, green = Eurasian shelf, red = did not leave BG region, orange = left BG
region, but uncategorized. This is shown for each of the 5 depth levels studied:
2a. Surface releases; 2b. 21m releases; 2¢c. 44m releases; 2d. 82m releases; 2e.

140m releases.

Figure 3.3: 3a: Spatial pattern of 1st mode of EOF analysis of trajectory densities for particles
tracked back to the Pacific Ocean. b. EOF indices for the first EOF mode. Note
that here we classify particles based on the year they crossed the Bering Strait,
regardless of when they were initialized. This mode describes 65.3% of the varia-
bility of Pacific inflow to the Beaufort Gyre. Years with positive indices corre-

spond to more trajectories flowing through the red regions in 3a, and fewer

xi



through the blue. Vice-versa is true for years with negative indices. 3c. Compari-
son of the first three years of Lagrangian trajectories backtracked from 1988
(waiting room) and 3d. 2008 (no waiting room) respectively. Color of trajectories

denotes the time that each particle has been backtracked for.

Figure 3.4: Ekman transport for the periods a. 1983-1985 and b. 2003-2005. Blue lines indicate sea
level pressure, red dashed line represents the Beaufort Gyre region, and land is
shown in green. The waiting room region is highlighted in yellow. Note that this
is where the Ekman transport converges in 1983-1985. The cyan region shows the
center of Ekman convergence for 2003-2005. Unlike in 1983-85, this is within
the Beaufort Gyre region for the 2003-2005 period.

Figure 3.5: 1st mode of EOF analysis of sea surface height across the Arctic Ocean. This mode de-
scribes 52.6% of the variability. A raised area that approximately corresponds to
the “waiting room” region identified in Section 3.3.2 is apparent and varies on a
timescale that correlates (r = 0.83) with the EOF indices calculated in Figure 3.3.
The indices from Figure 4.3b (from 1980-2003) are replotted as a red line on Fig-
ure 3.5h.

Figure 3.6: 1st mode of EOF mixed layer depth in the Arctic Ocean. Blue bars show EOF indices
for this mode, red line replots the indices from Fig 3.5 for sake of comparison.
This mode describes 54.5% of the variability in the region shown and shows a
shoaling of the Arctic mixed layer depth since the mid-1980s, with this effect
most pronounced in the Canada Basin. The timescale of this variability correlates

(r = 0.89) with the indices in Figure 3.5b and replotted as the red line here.

Figure 3.7: (supplementary material) 1st mode of EOF analysis of modelled SSH, 2003-2012. This

mode describes 56.9% of the modelled variability.

Figure 3.8: (supplementary material) 1st mode of EOF mixed layer depth in the Arctic Ocean. Blue
bars show EOF indices for this mode, red line replots the indices from Fig 3.5 for
sake of comparison. This mode describes 54.5% of the variability in the region
shown and shows a shoaling of the Arctic mixed layer depth since the mid-1980s,
with this effect most pronounced in the Canada Basin. The timescale of this vari-
ability correlates (r = 0.89) with the indices in Figure 3.5b and replotted as the red

line here.

Figure 4.1 a) The Northern Sea Route (NSR) and release sites for Lagrangian experiments (see
Section 4.2.2.). There is no fixed definition of the NSR, so we have defined a
‘main’ route via straits (solid line) and a more poleward ‘alternative’ route
(dashed.) b) Schematic of Arctic surface circulation. Red: Atlantic inflow follow-

ing the Arctic Circumpolar Boundary Current (including Barents Sea Branch) and
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branching at the Lomonosov Ridge. Green: Pacific inflow, following 3 main
pathways: the Alaskan Shelf-break Jet, into the Chukchi Sea through the Herald
Canyon, and central flow across the shelf. Note that the flow north of the Cana-
dian Archipelago is currently not definitively established, and presumed flow is
shown. (Aksenov et al., 2011). Magenta: Beaufort Gyre. Orange: Transpolar Drift

Stream, from Siberia to the Fram Strait.

Figure 4.2: Comparison of NEMO modelled and satellite observed (from Envisat sea surface height
(SSH), as a proxy for ocean circulation. The barotropic stream function calculated
for the NEMO model (not shown) shows a similar pattern. Key features visible in
both datasets are a higher SSH in the Amerasian basin compared to the Eurasian /
North Atlantic. The doming of the Beaufort Gyre is also clear in both. Note that

Envisat has missing data over the pole due to lack of satellite coverage

Figure 4.3: Sea-ice extent in NEMO vs NSIDC reanalysis data. 3a: Summer (June-September) ex-
tent in the 21st Century. 4b: Seasonal cycle using monthly averages from 1900-

2012. Dashed lines indicate 1 standard deviation above and below the means.

Figure 4.4: Advective pathways from each of the 15 release sites, showing all releases from every
release in the year 2000 (arbitrary choice as an illustrative example.) Release sites
are: a) Murmansk, b) Barents Sea, ¢) Kara Gate, d) Kara Sea, €) Novaya Zemlya,
f) Severnaya Zemlya, g) Vilkitsky Strait, h) Laptev Sea, i) New Siberian Islands,
J) Sannikov Strait, k) East Siberian Sea, I) Wrangel Island, m) De Long Strait, n)
Chukchi Sea, 0) Bering Strait.

Figure 4.5: Trajectories from a typical year (2007) plotted to highlight their depth. Trajectories run
for two full years and are broken down into western, central and eastern groups of
release sites to make the pathways more obvious. Deeper trajectories (purples)
are plotted on top of shallower ones to highlight the pathways followed by sub-

ducted particles. The release sites used in each figure are denoted by yellow dots.

Figure 4.6: Comparison of changing advective pathways from 3 release sites. Bering Strait: a)
23/07/2000 release, b) 12/08/2000 release. Kara Gate: c) 14/06/1993 release, d)
03/08/1993 release. Severnaya Zemlya: e) 14/07/2007 release, f) 24/07/2007 re-

lease.

Figure 5.1: a) The anomaly in NEMO modelled Eulerian surface currents between 2000-2009, rela-
tive to the 1970-2009 mean. No uniform pattern is apparent, with some regions
accelerating and others decelerating, necessitating a Lagrangian approach to in-
vestigate changing Pacific to Atlantic connectivity b) Example of output from La-
grangian experiments, showing the trajectories of all 1000 particles released in

September 1980. (Arbitrary choice of year / month). Color of trajectories denotes
Xiii



their age. c) Map showing the location of the ‘traps’ used to classify trajectories
from the Lagrangian experiments. 1 = Barrow Canyon, 2 = Southern Beaufort
Sea, 3 = East Siberian Sea, 4 = North Pole, 5 = Fram Strait. Also shown is the
60N trap in the Atlantic Ocean, considered the end of each trajectory. Traps 1-3
only recorded particles which passed through in the first 2 years of the experi-
ment. Trajectories which reach the Atlantic Ocean trap without passing through
the Fram Strait are assumed to have passed through the Canadian Arctic Archi-
pelago instead. d) Simplified schematic showing the 5 main advective pathways
identified using the traps in (c). See Table 5.1 for a more detailed explanation of

how these pathways were defined

Figure 5.2: A more detailed illustration of the advective pathways identified in Figure 5.1d. In each
subplot, trajectory density (particles / km2) is shown. Note the different scale in
each panel. From each route, every particle’s position at each time step was
binned into a 0.5° (lat) x 1° (lon) grid, then weighted by cell area to produce these
density maps. 2a) ‘Blue route’ from Figure 5.1d, comprised of trajectories avoid-
ing Barrow Canyon and joining the transpolar drift, before exiting the Arctic via
the Fram Strait. 2b) ‘Pink route’ from Figure 5.1d. Initially the same as the pink
route, this pathway branches off to exit the Arctic via the Canadian Arctic Archi-
pelago (CAA) instead of the Fram Strait. 2¢) ‘Green route’ from Figure 5.1d,
comprised of trajectories which reach the Beaufort Sea via Barrow Canyon, and
then flow directly through the CAA to the Atlantic. 2d) ‘Yellow route’ from Fig-
ure 5.1d, flows through the Barrow Canyon as in the green route, before changing
direction to join the transpolar drift and then leave the Arctic via the Fram Strait.
2e) ‘Orange route’ from Figure 5.1d. Initially the same as the yellow route, but
branches off to exit the Arctic via the CAA. 2f) Trajectories not assigned to any

of the previous five advective pathways.

Figure 5.3: a) Comparison of the number of trajectories reaching (black) or failing to reach (red)
60N in the Atlantic Ocean within 10 years of being released in the Bering Strait.
Other colors show how the routes taken vary by season — see key for explanation
of each colour. Trajectories passing (not passing) through the Barrow Canyon are
more (less) frequent in spring/summer releases than in autumn/winter. b) Com-
parison of the number of trajectories reaching (black) or not reaching (red) 60N in
the Atlantic Ocean, and following each route (all other colours) by time of re-
lease, in all cases with the seasonal cycle in (a) removed by taking a running 12-
month average. The (non-Barrow Canyon) transpolar drift to Canadian Arctic Ar-
chipelago (pink) route is the dominant pathway for the majority of the experi-
ment, before being usurped by the (non-Barrow Canyon) transpolar drift to Fram

Strait route towards the end of the study period. ¢) Comparison of the trajectories
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which reach 60N in the Atlantic Ocean, showing the fraction of ‘successful’ tra-
jectories which take each path way. As in (b), a running 12-month average is used
to remove the seasonal cycle, with the exception of the dark green line, to demon-
strate that although typically either unavailable or negligible, the green pathway

can represent a significant number of trajectories when available.

Figure 5.4: a) Comparison of how connectivity timescale, defined to be the time taken by the first
trajectory to reach 60N in the Atlantic Ocean, varies with time of release for each
of the routes identified in Figure 5.1d. No clear trend is evident, and variability
between releases is considerable in all routes. b) Comparison of connectivity
timescales, this time smoothed with 12-montly rolling averages. Years on which
no trajectories followed a route are ignored. Due to the green route only being oc-
casionally available, the timescale for each release is plotted as a dot rather than
the running average. ¢) Monthly averages of connectivity timescales for each
route. No trend is apparent for the pink, blue or green routes, however the orange

and yellow routes have shorter connectivity timescales in summer than in winter.

Figure 5.5: a) Comparison of the 12-monthly rolling mean Arctic Oscillation (AO, blue) index
taken from the NOAA, and the annual Arctic Ocean Oscillation (AOO, orange)
index over the period 1970-2015. Vertical green lines show the two release times
that were associated with the largest fraction of trajectories following the ‘green
route’ (see Figure 5.3c). b) Simplified circulation schematic showing the anti-
cyclonic regime in which the green route is blocked and diverted to yellow/or-
ange routes. c¢) Simplified circulation schematic showing the more cyclonic re-
gime in which the green route is permitted. d) Idealized cross section along red
line in Figures 5.5b and 5.5¢, under the anti-cyclonic regime. Easterly winds are
favored, driving an Ekman transport away from the shore. By continuity, this in-
duces a sea surface slope downwards towards the coast, which supports a ba-
rotropic geostrophic flow towards the west (stronger closer to the coast), which
blocks the green route as in Figure 5.5b. e) Idealized cross section along the same
line, but in the cyclonic case that favors the green route in Figure 5.5¢. Cyclonic
regime favors westerly winds, which drives Ekman transport to the coast. By con-
tinuity, this induces a sea surface gradient up towards the shore, which in turn

supports a geostrophic barotropic flow towards the Canadian Archipelago.
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Chapter 1: Introduction

1.1. Aims and Objectives

The aim of this thesis is to contribute to the understanding of marine circulation connectivity in the
Arctic Ocean, with a variety of different applications. We begin with an overview of what is known
about the oceanography of the Arctic Ocean, before moving onto the topic of marine connectivity

and the different approaches to studying it.

Marine circulation connectivity describes the advective pathways linking spatially separated regions
of the global ocean (see Chapter 1.3 for a more complete description of the concept of connectivity).
The objective of the research presented here is to use three case studies, each with a distinct framing,
to further our understanding of circulation connectivity - and issues impacted by circulation connec-
tivity - in the Arctic Ocean. These studies comprise the results chapters (Chapters 3-5) of this thesis.
We begin with a purely oceanographic focus in Chapter 3, before moving onto two more applied

questions in Chapters 4 and 5. The objectives of each results chapter are:

e To answer the question of how circulation pathways bringing fresh water to the Beaufort

Gyre have changed in recent decades, and what has caused this to happen.

e To understand how circulation connectivity determines the areas potentially at risk in the

event of an oil spill from Arctic shipping

e To answer whether changing circulation connectivity in the Arctic Ocean could permit in-

vasive species from the North Pacific to reach the Atlantic Ocean.

In a more general sense, the theme tying each of these questions together is the aim of understanding
the marine circulation connectivity pathways and timescales in the Arctic Ocean, with each chapter

contributing towards that overarching goal.

1.1.1. Thesis Structure

This thesis has been submitted as a thesis by publications. All three results chapters have been pub-
lished: Chapters 3 and 4 can be found in JGR: Oceans as Kelly et al. (2019) and Kelly et al. (2018)
respectively, while Chapter 5 appears in Earth’s Future as Kelly et al. (2020).

The structure of the thesis is as follows:

Chapter 1 introduces the topics studied throughout this work. The purpose of this is to give a general
overview of the two core themes connecting each of the later chapters, namely the oceanography of

the Arctic Ocean (Chapter 1.2) and the concept of marine circulation connectivity (Chapter 1.3).



Chapter 1.4 discusses the various different approaches that can be applied to studying marine circu-
lation connectivity. Additionally, each of the results chapters include their own discussion subsec-

tions with relevant details pertaining to their specific topics.

Chapter 2: The computational tools used throughout this thesis — specifically, the NEMO model and
Ariane particle tracking software — are discussed in the main methodology chapter of the thesis. The
individual experiment designs are fully described in the methodology subsections of their respective

results chapters.

Chapters 3, 4 and 5 are the results chapters: the publications that comprise this thesis-by-publica-

tions. By way of an introduction, the plain language summaries of each are included below:

Chapter 3: The Beaufort Gyre, a clockwise ice and water circulation in the Arctic Ocean, is an
important feature of the Arctic because it stores a large volume of fresh—relative to the rest of the
ocean—water. Depending on the atmospheric circulation driving it, the Beaufort Gyre can either
accumulate or release this freshwater. The sources of relatively fresh water to the Beaufort Gyre are
Acrctic rivers, the Bering Strait, and melting sea ice. By tracking virtual particles in a high-resolution
ocean model, we investigate how these sources have changed in recent decades, and identify a change
in the pathways bringing them to the Beaufort Gyre. This change in ocean circulation was found to
correlate with a change in the mixed layer depth in the model.

Chapter 4: The Earth's climate is changing and the Arctic Ocean is projected to experience ice free
summers within decades. This would enable more commercial shipping, which in turn makes an
Acrctic shipping accident more likely. This could lead to oil (or other pollutants) being spilled into
the ocean. Because of the harsh Arctic environment, an oil spill may not be successfully recovered,
so we need to consider where it will go in the following months and years. We released virtual “par-
ticles” into a computer model of the ocean and tracked their progress for 2 years. In this time, parti-
cles travelled, on average, 1,223 km. This demonstrates that pan-Arctic modelling is needed in the
event of an unrecovered pollutant spill. Unrecovered oil from one season may be accessible the next
spring. By analyzing the spread of our particles, we found that on average 676,917 km2 would need
to be searched to find it, but that this is highly dependent on where the spill occurs. Finally, we noted
that in some places, particularly the Barents Sea, there was a risk that spilled pollutants could become

entrained into deep water, rendering them irrecoverable.

Chapter 5: With a warming Arctic Ocean, it has been suggested that the ocean currents that connect
the Pacific to the Atlantic may change. This could have potential biological consequences, including
bringing Pacific species of plankton to the Atlantic. We investigate how the pathways bringing Pa-
cific water to the Atlantic have changed, identify a pathway that takes less time that other routes to
bring waters from Pacific to the Atlantic (but that is only occasionally available), and note that even

the shortest timescales are over 2 years.



Finally, Chapter 6 synthesises the lessons learned from the preceding results chapters, and discusses
them in the context of Arctic circulation connectivity in general. Moreover, additional research con-
ducted during my time as a PhD student but not a formal part of the results chapters is discussed in
this chapter, including how the methodology analogous to that used in Chapter 4 was applied to a
real-life oil spill near China. The thesis concludes by suggesting areas where it could be built upon,
including ideas for a future paper revisiting trans-Arctic Pacific to Atlantic ecological connectivity,
but tailored to a specific species to motivate a focus on understanding along-trajectory environmental

conditions.

1.2. The Arctic Ocean
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Figure 1.1 — Bathymetry of the Arctic Ocean, with important geographic features highlighted.

At the northernmost extreme of the planet lies the Arctic Ocean, surrounded by land on almost all
sides, split roughly evenly between continental shelf and deep ocean, and divided by several oceanic
ridges. A map of the Arctic, with key features labelled is presented in Figure 1.1.



The Arctic Ocean and its marginal seas are defined by the International Hydrological Organization
(IHO) as follows: The Pacific border is delimited by the Bering Strait (between 66°11'N, 166°14'W
and 66°22'N, 170°35'W). On the Atlantic side, borders exist at 60°N in the Davis Strait (between
44°50'W and 64°10'W), as well as borders in the Iceland Sea and Norwegian Sea. The southern
borders of the Iceland Sea are (65°30'N,24°32'W to 67°51'N, 32°11'W) between Iceland and Green-
land, and (62°21'N, 6°15'W to 64°14'N, 14°58'W) between the Faeroe Islands and Iceland. The south-
ern borders of the Norwegian Sea are (62°21'N, 6°15'W to 61°00'N, 0°53'W) between the Faeroe
Islands and Shetland Islands, and continuing along 61°N from the Shetland Islands to the Norwegian
coast. (International Hydrographic Organization, 2002). The Nordic Seas (Iceland, Greenland and
Norwegian Seas) are often treated separately from the high Arctic. Excluding the Nordic Seas, the
southern boundaries of the Arctic on the Atlantic side are the Fram Strait (83°23'N, 25°25'W to
80°04'N, 16°16'E) and the Barents Sea Opening (70°50'N, 9°00'W to 71°10'N — 7°58'W)
(International Hydrographic Organization, 2002).

In contrast to the rest of the world, where shallow shelf seas make up only a small portion of the
ocean, approximately half of the Arctic is continental shelf. The main topographical feature in the
deep ocean is the Lomonosov Ridge, which divides the Arctic into the Eurasian and Amerasian ba-
sins. These basins are themselves split into two, with the Eurasian Basin divided into the Nansen and
Amundsen basins by the Gakkel Ridge, and the Amerasian partitioned into the Canada Basin and
Makarov Basin, with the Mendeleev and Alpha ridges separating the two. The vast majority of the
continental shelf is on the Eastern side of the Arctic, comprising of (from west to east) the Barents,
Kara, Laptev, East-Siberian and Chukchi seas. On the western side, north of Canada and Alaska, lies

the Beaufort Sea, with a thin continental shelf.

Politically, the Arctic Ocean falls mostly under the jurisdiction of five countries, with a small area
beyond national jurisdiction (ABNJ, see Popova et al. (2019)) in the central Arctic. Russia, USA
(Alaska), Canada, Denmark (Greenland), and Norway (including Svalbard) each claiming exclusive
economic zones in the 200 nautical mile strip from their respective coastlines. Additionally, Arctic
nations have submitted claims — overlapping in places — for extended continental shelf rights (Rid-
dell-Dixon, 2008). Major shipping routes in the Arctic Ocean include the Northern Sea Route through
Russian waters and the North West Passage through Canadian / US waters, both of which provide

economic links between the Atlantic and Pacific Oceans (@streng et al., 2013).

The Arctic Ocean is connected to the rest of the world ocean in four places: to the Pacific only via
the Bering Strait, and to the Atlantic via the Barents Sea Opening, the Fram Strait, and the Canadian
Archipelago. Pacific Water enters the Arctic via Bering Strait (with negligible flow in the opposite
direction), and Atlantic Water enters via the Barents Sea Opening and the Eastern Fram Strait. Ad-
ditionally, a significant input of fresh water enters from major rivers: the Ob, Yenisey, Lena, Kolyma

and Mackenzie rivers all flow directly into the Arctic Ocean. The exit points from the Arctic Ocean



are the western portion of the Fram Strait, and various pathways through the Canadian Archipelago

and the Davis Strait — in both cases, outflow is to the Atlantic Ocean.

Before going into more detail about existing literature on the circulation of the Arctic Ocean, we
begin by describing the vertical structure of the Arctic Ocean, and how this varies seasonally — in-

cluding the formation and loss of sea ice.

1.2.1. Arctic Sea Ice

The Arctic Ocean is a highly stratified Mediterranean ocean. It is a unique part of the global ocean
in that, unlike all but the Southern Ocean, it is characterised by the year-round presence of sea ice.
In contrast to the Southern Ocean, it is an ocean surrounded by land as opposed to land surrounded
by an ocean. The Arctic has, historically, been approximately half covered in sea ice even in summer
(Stroeve et al., 2007), but in recent years this has declined rapidly due to anthropogenic carbon di-
oxide emissions (Mueller et al., 2018; Notz and Stroeve, 2016). It is now predicted that the Arctic
Ocean will be seasonally ice free as early as the 2030s, and no later than the 2050s, assuming that
CO2 emissions persist at their current rate (Jahn et al., 2016; Overland and Wang, 2013; Wang and
Overland, 2012). It is important to note here that ‘ice free’ is commonly defined as the Arctic having
a total sea ice extent of less than 1 million km?, with a small (relative to the rest of the Arctic Ocean)
region in the vicinity of the Canadian Archipelago projected to retain ice cover long after the rest of

summer Arctic sea ice is gone (Wang and Overland, 2012).

An example of this sharp decline in Arctic ice cover is illustrated below in Figure 1.2. Using data
from the National Snow and Ice Data Centre (as also used for validation in Chapter 4, Kelly et al.
(2018)), we show the difference in horizontal extent of Arctic sea ice between 2001 and 2012. 2012
currently (at the time of writing) holds the record for minimum horizontal extent of sea ice (Kwok,

2018), and the loss of ice cover in the marginal seas is pronounced:
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Figure 1.2: Comparison of satellite observed (National Snow and Ice Data Centre, NSIDC) September mean sea ice concen-
trations for 2001 (left) and 2012 (right). 2012 holds (at the time of writing) the record for minimum Arctic sea ice extent.

As well as sea ice receding in terms of horizontal extent, Arctic sea ice has also thinned considerably
over recent decades (Kwok, 2018), with loss of sea ice volume most pronounced during the autumn
(Laxon et al., 2013). Based on satellite analysis, comparing Cryosat2 (2010-2012) data to with that
from ICESat (2003-2008), 4,291 km? of ice was lost in autumn between the two satellite periods
(Laxon et al., 2013). The same authors found a reduction in winter sea ice thickness of 1,479 km?®
over between the two periods. Over a longer timescale, Kwok (2018) found that Arctic sea ice thick-
ness has decreased by 2m (66%) by the period 2011-2018 (again based on Cryosat2 data) compared
to submarine measurements from 1958-1976.

The loss of Arctic sea ice has been accompanied by a change in the character of the ice which re-
mains: notably, the Arctic is becoming increasingly characterised by less multiyear ice, and a greater
proportion of the ice is younger or first year sea ice (Bi et al., 2020; Kwok, 2018). This matters from
an ecological point of view, because brine rejection means that multiyear ice is fresher than younger
ice. Brine in younger ice harbours ice-dwelling organisms (Krembs et al., 2011), and thus more mo-
bile (due to reduced sea ice concentration) and more saline (due to loss of multi-year ice) could play

an increasingly important role in the biogeochemistry of the Arctic.

Reduced Arctic sea ice is also important for a variety of other reasons. Socio-economic consequences
of an ice free Arctic include a potential increase in Arctic shipping (Lee and Kim, 2015; @streng et



al., 2013), which motivates Chapter 4 of this thesis where we consider the advection of pollutants in
the Arctic. While that chapter focuses on oil spills at specific point source locations, reduced sea ice
cover in the Arctic could be directly important for other pollutants such as atmospheric mercury
(Moore et al., 2016). Sea ice acts as a barrier to the ocean/atmosphere interface, and loss of sea ice

could allow for more pollutants of atmospheric origin to enter the Arctic Ocean.

Physically, removing sea ice means that the effect of the wind is felt more directly by the upper
ocean, and increased stirring of the ocean surface leads to a deepening of the upper mixed layer
(Graham et al., 2019; Lincoln et al., 2016), which can in turn be important for the biological produc-
tivity of the Arctic (Carmack et al., 2016). Ice-albedo feedback is another important physical conse-
quence of sea ice retreat, with increased areas of dark open water replacing more reflective sea ice,

enabling the ocean to absorb more heat from solar radiation (Perovich et al., 2007).

In addition to the long term secular trend of sea ice decline in the Arctic Ocean, there is also a strong
seasonal cycle in sea ice cover. Aside from the Barents Sea, which is predominantly ice-free even in
winter due to warmer Atlantic waters entering the Arctic here (discussed more thoroughly in Section
1.1.3), the Arctic remains entirely ice covered during winter, with a tail extending down the east
coast of Greenland due to sea ice exported from the Fram Strait (Smedsrud et al., 2017). Arctic Sea
ice reaches its maximum extent during March, with September seeing minima and the record mini-
mum occurring in September 2012 (Parkinson and Comiso, 2013). Much of the Beaufort, Kara and
Laptev Seas are now ice-free in summer, though summer sea ice persists more in the East Siberian
Sea (Parkinson and Comiso, 2013). This new normal, with large areas of open water that were pre-
viously ice covered even in summer has been invoked a possible explanation for changing ecological

connectivity between the Pacific and Atlantic Oceans (Reid et al., 2007).

1.2.2. Vertical Structure and Variability

Beneath the sea ice, the Arctic is highly stratified near the surface, with distinct layers that have
limited interactions between them (McLaughlin et al., 1996). Like all of the ocean, the Arctic is
stratified by density. However, unlike most of the rest of the global ocean, the Arctic is unique in
that the highest temperatures are found at depth. The influence of relatively warm but saline Atlantic
Water, fresher Pacific water, a large volume of fresh riverine input and seasonal meltwater leads to
a strongly layered ocean (Timmermans et al., 2017), with a cold, fresh polar mixed layer (Section
1.2.2.1) at the surface, and denser layers beneath, with the Atlantic and Pacific side of the Arctic

exhibiting different characteristics (Section 1.2.2.2).
1.2.2.1. The Arctic Mixed Layer

The uppermost layer of the Arctic Ocean is the polar mixed layer, which exhibits strong seasonal
variability driven predominantly by the seasonal cycle of sea ice formation and melting (Peralta-

Ferriz and Woodgate, 2015). The mixed layer is important for a variety of physical and ecological
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reasons, from mediating heat exchange between the ocean and sea ice — or atmosphere, in the case
of open water areas — (Sirevaag et al., 2011) to bringing nutrients to the surface and hence influencing
biological activity (Popova et al., 2010), and typically has a depth of 5-30 m in summer and 25-50 m
in winter, and significantly deeper (>100 m) in the Eastern Arctic (Peralta-Ferriz and Woodgate,
2015).

Unlike most of the global ocean, where the wind and surface waves control the depth of the upper
mixed layer, the presence of sea ice limits the influence of the wind and damps surface waves in the
Acrctic. Instead, it is the formation and loss of sea ice which dominates the seasonal deepening and
shoaling of the Arctic mixed layer (Peralta-Ferriz and Woodgate, 2015). In the summertime, the
Arctic heats and sea ice melts. This releases liquid fresh water into the ocean, which is less dense
than the water beneath, creating a relatively shallow mixed layer comprised of this meltwater. This
contrasts with winter when, during sea ice formation, brine rejection induces convection and hence
deepens the upper mixed layer (Polyakov et al., 2013). This explains the seasonal cycle of a deep
mixed layer in winter and shallow summer mixed layer described by Peralta Ferriz and Woodgate
(2015).

However, there are other mechanisms which have the opposite effect. Absence of sea ice during the
summer provides allows for more direct wind-driven stirring of the upper ocean, however the influ-
ence of this was found to be small (explaining <20% of the mixed layer depth variance) compared
to ice melt and brine rejection, even in seasonally ice-free regions (Peralta-Ferriz and Woodgate,
2015). Other dynamical processes affecting the Arctic mixed layer depth include advection of fresh
water (Kelly et al., 2019), with Peralta-Ferriz and Woodgate (2015) noting particular importance of
advection of relatively fresh Pacific water on the Arctic mixed layer. A more detailed, region-by-
region analysis of the Arctic mixed layer, comparing the model used throughout this thesis to obser-

vations is presented in Section 3.5.

1.2.2.2. Atlantic Layer, Pacific Layer and the Beaufort Gyre

Beneath the upper mixed layer, lies a strongly stratified (near the surface) ocean, with a halocline
sitting atop dense Arctic bottom water. With input from and outflow to the Atlantic on one side, and
inflow from the Pacific on the other, this creates a vertical structure as depicted in the simplified

schematic shown in Figure 1.3:
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Figure 1.3 — Cartoon schematic of Artic stratification (not to scale).

On the Atlantic side of the Arctic, a fresh upper mixed layer sits above a cold halocline, with increas-
ing salinity at depth due to brine rejection during the formation of sea ice (Aagaard et al., 1981;
Rudels et al., 1996). Beneath this lies the warmer Atlantic layer, with cold dense salty bottom water
beneath. The Pacific side of the Arctic Ocean is more complicated, with a fresher Pacific halocline
positioned above the Atlantic waters. The Pacific layer consists of Pacific Summer Water between
50 — 100m depth, with Pacific Winter Water below this in the 100 — 150m range (Steele et al., 2004).

The dominant circulation feature in the Western Arctic is the Beaufort Gyre, which acts as a reservoir
for Arctic freshwater and plays an important role in the dynamics of the Arctic in general
(Proshutinsky et al., 2002). The importance of the Beaufort Gyre for the Arctic more generally, and
an investigation into its freshwater sources and their changing advective pathways is presented in
Chapter 3 of this thesis, (Kelly et al., 2019). Unlike the cyclonic boundary currents and deeper gyres,
the Beaufort Gyre is an anti-cyclonic (clockwise) feature. This is because, while the main boundary
currents in the Arctic Ocean are topographically steered and driven by geostrophic balance, the Beau-
fort Gyre is a wind driven circulation feature, and as such is highly sensitive to atmospheric forcing
(Giles et al., 2012; Polyakov et al., 1999).

The atmospheric drivers of the Beaufort Gyre are the Beaufort High and the Aleution Low, semi-
permanent high- and low-pressure atmospheric systems respectively. Anomalies in these pressure
systems can have a profound effect on the Arctic Ocean, with a strengthened Beaufort High leading
to a stronger Beaufort Gyre and more anti-cyclonic dominance in the surface layers of the Arctic

Ocean, and vice versa (Overland, 2009).

Various metrics exist to quantify these large-scale atmospheric changes and their effect on the circu-
lation of the Arctic Ocean. The Arctic Oscillation (AO) (Thompson and Wallace, 1998) is once such
metric, with positive AO indices corresponding to low pressure over the Arctic and hence an anom-
alously cyclonic Artic Ocean, with negative indices associated with a more anti-cyclonic Arctic

which favours a stronger Beaufort Gyre. Proshutinsky and Johnson (1997) sought to define a more
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specific metric to describe the Arctic Ocean’s response to changes in atmospheric forcing. Using a
two-level barotropic model, anomalies in sea surface height were used to define the Arctic Ocean
Oscillation index, which characterises the cylonicity or anti-cyclonicity of the Arctic Ocean with
oppositely signed metrics — positive values corresponding to a stronger Beaufort Gyre. These large-
scale metrics alone cannot capture the full detail of the Arctic Ocean circulation, as evidenced by the
fact that they are not always oppositely signed, but have been found to be been found to be useful
predictors of freshwater accumulation / release in the Arctic (Proshutinsky et al., 2002; Proshutinsky
et al., 1999). Both the AO and AOO metrics are used in Chapter 5 of this thesis to put into context

changes in Pacific to Atlantic connectivity pathways.

1.2.3. Pacific Water Pathways

Marine connectivity is driven by ocean currents, and in the following two subsections the circulation
pathways of the waters which flow into the Arctic Ocean are described, beginning here with the
Pacific pathways and moving onto Atlantic water circulation in the next section. Pacific Water enters
the Arctic via the Bering Strait, where it plays an important role in the dynamics of the Western
Arctic Ocean. The flow through the Bering Strait is highly variable between years and has a strong
seasonal cycle, with mooring observations (over the period 2001-2011) recording a mean annual
transport between 0.7 and 1.1 Sv (Woodgate et al., 2012). Recent years have seen this figure increase,
up to a maximum of 1.2 Sv in 2014 (Woodgate, 2018).

An important feature of the Pacific inflow to the Arctic is that it brings ‘fresh’ water to the basin.
Clearly, this is not fresh water in the literal sense, but compared to the much larger and saltier Atlantic
contribution to the Arctic Ocean, Pacific water has a significantly lower salinity. A standard seawater
reference salinity of 34.8 PSU (practical salinity units, a dimensionless quantity) is used to calculate
the fresh water contribution to the Arctic. Relative to this reference salinity, the Pacific Ocean con-
tributes 2030-3500 km? of freshwater to the Arctic per year (Aksenov et al., 2016; Woodgate et al.,
2012). As discussed in section 1.2.2.2., this contribution is important for the stratification of the
Western Arctic Ocean, and contributes to the fresh water storage / release cycle in the Beaufort Gyre
(Proshutinsky et al., 2009).

The inflow of Pacific Water in the Arctic has been extensively studied in both models and observa-
tions (Aksenov et al., 2016; Hu and Myers, 2013; Timmermans et al., 2014; Thomas Weingartner et
al., 2005), with three distinct pathways identified: one through Barrow Canyon, another through
Herald Canyon, and a third pathway via the Herald and Hana Shoals (Timmermans et al., 2014), as
illustrated in Figure 1.4 with yellow, red and magenta arrows respectively. Pacific inflow is com-
prised of three main water masses: summer Bering Sea Water (sBSW), winter Bering Sea Water
(wBSW), and Alaskan Coastal Water (ACW), each of which have different characteristics.

12
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Figure 1.4 — Pacific water inflow pathways to the Arctic Ocean, after Timmermans et al. (2014). Red: inflow through Herald
Canyon. Magenta: Inflow through the Central Channel via Herald and Hana Shoals. Yellow: Inflow through Barrow Canyon.

The lightest and freshest water mass is the ACW. The properties of the ACW are set by river runoff
in the Gulf of Alaska and Bering Sea (Thomas J. Weingartner et al., 2005), including the Yukon
River. ACW enters the Arctic Ocean via Alaskan Coastal Current (Appen and Pickart, 2012), before
flowing through Barrow Canyon, following the eastward Beaufort shelf-break jet (Appen and
Pickart, 2012; Nikolopoulos et al., 2009). The Beaufort shelf-break jet is a topographically steered
geostrophic current that can be strengthened or weakened depending on the wind, and typically peaks
during June to October (Lin et al., 2016). Depending on large-scale atmospheric forcing, the ACW
can then reverse back to the west (Nikolopoulos et al., 2009; Steele et al., 2004) and continue into
the Chukchi Slope Current (Spall et al., 2018), carry on towards the Canadian Archipelago, or be-
come entrained into the Beaufort Gyre (Aksenov et al., 2016). There remains some uncertainty in the
ultimate fate of ACW beyond this, including wheref/if it exits the Arctic Ocean via the Canadian
Archipelago (Aksenov et al., 2016).

The other main water mass entering through the Bering Strait is Bering Sea Water, the properties of
which vary seasonally, and hence is subset into summer Bering Sea Water (sBSW) and winter Bering
Sea Water (WSBW) (Steele et al., 2004). Bering Sea Water (both summer and winter) is denser than
Alaskan Coastal Water (Aksenov et al., 2016), and enters the Arctic Ocean via three main pathways;
the Barrow Canyon along with the ACW, and through the Herald Canyon, and the Central Channel
leading to the Hana Shoal (Aksenov et al., 2016; Steele et al., 2004). Some of this water then follows
the Transpolar Drift towards the Atlantic (Aksenov et al., 2016), while another portion remains in

the Canada Basin. The summer mode of the Bering Sea Water contributes to Beaufort Gyre and
13



circulates anti-cyclonically (clockwise) (McLaughlin et al., 2002; Steele et al., 2004). However, less
is known about the behaviour of the winter mode, with different studies suggesting different sche-
matics. Primarily anti-cyclonic (clockwise) circulation is proposed by Steele et al. (2004), while
McLaughlin et al. (2002) proposed a dominant cyclonic pathway bringing wBSW to the Canadian
Archipelago. It is well established that Pacific Water pathways vary interannually (Proshutinsky et
al., 2002; Timmermans et al., 2014), but the exact pathways followed by different Pacific water

masses is not fully known and remains an open research question (Aksenov et al., 2016).

1.2.4. Atlantic Water Pathways and the Arctic Circumpolar Boundary Current

The largest source of inflow to the Arctic is via the Atlantic Ocean, with Atlantic Water entering the
Arctic via two pathways: the Eastern portion of the Fram Strait, and the Barents Sea Opening
(Aksenov et al., 2010; Aksenov et al., 2011; Pnyushkov et al., 2015; Spall, 2013). A schematic of

the Arctic inflow and circulation pathways is illustrated in Figure 1.5.

In contrast to the (comparatively) fresh inflow from the Pacific Ocean, the Atlantic contribution to
the Arctic Ocean is saltier and denser (Aksenov et al., 2010). Once in the Arctic, the dominant cir-
culation feature of Atlantic Water is the Arctic Circumpolar Boundary Current, hereafter ACBC
(Aksenov et al., 2011). This can be split into two main branches, the Fram Strait and Barents Sea
branches, which eventually join and flow cyclonically (anti-clockwise) around the Arctic shelf break,
and in deep cyclonic gyres in the Eurasian, Makarov and Canada basins (Pnyushkov et al., 2015;
Polyakov et al., 2011).
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Figure 1.5 — Advective pathways of Atlantic inflow to the Arctic, based on Aksenov et al. (2011). Fram Strait and Barents
Sea branches of ACBC shown, with presumed continuation of ACBC shown in dashed lines.

The Fram Strait inflow is complicated, with two pathways flowing either side of the Yermak Plateau
to the north of Svalbard, before recombining east of the archipelago and continuing as a boundary
current along the Eurasian shelf break (Rudels et al., 2015). As well as this, some water is recirculated
in the strait, with outflow from the Arctic to the Atlantic taking place in the west of the Fram Strait
(Beszczynska-Moller et al., 2012; Rudels et al., 2015). The total transport into the Arctic Ocean
through the Fram Strait has been estimated as 6.6 Sv (Beszczynska-Moller et al., 2012), and is the
dominant contributor to the Nansen Basin halocline (Rudels et al., 2015), where it circulates cyclon-
ically (anti-clockwise) (Aksenov et al., 2011; Rudels, 2015; Rudels et al., 2015). Fram Strait branch
inflow is advected eastward by the ACBC to the Amundsen and Makarov basins, where it also sup-

plies the cyclonically circulating halocline water (Rudels et al., 2004).

As well as the deep inflow through the Fram Strait, Atlantic water enters the Arctic on the Eurasian
shelf via the Barents Sea opening. The inflow varies between season and years, with a mean transport
of 1.5 Sv (Skagseth et al., 2008), which is warm (4-6 °C) and salty (>35 PSU) (Rudels et al., 2015).
This is complicated by a return flow just south of Svalbard, which exports cooled, denser water back

towards the Atlantic at depth (Skagseth et al., 2008). Another contribution to the Barents Sea comes
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from the Norwegian Coastal Current, which brings 1.8 Sv of fresher (34.3 PSU) water into the Bar-
ents Sea (Skagseth et al., 2011). Barents Sea water is then advected north-east towards the St Anna
Trough, where it joins the Fram Strait inflow as part of the Arctic Circumpolar Boundary Current
(Aksenov et al., 2011; Dmitrenko et al., 2015). The Barents Sea branch is cooler and fresher than the
Fram Strait inflow by the time the Barents Sea branch joins the ACBC due to the influence of net
precipitation (Rudels et al., 2004; Rudels et al., 2015). Furthermore, because of brine rejection during
sea ice formation, cold dense water is produced in the Barents Sea (Aksenov et al., 2010). The Bar-
ents Sea branch is confined to the Eurasian shelf slope before becoming the main source of water to
the Atlantic layer of the Canada Basin halocline, below the Pacific halocline (Rudels et al., 2004).
Open research questions concerning the Atlantic inflow to the Arctic Ocean include the ultimate fate
of Atlantic waters beyond the Chukchi Cup (Aksenov et al., 2011).
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1.3. Marine Connectivity

The aim of this thesis is to contribute to the understanding of marine circulation connectivity in the
Arctic Ocean. Marine connectivity describes how ocean currents link different regions of the global
ocean, and specifically how material dissolved or suspended in the water column are dispersed over
time (Condie et al., 2005). This includes ecological connectivity, which describes the exchange of
species between spatially separated subpopulations (Cowen et al., 2006; Cowen and Sponaugle,
2009), as well as the dispersal salt, nutrients, and pollutants advected by currents (Condie et al.,
2005).

Properties of the ocean are governed not only by local forcing (for example: wind, radiative fluxes,
precipitation, river runoff), but also by influences further afield due to advection. The interconnec-
tivity of the ocean, mediated by ocean currents, means that changes in one part of the ocean can have
significant impacts in other regions downstream — this is the concept of circulation connectivity. A
large-scale example of this is the Atlantic Meridional Overturning Circulation (AMOC), which trans-
ports heat towards the polar regions in the upper ocean and brings cooler, denser water back south at
depth. Understanding the timescales and pathways associated with advective transport is essential
for a full understanding of the ocean system. In the Arctic Ocean, connectivity between the large
continental shelf and the deep ocean are important for nutrient cycles (Kipp et al., 2019; Whitmore
et al., 2019). Regions downstream of the Arctic Ocean are affected by the dynamics of the Arctic
itself: for instance, it has been demonstrated that the salinity anomalies found in the North Atlantic
are directly linked to the connectivity between the Beaufort Gyre and Atlantic Ocean, owing to the
Beaufort Gyre’s role as an important fresh water reservoir in the Arctic Ocean (Proshutinsky et al.,
2002). In Chapter 3 of this thesis (Kelly et al., 2019), the upstream connectivity of the Beaufort Gyre
is investigated. In addition to the purely physical motivation for studying Arctic connectivity, two
key applications of connectivity are discussed here: its role in the advection of marine pollutants (S.
Kelly et al., 2018) and the importance of ecological connectivity in a changing Arctic Ocean (Kelly
et al, 2020).

1.3.1. Marine Pollutants

With the Arctic environment rapidly changing (Overland and Wang, 2013; Wang and Overland,
2012), understanding the pollution issues which could potentially affect it is a growing concern. As
a result of the rapid recession of Arctic sea-ice, interest in using the Artic for commercial shipping
has increased (Aksenov et al., 2017; Liu and Kronbak, 2010; Schgyen and Brathen, 2011). A height-
ened risk of accidental oil spills (or other pollutants being discharged as a result of shipping activity)
has been identified as one potential consequence of this. Should an oil spill occur, its behaviour and
ultimate fate is a function of the physical and chemical properties of the type of oil spilled, and where
the spill occurs (Afenyo et al., 2015; Mariano et al., 2011). Interactions between oil and ocean dom-

inate its spread in the immediate aftermath of a leak (Mariano et al., 2011), before oceanic advection
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becomes the dominant driver on longer timescales (Afenyo et al., 2015). The importance of advection
motivates understanding this problem from a connectivity point of view when considering the long

term fate of an oil spill.

A recent real-world example of a tanker spill occurred in the East China Sea: in January 2018, the
Sanchi oil tanker was involved in a collision, resulting in its cargo of natural gas condensate being
released into the ocean (Chen et al., 2019). Based on the work presented in Chapter 4 of this thesis
(S. Kelly et al., 2018), Lagrangian experiments were performed to assess the strength of connectivity
between the spill site and regions downstream, in part as a demonstration of the validity of the ap-

proach used in (S. Kelly et al., 2018). This is further discussed in Chapter 6.

But, other than oil spills, what other pollution risks are (or are predicted to be) present in the Arctic?
The Arctic Monitoring and Assessment Programme (AMAP) has identified four main categories of
pollutant which pose a threat to the Arctic; persistent organic pollutants (POPs), chemicals of emerg-

ing concern, heavy metals, and radioactive pollution (AMAP, 2015).

POPs are long lasting chemicals primarily brought to the Arctic via long range atmospheric transport
(Halsall, 2004; Newton et al., 2014). The use of the use of POPs has been controlled in many cases,
and as a result, much of the contamination caused is as a result of historic rather than ongoing use
(AMAP, 2015). This is in contrast with pollutants in the ‘chemicals of emerging concern’ category,
the uses of which are widely unregulated. This category includes halogenated flame retardants and
some currently used pesticides (AMAP, 2015; Ma et al., 2015). High concentrations of brominated
flame retardants have been discovered in organisms in East Greenland and Svalbard, suggesting that

western Europe and eastern North America are major sources of Arctic BFRs (de Wit et al., 2010).

Heavy metals including mercury are a major concern in the Arctic food web as they can accumulate
in predators and pose a risk to human health. Coal burning and gold mining are key sources of mer-
cury in the Arctic atmosphere, and emissions due to both of these have recently increased (AMAP,
2015). Concentrations of atmospheric mercury have been measured, and a strong seasonal depend-
ence has been observed. The highest concentrations are found in the spring, suggesting that freshwa-
ter inflow from rivers is the dominant source of mercury in the Arctic (Fisher et al., 2012). Addition-
ally, with sea ice cover reducing and more open water in the Arctic, mercury is increasingly able to

enter the Arctic Ocean directly from the atmosphere (Moore et al., 2016).

The final source of pollution identified by the AMAP is radioactivity. Atmospheric weapons tests
were performed over the Arctic during the Cold War, nuclear waste has historically been dumped
into the Arctic (particularly around Novaya Zemlya in the Barents/Kara Seas), and accidents such as
the 2011 incident at Fukushima could also lead to radioactive material being transported to the Arctic
(AMAP, 2015). Measurements of radioisotope concentrations in Arctic organisms suggests that the
environmental impact of this dumping has been small (Fisher et al., 1999) and it is unlikely to be of

serious concern to human health.
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Efforts to monitor and assess pollutants in the Arctic are ongoing, including the EU ArcRisk project
(Carlsson et al., 2018; Pacyna et al., 2015). The role of ocean circulation on pollutant transport has
been noted as playing an important role in the distribution of pollutants across the Arctic, and as such
pollutant dispersal is sensitive to the effect of climate change on Arctic currents (Kallenborn et al.,
2012; Pacyna et al., 2015). However, it has also been recognised that indirect consequences of cli-
mate change, such as shifts in land and resource use, are likely to be the main driver of shifts in Arctic
pollutant distributions in the immediate future (Kallenborn et al., 2012). An example of this would
be the increased risk of oil spills from increased shipping along the Northern Sea Route that moti-
vated S. Kelly et al. (2018).

1.3.2. Ecological Connectivity

Another element of marine connectivity is ecological connectivity. When considering the full eco-
logical connectivity of the ocean, the picture becomes yet more complicated: ecological connectivity,
describing the transport of the biota in the oceans, includes both passive circulation connectivity and
active migratory connectivity (Popova et al., 2019). Passive circulation connectivity accounts for the
transport of species due to ocean currents (Popova et al., 2019; van Gennip et al., 2017), and active
migratory connectivity describes the species swimming from one region to another, e.g. for feeding
and breeding (Cowen et al., 2006; Webster et al., 2002). Indeed, passive circulation connectivity and
active migratory connectivity are not fully independent of each other, as even larger species which
actively migrate typically have a planktonic stage (Selkoe and Toonen, 2011). For smaller, plank-
tonic species, or those which are static in their adult lives but rely on oceanic advection to disperse
their larvae (e.g. corals), passive connectivity is the dominant mechanism in distributing organisms

away from their parents (Raitsos et al., 2017).

A common theme linking all these forms of marine connectivity is the importance of understanding
the timescales on which different regions are connected to each other, and the specific pathways that
link them. Every part of the global ocean is connected to every other part, if one waits long enough,
but for ecologically important processes, the timescales involved can be short. Understanding
whether or not different regions are ecologically connected depends on the timescales on which they
are connected (Jonsson and Watson, 2016), and the timescale required depends on several factors,
including the species in question. For species with a planktonic stage early in their lifecycles, its
pelagic larval duration (PLD) describes the main limit for how long passive circulation connectivity
describes their migratory behaviour (Selkoe and Toonen, 2011; Shanks, 2009). This limiting time-
scale varies considerably between species, from weeks to years, (Bradford et al., 2015; van Her-
werden et al., 2006). Other influences, including the survivability of different advective pathways -
which in turn can depend on various factors like light, temperature and availability of nutrients (Ar-
teaga et al., 2014; Cowen and Sponaugle, 2009) — can also impact the limiting timescale for ecolog-

ical connectivity of marine organisms.
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In the case of marine connectivity for oceanic pollutants, the timescale required for the pollutant to
be degraded or dispersed such that it becomes sufficiently diluted that it has sufficiently limited en-
vironmental impact. For example, in the case of oil spills, the timespan required for biodegradation
or evaporation to the atmosphere provides the limiting timescale for assessing connectivity between
a spill site and downstream locations (Afenyo et al., 2015). Just as the limiting timescale for ecolog-
ical connectivity depends on the species in question, the limiting timescale for pollutants is affected
by the pollutant in question, as well as external factors including the environment in which the pol-
lutants are released, and whether an attempt has been made to clean up the contamination — again
using oil as an example, the application of dispersants can affect the spreading of the pollution
(Afenyo et al., 2015; Mariano et al., 2011).

Marine connectivity can be an inherently interdisciplinary problem, and many different approaches
working in synergy are required to fully understand the entire picture. Observational techniques in-
cluding remote sensing (Raitsos et al., 2017) and genetic profiling (Bach et al., 2019) contribute to
our understanding of ecological connectivity, but are limited by the availability of observations — a
particular problem in the Arctic, where the harsh conditions lead to sparse in-situ observations com-
pared to other parts of the ocean, and the high latitude limits the availability of satellite observations.
This thesis focuses on the modelling aspect of connectivity: using high resolution ocean models that
are capable of resolving physical processes important for transport, such as eddies, help contribute
to our understanding of marine connectivity. There are a multitude of ways that ocean models can be
used to answer questions of marine connectivity, and these are discussed in section 1.3. A Lagrangian
modelling technique, described in Chapter 2, is employed in three case studies here, all part of the

wider question of marine connectivity in the Arctic Ocean:
1 Chapter 3, Kelly et al. (2019): On the origin of Water Masses in the Beaufort Gyre

[ Chapter 4, Kelly et al. (2018): Lagrangian Modelling of Arctic Ocean Circulation Pathways:

Impact of Advection on Spread of Pollutants

(1 Chapter 5, Kelly et al. (2020): They Came From The Pacific: How changing Arctic currents

could contribute to an ecological regime shift in the Atlantic Ocean

In each case, a Lagrangian particle tracking approach is used to investigate a facet of Arctic marine
connectivity. Chapter 4 was the first to be written, and focusses on a potentially very important eco-
logical issue, using marine connectivity to investigate the potential impact of oil spills from the
Northern Sea Route shipping pathway. Chapter 3 focuses on the physics of the Arctic, and uses a
similar technique to investigate connectivity pathways in the Beaufort Gyre region. Finally, in Chap-
ter 5, we return to ecological connectivity, assessing how non-native species may be able to traverse

the Arctic Ocean to reach the Atlantic.

In Chapter 6, more general lessons learned in the preceding research chapters are discussed, as well

musings on how they could have been improved, and ideas for follow-up research are presented.
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Furthermore, in the second section of Chapter 6, further research separate from the three main papers
is discussed. Two main projects are featured here, both of which use similar methodology to that
developed throughout the other results chapters of this thesis (albeit both non-Arctic examples). This
includes detailing of my contribution to Popova et al. (2019), Ecological connectivity between the
areas beyond national jurisdiction and coastal waters: Safeguarding interests of coastal communi-
ties in developing countries, in which | performed the Lagrangian particle tracking experiments and
calculated the metrics used to quantify the strength of circulation connectivity between the high seas
and various developing countries’ coastlines. Additionally, results of experiments to assess the fate
of the Sanchi oil spill are presented: in January 2018, a real-world oil spill occurred in the East China
Sea. Lagrangian experiments, analogous to those presented in Chapter 4 were performed to assess
the potential fate of spilled pollutants. This also serves to demonstrate the validity of the approach
used in S. Kelly et al. (2018), and the results of these experiments, which received notable media

coverage, are discussed in Chapter 6.2.2.

1.4. Different Approaches to Studying Connectivity: Lagrangian or Eu-

lerian?

Connectivity can be assessed in various different ways: either observationally or with models, and
from either a Lagrangian or Eulerian perspective (van Sebille et al., 2018). A modelling approach is
used throughout this thesis, but it is perhaps more intuitive to explain the difference between the

Lagrangian and Eulerian approaches from an observational point of view.

Consider a fixed mooring recording temperature, salinity, and measuring currents in the ocean. This
is an example of Eulerian data: it provides a time-series for each variable measured, at one specific
point in space. With a series of different moorings in different locations, it is possible to build up a
well sampled picture of the ocean. Examples of this include the four fixed Beaufort Gyre Observing
System moorings used by Lique et al. (2014) to investigate heat fluxes in the Canada Basin on the
Arctic Ocean, and the Bering Strait mooring array utilised by Woodgate (2018) to quantify the Pa-
cific inflow to the Arctic. In any case, an Eulerian approach investigates how certain variables evolve

in time at various fixed points.

The alternative to this outlook is a Lagrangian approach. A real-world example of Lagrangian data
would be Argo drifters (de Boisséson et al., 2010; Hadfield et al., 2007). Like mooring arrays, drifters
record temperature, salinity and other variables. However, rather than producing a time series of each
variable for a fixed spatial point, Lagrangian measurements produce a time series along the trajectory
of the drifter. In the Arctic, Lagrangian observations often come from ice tethered profilers (ITPs),
which drift with sea ice rather than ocean currents, but still measure the properties of the water masses

below. Examples pertinent to Chapter 3 of this thesis, focussing on the Beaufort Gyre region include
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the work of Timmermans et al. (2017) who used ITP data to describe the properties of the Arctic
Halocline, and Zhao et al. (2016) who quantified the increasing eddy density in the Beaufort Gyre.
Peralta-Ferriz and Woodgate (2015) used a combination of Eulerian (fixed moorings) and Lagran-
gian (ice tethered profilers) techniques to characterise the mixed layer depth across the Arctic Ocean,

which was used for validation purposes in Chapter 3 (Kelly et al., 2019).

When using models to investigate ocean circulation and connectivity, we can also take either a La-
grangian or Eulerian approach. Ocean models work by dividing the ocean into a grid, and, based on
reanalysis forcing data, solving the primitive equations that govern ocean currents (Madec, 2014).
These equations are solved at some fixed time interval, sub-hourly in the case of NEMO, and are
highly computationally expensive to run, producing large volumes of data. For this reason, only mean
flow fields are typically saved — 5 daily means in the model used throughout this thesis. As these
flow fields are not static, the effect of time-varying currents must be addressed to answer questions
of connectivity. One method is to re-run the model for each experiment, incorporating passive Eu-
lerian tracers into the model and solving the tracer evolution equation via Eulerian meshes. But first,

we discuss the offline Lagrangian approach used here.

Lagrangian modelling is analogous to throwing a large number of rubber ducks into the ocean — as
actually happened when thousands of bath toys were accidentally released into the ocean in 1992
(Boxall, 2009). By recording when and where the ducks wash up on beaches, we learn about the
connectivity timescales linking those places to the initial spill site. But what if those ducks had GPS
trackers, were neutrally buoyant, and weren’t directly affected by external factors like the wind? We
could track the routes they (and hence the water parcels they’re entrained in) took to reach different
locations. With a large number of ducks, we can build up a statistically significant picture of the
connectivity between the spill site and other regions, what pathways the ducks took to reach those
regions, and what the associated timescales are. This is essentially how Lagrangian modelling works
—except that the rubber ducks are virtual particles, and rather than releasing them into the real ocean,
we release them in the model flow field to quantify how they are connected to other regions down-
stream. Unlike ducks in the real ocean, we are also able to track our virtual particles backwards in
time — i.e. follow currents upstream, to find out where the particles came from. It is also possible to
record other variables output by the model (temperature, salinity, pressure etc.) along the trajectory

of any given particle.

Many software packages are available for this (van Sebille et al., 2018), which make use of pre-
calculated model velocity fields. In the research chapters presented here, Ariane (Blanke and
Raynaud, 1997) is used, but alternatives include TRACMASS (Dd&0s et al., 2017; Kjellsson and
Do0s, 2012) and Parcels (Lange and van Sebille, 2017). The basic principle behind the Ariane parti-
cle tracking software is that discrete particle trajectories are calculated via a bilinear interpolation of
currents in the model grid cell, and an analytic method is used to translate particles throughout the

cells. The time required for each particles to reach the edge of each model cell is calculated, with the
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shortest time corresponding to the route the particle actually takes. This is repeated for the next grid
cell, using the exit point from the adjacent cell as its start point. The formal derivation of the sub-
gridscale translation calculations is presented in the appendix of Blanke and Raynaud (1997). The
output of these experiments is then saved as a series of latitude and longitude coordinates at a user

specified frequency.

Depending on the context of the scientific question being asked, these results can be interpreted in
different ways. For instance, using hindcast model results, it is possible to create probabilistic maps
showing how likely waters from one area are to be connected to some other region within a defined
timescale. This — with appropriate caveats and limitations — can be interpreted as a proxy for risk of
a region being contaminated by a pollutant spill (S. Kelly et al., 2018; Main et al., 2016). For exam-
ple, it is important to note that, using this approach, the trajectories of water parcels rather than real
life particles of contaminant. Interpreting these results necessitates discussion of which pathways are
realistic or unrealistic: when considering the effect of upwelling and downwelling in the case of
pollutants with a non-neutral buoyancy, how realistic are trajectories with significant depth changes?
At what point does the dispersal of pollutants mean that dissolved contaminants become too diluted

to be significant?

Other examples, such as ecological connectivity, require an understanding of an individual species’
biology (e.g. environmental tolerances or requirements) to be combined with the Lagrangian data to
fully answer specific questions (Popova et al., 2019). Pelagic larval duration — the amount of time a
species exists as plankton before being able to propel itself — is a species-dependant limiting time-
scale (Selkoe and Toonen, 2011; Shanks, 2009). Other limiting factors, such as the temperature or
availability of nutrients along advective pathways, need to be considered as well, and these also vary

depending on the species in question.

The main advantage of offline Lagrangian modelling over an online Eulerian approach is that it is
relatively computationally inexpensive. The NEMO model used here, ORCA0083-N006, was run
with a timestep of 200 seconds. In order to reduce storage requirements, only five-day means of the
output are saved. These five-day means are computationally expensive to produce, but having been
pre-calculated, are now readily available. The saved average circulation fields can then be used to

drive offline Lagrangian particle tracking experiments.

The disadvantage of this approach is that the purely kinematic method employed by Ariane means
that diffusive and processes are lost (van Sebille et al., 2018). In principle, this could be partially
accounted for by adding a Brownian random walk element to trajectories in cases where this is im-
portant. Furthermore, by using mean velocity fields, short lived variations in currents are averaged
out. This removes structure and variability that would otherwise be present in the sub-hourly online
velocity fields, reducing the accuracy of experimental results. A potentially important negative con-
sequence of this is that, by averaging out the fastest short lived currents, anomalously rapid advective

pathways are lost. In contexts where the absolute most rapid pathways are important, such as in
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Chapter 5, this is a limitation that must be acknowledged (Kelly et al., 2019). An alternative approach
would be to run Lagrangian particle tracking experiments ‘online’, in order to use the higher temporal
resolution that the model is run with. However this is prohibitively computationally expensive as it

would require multiple re-runs of the full ocean model.

The main alternative to Lagrangian modelling is using passive Eulerian tracers — named as such
because the ocean model uses Eulerian meshes to numerically solve the tracer evolution equations.
A significant advantage of this approach is that by using a continuous tracer, the uncertainty due to
discretising water masses into a finite number of individual trajectories is removed. Furthermore, by
using an online run of the model, diffusion and convection are accounted for, whereas offline La-
grangian approaches are purely advective. Various methods exist for interpreting these experiments
(Mouchet et al., 2016), and passive tracer experiments have been performed in the Arctic Ocean to
investigate Pacific Water circulation (Aksenov et al., 2016) and freshwater pathways (Dukhovskoy
et al., 2016). The major drawback with this approach is that it requires the ocean model to be re-run
for each experiment. In the case of experiments which require multiple releases, and especially those

requiring tracking for a longer timescales, this is not always practical.

This motivates a Lagrangian approach for experiments which require such an approach, as is the case
for the three case studies described in this thesis. Previous research has made use of a similar La-
grangian particle tracking technique owing to its computationally inexpensive nature (Hu and Myers,
2013; Lique et al., 2010; Main et al., 2016; Robinson et al., 2017; Robinson et al., 2016; Srokosz et
al., 2015; van Gennip et al., 2017). Using the trajectories produced by Lagrangian particle tracking
experiments, it is possible to extract meaningful information about changes in ocean circulation using
appropriately defined metrics. For instance, van Gennip et al. (2017) characterised projected shifts
in coastal connectivity by defining metrics to quantify the latitudinal and longitudinal shifts in re-
cruitment areas for coastal waters, as well as on-shelf retention. Robinson et al. (2014) defined met-
rics based on the duration of time which Lagrangian particles remained below a threshold depth, in
order to quantify the likelihood of successful carbon sequestration in the Southern Ocean. Metrics to
quantify flow fields based on Lagrangian data are also routinely applied to observational studies, for
example the Lyapunov exponent used by Liu et al. (2018) in order to identify divergent in flows in
the Gulf Stream.

Specifically in the Arctic Ocean, Lagrangian approaches - using the same particle tracking software
as in this research — have been employed to answer a variety of questions. Examples of this include
Ligue et al. (2010), where a particle tracking approach was used to investigate the sources of water
exported from the Arctic to the Atlantic Ocean. The validity of Lagrangian modelling, relative to its
more computationally intensive Eulerian cousin, was demonstrated by Hu and Myers (2013), which
found Pacific inflow pathways in agreement with those found by Aksenov et al. (2016) using a pas-
sive tracer approach. This exemplifies the value of Lagrangian particle tracking to understand ques-

tions of marine connectivity in the Arctic Ocean, as presented in the results chapters herein.
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Chapter 2: Methods

2.1. The NEMO Model

Various aspects of the Earth system are governed by equations which are, in principle, solvable, so
long as the values of certain variables are known. Theses equations give a solution for a specific
point in space and time, but if these equations could be solved everywhere, a complete picture of the
system would emerge. In practice, it is not possible to solve these equations at all points of space and
time. For this reason, models are used to discretise the system onto a fixed grid, and solve the relevant
equations at these specific grid points and at a discretised time interval. From quantifying ocean
currents (Madec, 2014) to describing the influence of space weather on the chemistry of the upper
atmosphere (C. W. Kelly et al., 2018), computer models are a useful tool to understand the behaviour

of complex systems.

All models require surface forcing to calculate how the ocean responds to different atmospheric con-
ditions. This typically comes in the form of reanalysis data — i.e. observation based datasets that have
been interpolated — also using models - in order to create a global dataset to drive (or “force”) the
model. Using this forcing data, based on historic atmospheric conditions, it is possible to build up a
hindcast representation of ocean circulation at some point in the past. Other forced models use pro-
jections of how the atmosphere may look in the future (e.g. based on different CO; emission scenar-
i0s) to investigate how ocean circulation could change in the future (van Gennip et al., 2017). Alter-
natively, it is possible to run fully coupled rather than forced models — using output from an atmos-
pheric model to drive an ocean model, allowing the modelled ocean and atmosphere to evolve with

each other after initial conditions have been specified.

With regards to modelling the ocean, the objective of an ocean model is to solve the equations which
govern ocean circulation and water mass transformations. These equations are referred to as the
primitive equations, specifically the Navier-Stokes equations which describe the flow of incompress-
ible fluids and a non-linear equation of state which couple temperature to seawater velocities (Jackett
and Mcdougall, 1995).

Throughout this thesis, the Nucleus for European Modelling of the Ocean (NEMO) Model is utilised
to investigate changing ocean connectivity. NEMO works by solving the aforementioned primitive
equations on a curvilinear tri-polar grid (ORCA), designed to avoid the singularity of the North Pole
(Madec and Imbard, 1996). Specifically, the grid employed by NEMO is the three dimensional Ara-
kawa C-grid (Arakawa and Lamb, 1977).

A schematic of a NEMO grid cell is shown below in Figure 2.1. Using this structure, different prop-
erties are calculated at different points of each grid cell: temperature and salinity are calculated in

the centre of each grid cell, while modelled ocean velocities are calculated at the six faces of each
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cell. Using the c-grid on the tri-polar ORCA mesh, a ‘north fold’ stitches the grid together across the

Arctic Ocean.

Figure 2.1: Schematic of a model grid cell using the Arakawa C-grid. Modeled velocities are calculated at each grid cell
face, in the zonal (u), meridional (v) and vertical (w) directions respectively. Temperature and salinity are calculated in the
center of each grid cell (t).

NEMO employs a non-linear free surface to account for the non-static nature of sea surface height,
and partially-filled bottom cells to ensure the bathymetry is as realistic as possible, avoiding unnec-
essarily large step changes. Mixing in NEMO is simulated by the turbulent kinetic energy (TKE)
mixing scheme (Blanke and Delecluse, 1993), and the behaviour of active tracers is described by the

total variance dissipation (TVD) advection scheme (Madec, 2014).
In order to solve the primitive equations, several simplifying assumptions are made:

- 1) The spherical Earth approximation: The Earth is not a perfect sphere, and it is not of
uniform density. However, this correction is small and for sake of simplification, the NEMO
model assumes that gravitational geopotential surfaces are spherical and hence gravity is

exactly aligned with Earth’s radius.

- 2) The thin shell approximation: We assume that the depth of the ocean is negligible relative
to the radius of the Earth. (The radius of the Earth is approximately 600 times larger than
even the depth of the Marianas Trench, and over 1,000 times larger than the deepest part of

the Arctic Ocean.)

- 3) The turbulent closure hypothesis: Turbulent fluxes, representing the effect of small-scale

processes on the largescale, are expressed in terms of large-scale features.
27



- 4) The Boussinesq approximation: Variations in fluid properties other than density, p, can
be neglected, and the only non-negligible consequence of density variations is their contri-

bution to the buoyancy force (i.e. terms multiplied by acceleration due to gravity, g).

- 5) The Hydrostatic hypothesis: Convective processes are removed from the Navier-Stokes
equation and parameterised rather than being solved explicitly. This means that the vertical
momentum equation can be expressed as the balance between vertical pressure gradient and

the buoyancy force.

- 6) Incompressibility hypothesis: The ocean is an incompressible fluid, i.e. , where u, v, and
w, are the three dimensional components of ocean velocity in the x, y, and z directions re-

spectively.

Given these simplifying assumptions, NEMO solves the Navier-Stokes equations at discretised grid
points on the Arakwa C-grid shown in Figure 2.1. for given boundary conditions. This model is then

coupled to an ice model (LIM2), as detailed in the next subsection.

2.1.1. LIM2 Ice Model

The oceanic component of NEMO is coupled to an ice model, and in this case the Louvian-la-Neuve
Ice Model (LIM2) was used (Fichefet and Maqueda, 1997; Goosse and Fichefet, 1999). LIM2 models
sea ice as a compressible 2-dimensional fluid, based on viscous-plastic rheology that describes how
external forces cause the ice to deform (Bouillon et al., 2009) and Semtner thermodynamics (i.e. two
layers of ice and a single layer of snow). The sea ice model uses two categories of ice cover: consol-
idated ice and leads, and is driven by both wind forcing and modelled ocean currents. LIM2 is cou-
pled to the liquid ocean part of the model at each ocean timestep, with heat and salt fluxes exchanged
between ice and ocean, and lateral momentum is transferred with wind and ocean stresses weighted
by sea ice concentration. The modelled sea ice imparts a non-linear quadratic drag onto the ocean
surface based on the shear between ice and water. The sea ice component of NEMO has been vali-
dated extensively, and found to simulate Arctic sea ice with good skill (Aksenov et al., 2017; Johnson
etal., 2012; Wang et al., 2016).

2.1.2. Boundary Conditions

The surface boundary conditions of the NEMO model come in the form of the ocean-atmosphere
boundary, the ocean-ice boundary, and the ice-atmosphere boundary. The lower boundary is the
ocean floor, based on bathymetry from Amante and Eakins (2009) in the deep ocean and Bourdalle
Badie et al (2012) in shallow areas and with a partially filled bottom step of the model to avoid sharp

changes in elevation. As a global ocean model is used throughout this this, there are no horizontal
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boundary conditions to note, other coastlines and the input of riverine freshwater (added as a salinity

anomaly in the upper layer of the model).

The majority of the global ocean is ice free, and the ocean is forced directly at the ocean-atmosphere
interface. Based on Drakkar Forcing Set (DFS), this encompasses ocean-atmosphere freshwater
fluxes from precipitation / evaporation, heat fluxes from longwave / shortwave radiation, and mo-

mentum transfer from wind stress acting on the ocean surface (Brodeau et al., 2010).

In the Arctic, we have the added complication of sea ice. This brings in extra boundary conditions
between the coupled ice and ocean model (e.g. freshwater fluxes from the formation and melting of
sea ice), and it also means that atmopshere and ocean are not free to directly interact, so and heat
fluxes and momentum transfer are mediated by the sea ice. Crucially for the surface advective
pathways investigated throughout this this thesis, this means that, in ice covered areas, the boundary
conditions for momentum transfer are given by ice-ocean stress, a damped version of the wind stress

that directly forces surface currents elsewhere in the ocean.

2.1.3. Choice of Model Run

There were two versions of the 1/12° NEMO model available at the National Oceanography Centre:
ORCAO0083-N001 and ORCA0083-N006. Both of these were forced with reanalysis data from the
Drakkar Forcing Set (DFS). Different versions of the DFS forcing were used in the two runs: DFS4.1
(1978-2006) and DFS5.1.1 (2006-2010) in N00O1, and DFS5.2 throughout NOO6. The Drakkar Forc-
ing Set is derived from ERA40 reanalysis, featuring 6 hourly winds, sea level atmospheric tempera-
ture and humidity, daily radiative fluxes (both shortwave and longwave), and monthly means for
precipitation and evaporation and precipitation taken from CORE2 reanalysis. Riverine freshwater
input, added at the surface layer of the model, is taken from a monthly climatology (Brodeau et al.,
2010; Timmermann et al., 2005).

During preparation for the first paper of this thesis, a comparison of how the two runs performed in
the Arctic was undertaken. Surface circulation was validated against reanalysis data from satellite
Dynamical Ocean Topography (DOT) inferred by the CPOM (Centre for Polar Observation and
Modelling) Envisat (2003-2011) (Armitage et al., 2016): Using reanalysis sea surface height as a
proxy for large scale barotropic circulation, and comparing this to barotropic streamfunction calcu-
lated for both iterations of the model and modelled SSH in both cases. In both cases, the model
showed good skill at reproducing the large-scale features of Arctic Ocean circulation. (See Figure 2
of S. Kelly et al. (2018)).

When comparing modelled sea-ice, the newer iteration (N006) was found to be superior at reproduc-
ing more realistic spatial distributions of sea-ice. This was the main differentiating factor in terms of
Acrctic skill and, for this reason, NO0O6 was chosen to be used throughout the experiments described

in the three papers of this thesis. Output from this model is available as 5-day means. Using this pre-
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calculated model output, various Lagrangian particle tracking experiments were designed. The merits
and drawbacks of such an approach are discussed in Section 1.3, while the software used (Ariane) is

discussed below in section 2.2.

2.2. Ariane Lagrangian Particle Tracking

In section 1.3, the relative merits of Lagrangian and Eulerian approaches to studying marine connec-
tivity are discussed. The main advantage of an offline Lagrangian approach is that, by utilising pre-
calculated model output, the computational cost of experiments is significantly reduced. This is es-
pecially true of experiments which need to be repeated with releases at various different times, as the
computational cost of re-running a high resolution global circulation model multiple times would be
prohibitively expensive. However, the main drawback of a Lagrangian approach compared to online
Eulerian tracers is that processes such as convection and diffusion are lost, and only the advective
signal is retained.

Ariane works by reading in pre-calculated ocean velocity fields from saved output of the NEMO
model. As discussed in Section 2.1., the NEMO model uses an Arakawa C-grid (Arakawa and Lamb,
1977), and hence has six velocities associated with it: two vertical, from the top and bottom of the
cell, two meridional and two zonal from the remaining faces. Ariane uses a bilinear interpolation to
of the velocity field within each cell, and hence calculates the time required to reach the edge of the
cell in each of the zonal, meridional and vertical directions. The shortest timescale is the physically
important one, and gives the time and place at which a particle exits the cell. This process is then
repeated for that particle in the next grid cell, using the exit point from the previous cell as its start
location, and so on for all particles as is required. The mathematical formulation of this method is

presented in the appendix of Blanke and Raynaud (1997).

Ariane can be used in both a ‘qualitative’ and a ‘quantitative’ mode. Throughout this thesis, the
qualitative mode is used, whereby discrete trajectories for infinitesimally small particles are calcu-
lated based on model streamlines. An alternative approach, using the quantitative mode results in a
distribution function for each grid cell, describing the mass transfer from a large number of Lagran-

gian water parcels instead of the discrete trajectories used here.

The output of an Ariane comes as an array of longitudes, latitudes and depths for each particle, at
requested frequency (daily was typically used here). Various metrics can be used to extract mean-
ingful information from this data, from simple measures of distance travelled, to the circulation foot-
prints defined in Chapter 4 to the ‘traps’ used in Chapters 3 and 5 to classify distinct connectivity
pathways. Each of the results chapters has its own methodology subsection where these metrics are

discussed in greater detail.
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Chapter 3: On the Origin of Water Masses in the Beaufort
Gyre

This chapter was published in JGR: Oceans as Kelly et al. (2019). | am the author of this work, with
my co-authors contributing supervisory guidance, and Figure 3.4 being produced by Andrey

Proshutinsky. Interpretation of these results is my own.

Abstract

The Beaufort Gyre is a key feature of the Arctic Ocean, acting as a reservoir for fresh water in the
region. Depending on whether the prevailing atmospheric circulation in the Arctic is anticyclonic or
cyclonic, either a net accumulation or release of fresh water occurs. The sources of fresh water to the
Arctic Ocean are well established and include contributions from the North American and Eurasian
rivers, the Bering Strait Pacific water inflow, sea ice meltwater and precipitation, but their contribu-
tion to the Beaufort Gyre fresh water accumulation varies with changes with the atmospheric circu-
lation. Here, we use a Lagrangian backward tracking technique in conjunction with the 1/12° reso-
lution NEMO model to investigate how sources of fresh water to the Beaufort Gyre have changed in
recent decades, focusing on increase in the Pacific water content in the gyre between the late 1980s
and early 2000s. Using empirical orthogonal functions (EOF) we analyse the change in the Arctic
oceanic circulation that occurred between the 1980s and 2000s. We highlight a “waiting room” ad-
vective pathway that was present in the 1980s and provide evidence that this pathway was caused by
a shift in the center of Ekman transport convergence in the Arctic. We discuss the role of these
changes as a contributing factor to changes in the stratification, and hence potentially the biology, of

the Beaufort Gyre region.

Plain Language Summary

The Beaufort Gyre, a clockwise ice and water circulation in the Arctic Ocean, is an important feature
of the Arctic because it stores a large volume of fresh — relative to the rest of the ocean - water.
Depending on the atmospheric circulation driving it, the Beaufort Gyre can either accumulate or
release this fresh water. The sources of relatively fresh water to the Beaufort Gyre are Arctic rivers,
the Bering Strait, and melting sea ice. By tracking virtual particles in a high-resolution ocean model,
we investigate how these sources have changed in recent decades, and identify a change in the path-
ways bringing them to the Beaufort Gyre. This change in ocean circulation was found to correlate

with a change in the mixed layer depth in the model.

32



3.1. Introduction

The Beaufort Gyre is an anticyclonic oceanic gyre in the Canada Basin that stores a large volume of
fresh water in the Arctic Ocean, and as such has a significant role in fresh water accumulation in the
Acrctic, changing upper ocean stratification and, potentially, affecting sea ice retreat and the dynamics
of the Arctic Ocean as a whole (Aksenov et al., 2016; McPhee et al., 2009). In order to understand
how the Arctic Ocean has changed in recent decades, as well as how it may change in the future, it
is vital to understand the mechanisms of the fresh water accumulation, specifically advective path-
ways of the fresh water in the Beaufort Gyre. Changes in circulation pathways are important for
bringing different, potentially warmer and less dense water masses to the Beaufort Gyre (Aksenov
et al., 2017; Karcher et al., 2012), which in turn can change stratification and mixed layer depth,
modifying the nutrient content of the region (Popova et al., 2013). Stronger stratification inhibits
mixing (Rippeth et al., 2015) and reduces the amount of nutrients that can be brought to the upper
ocean where there is sufficient light penetration in summer and phytoplankton can grow. Weakening
of the stratification, on the other hand, promotes mixing and hence increased biogeochemical activity
(Carmack et al., 2016). Changes in stratification and mixing affect heat transfer from the intermediate
depth Atlantic Water (AW) to the surface (Polyakov et al., 2010; Polyakov et al., 2017): a more
strongly stratified ocean allows less heat to be brought to the surface (and vice versa), thus may play
an important role in sea ice retreat in all seasons in the next few decades (Aksenov et al., 2017,
Polyakov et al., 2010; Stroeve et al., 2018). For these reasons, studying the changes in advective
pathways of water masses can provide valuable insight into understanding a contributing factor to

changes in the dynamics and biogeochemistry of the Beaufort Gyre and the Arctic Ocean as a whole.

Previous work (Giles et al., 2012; Polyakov et al., 1999; Proshutinsky et al., 1999) has established
that the net accumulation or release of fresh water in the Beaufort Gyre is largely driven by quasi-
decadal oscillating patterns in the wind forcing. The ocean’s response to these variations is a pro-
nounced bi-modal state of the Arctic Ocean with stronger or weaker Beaufort Gyre, i.e. the Arctic
Ocean Oscillation (AOO) index (hereafter AOO). Proshutinsky and Johnson (1997) define the AOO
from changes in sea surface heights using a coupled ice-ocean shallow-water barotropic model. The
AOO describes whether the barotropic component of the circulation is dominated by cyclonic or anti-
cyclonic motion, with the former shown (Proshutinsky et al., 2002; Proshutinsky et al., 2009) to
correlate with release of fresh water from the Beaufort Gyre and the latter associated with fresh water

accumulation.

A net increase in Beaufort Gyre freshwater content has been observed over the two decades between
1992 and 2012, with increased precipitation and melting of sea ice contributing factors to this
(Krishfield et al., 2014; Proshutinsky et al., 2009; Rabe et al., 2014). Meteoric water (riverine input,
glacial melt, and precipitation minus evaporation) also contributes to the freshwater budget of the
Arctic Ocean. The meteoric water imports / exports to the Arctic Ocean are approximately balanced

(Alkire et al., 2017), suggesting that the observed fresh water increase in the Canada Basin is due to
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a spatial redistribution of fresh water across the Arctic (Alkire et al., 2017; Wang et al., 2019). The
mechanism driving the accumulation of fresh water during anticyclonic atmospheric forcing is Ek-
man pumping (Aksenov et al., 2016; Proshutinsky et al., 2002; Proshutinsky et al., 2009). Anticy-
clonic wind drives an Ekman transport to convergence which results in the observations of increas-

ingly domed sea surface heights in the Beaufort Gyre (Armitage et al., 2016; Giles et al., 2012).

Since 1948, the AOO has typically varied with a period of approximately 10-15 years up until 1996.
However, this relationship has broken down in recent years, with the AOO being in the anticyclonic
circulation regime since 1997 until 2015 and beyond (Proshutinsky et al., 2015). In addition to quasi-
oscillatory variability in the Arctic, anthropogenic climate change is having secular effect on the
region: ‘Arctic amplification’ of global warming is seeing temperatures in the polar region increase
twice as rapidly as the rest of the world ocean (Cao et al., 2017; Cohen et al., 2014; Graversen et al.,
2008). Historically, the Beaufort Gyre has played a ‘flywheel’ role in influencing the dynamics of
the Arctic Ocean as a whole (Proshutinsky et al., 2002), maintaining the negative salinity anomaly
in the region and facilitating the dominant anticyclonic geostrophic circulation in the Canada Basin

throughout the year, even when the wind forcing becomes cyclonic.

While accumulation of fresh water, and in particular a freshening of the upper mixed layer in the
Beaufort Gyre region can act to make the ocean more strongly stratified, there is a competing influ-
ence in the form of sea ice cover. Sea ice mediates the reaction between the atmosphere and ocean
which limits how much wind driven mixing is possible in the Arctic. With Arctic sea ice rapidly
declining, and ice-free summers predicted by mid-century (Boe et al., 2009; Overland and Wang,
2013; Wang and Overland, 2012), more open water allows for increased wind driven mixing and
hence would counter the effect of fresh water accumulation and decrease the stratification in the
Beaufort Gyre region. These dynamical processes compete with thermodynamic mechanisms which
increase the thickness of the mixed layer in winter (during intense new ice formation in the regions
free of ice during summer) and increase water stratification in summer due to ice melt and direct

heating of the upper ocean layers by solar radiation.

Here, we aim to investigate how the advective pathways bringing fresh water to the Beaufort Gyre
region have changed during this period of rapid change for the Arctic Ocean. We then discuss the
role of these dynamic changes in potentially contributing (alongside other, thermodynamic pro-
cesses) to changes in stratification and mixing in the Beaufort Gyre region, and the potential impact

for the biology of the region.

We aim to address three main questions. Firstly, how have the sources of water to the Beaufort Gyre
changed since 19807 Secondly, how have the advective pathways bringing Pacific water to the gyre
changed? And thirdly, what is causing this change? Additionally, we investigate variability in the
modelled mixed layer depth across the Arctic over the same period. We discuss the link between this
and the change in circulation pathways as a potential contributing factor to variations in the mixed

layer depth.
34



3.2. Methodology

3.2.1. NEMO model and Ariane particle-tracking

The model used in experiments here is the Nucleus for European Modelling of the Ocean (NEMO),
coupled to the Louvain-la-Neuve Ice Model (LIM2) sea-ice model (Fichefet and Maqueda, 1997;
Goosse and Fichefet, 1999; Madec, 2014). This version of NEMO has 75 depth levels (31 of which
are in the top 200m, with resolution as fine as 1m in the uppermost layer), and has a horizontal
resolution of approximately 1/12-degree, giving it a grid length-scale of 3-5 km in the Arctic, making
it eddy permitting throughout the Arctic, though not fully eddy resolving on the shelves (Nurser and
Bacon, 2014). NEMO is forced at the air-sea interface using the version 5.2 DRAKKAR forcing set
(DFS) (Brodeau et al., 2010). This includes 6 hourly winds, temperature and humidity from ERA40
reanalysis, daily longwave and shortwave radiative fluxes, and monthly means for precipitation and
river runoff from COREZ2 reanalysis. The DRAKKAR forcing set utilizes a monthly climatology for
riverine input (Brodeau et al., 2010; Timmermann et al., 2005), with fresh water added at the surface
level in this configuration of NEMO. The model was run with this DFS forcing between 1958 and
2015.

For our experiments, we use the Ariane software (Blanke and Raynaud, 1997) using model output
from NEMO. Ariane works offline, reading in the 3-D velocity fields saved in the NEMO output,
interpolating to solve for particle translation through model grid cells, and saving particle positions
daily. The output from the global NEMO model used here (run ORCA0083-N006) is saved as 5-day
means. Ariane can be run both forwards and backwards in time, and it is the backwards tracking that

we employ here.

Ariane, or other Lagrangian packages, are an especially useful tool for investigating the results of
high resolution ocean models where running the full model with online tracers would be prohibitively
computationally expensive. However, this approach does have limitations. Small scale processes
such as diffusion and mixing, which are parameterized in the model, cannot straightforwardly be

factored into Lagrangian analysis when investigating advective pathways (Wagner et al., 2019).

The NEMO-LIM2 model and Ariane software are more completely described in (S. Kelly et al.,
2018), where validation of the surface circulation in this model configuration was performed. Com-
paring modelled sea surface heights (SSH), observed SSH (Armitage et al., 2016), and the barotropic
streamfunction of modelled circulation showed good agreement between the data sets. Additionally,
EOF (see Section 3.2.3) analysis of modelled and observed SSH over the period 2003-2012 shows
the same dominant non-seasonal mode of variability in the region observed by satellite. (See sup-

porting information, and Armitage et al. (2016).)
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NEMO has previously been validated extensively in the Arctic Ocean. For instance, modelled
stratification and water mass types show good agreement with observed Arctic stratification for other
NEMO configurations (Aksenov et al., 2016; Janout et al., 2015; Luneva et al., 2015). Additional
validation of the modelled mixed layer in the 1/12 degree configuration of NEMO used here is
provided in the supporting information to this paper. There we compare the modeled mixed layer
depth to that found in observations (Peralta-Ferriz and Woodgate, 2015), and find good model skill.
The largest discrepancy was found to be an overestimate of the summer mixed layer depth in the

Barents Sea, away from the focus of this research.

Previous work has used Ariane in conjunction with various different configurations of the NEMO
model in the Arctic Ocean. Lique et al. (2010) used a global ¥ degree ORCA025 configuration
together with a backtracking approach to assess the sources of water exitnig the Arctic Ocean via the
Fram and Davis Straits. Hu and Myers (2013) used a regional Arctic configuration of NEMO
alongside Ariane to investigate Pacific water inflow pathways during a model spin-up, producing
inflow pathways consistent with more recent online passive tracer experiments (Aksenov et al.,
2016). Finally, S. Kelly et al. (2018) investigated advective pathways in the context of pollutant spills
from the Northern Sea route using Ariane in conjunction with the same 1/12 gloabl NEMO model

used here.

3.2.2. Lagrangian Experiment Design

The sources of fresh water for the Arctic Ocean are well established: Siberian and Alaskan Rivers,
Pacific Ocean inflow, sea-ice meltwater, and precipitation (e.g. (Aagaard and Carmack, 1989). Less
is known about the advective pathways associated with these sources and, in particular, the freshwa-
ter components by sources in the Beaufort Gyre region. Thus, the goal of this work is to use a La-
grangian particle tracking technique, in conjunction with a high-resolution ocean model, to investi-

gate water mass (particles representing them) pathways and their temporal variability.

We conducted a set of numerical experiments focusing on the origin of the water in the Beaufort
Gyre. To investigate this, we release ‘particles’ throughout the Beaufort Gyre region, and, using the
Ariane software, track them backwards for 10 years to their sources. 10 years was chosen to ensure
that the majority of particles would have left the gyre within the experiment — this, rather than the
timescale to reach each source is the limiting factor in the experiment. This approach allows us to
attribute fractions of the fresh water to the Mackenzie River, Pacific Ocean, and Eurasian shelf, but

it does not permit investigation of pathways associated with meltwater or precipitation.

Our Lagrangian particles were initially uniformly distributed over a region bounded by 169°W,
129°W, 81°N, and a southern boundary taken to be the 300m depth contour. (See Figure 3.1a for
each horizontal release location.) We define this to be our ‘Beaufort Gyre region.” Particles were

released at 5 depth levels: 1m, 21m, 44m, 82m and 140m (chosen to correspond to integer depth

36



levels in NEMO that sample different layers of the Beaufort Gyre). One particle was released at each
horizontal location (total of 156 per depth level) and each depth to give a total of 780 particles per
release. Releases were performed monthly between 1980 and 2013 (giving a grand total of 9360
particles per year), and each particle’s location was recorded daily for ten years. Since particle tra-

jectories were followed backwards in time, NEMO output was required for the period 1970 to 2013.

Because of the large number of trajectories in our experimental design, we employ ‘traps’ in our
analysis to establish specific pathways taken by trajectories. This enables us to log their timing and
guantity through particular regions. Essentially, for each simulated time point, we automatically de-
termine whether trajectories are located within a series of small domains; the traps. We have posi-
tioned these in the locations of known circulation pathways, and where they permit clearly distinct
routes to be distinguished. Three traps were used in this experiment, to identify particles which were
tracked back to three different sources: Pacific, Eurasia, and the Mackenzie River. See Figure 3.1 for
a visual representation of these traps.

Particles of Pacific origin are straightforward to define — any particle with a recorded position south
of 65°N and with longitude between 150°E and 150°W was classified as Pacific. Secondly, any par-
ticles which were tracked back to a trap south of 75°N and between 120°E and 170°E or south of
80°N and between 30°E and 120°E were marked as originating from the Eurasian shelf. Thirdly, a
trap based on the plume of the Mackenzie River was defined — particles (which had not already been
attributed to either the Pacific or Eurasia) were considered of Mackenzie origin if they spent at least
one timestep between 68°N and 70.5°N and between 132°W and 138°W (see Figure 3.1b).

In addition to our three traps, we counted the number of particles which still remain in our Beaufort
Gyre region (as defined previously) after 10 years of backtracking, as well as the number of particles
which did leave the Gyre but were not attributed to any of the 3 sources using the methodology
described above. These are assumed to either have not left the Gyre (due to our rather strict definition
of the Beaufort Gyre region), or to be en route to one of the other traps at the time the experiment

ended.
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Figure 3.1: 1a. Experiment design. Black dots show the Beaufort Gyre (BG) region where particles were initialized at 5

different depth levels. The colored regions represent the traps used to define sources of BG water, as used for classifying
Lagrangian trajectories: Pacific (dark blue), Eurasia (green), Mackenzie River (magenta). Background color scale shows
bathymetry. 1b. shows modelled sea surface salinity (1997 annual mean — illustrative choice of a year with approximately
neutral AOO conditions) in the Mackenzie River region, used to define the Mackenzie River ‘trap.’ The black box in Figure

3.1b is the same as the magenta box from Figure 3.1a.

3.2.3. Analysis Techniques

Firstly, we compare the number of particles tracked back to each source for each year of particle
releases. Secondly, we investigate the subset of particles which originate from the Pacific Ocean
separately to highlight a change in advective pathways. For the Pacific, we calculate the year in which
particles cross the Bering Strait (regardless of when they were initially seeded in the Beaufort Gyre.)
Then, looking at each of the 5 release depths individually, we calculate the concentration of particles
throughout the Arctic for particles that cross the Bering Strait in each year. Empirical orthogonal

function (EOF) analysis is then performed to compare how these concentrations vary between years.

EOF analysis is a widely employed technique that can be used with spatial and temporal data to
highlight different modes of variability which are independent (orthogonal) of each other. It has been
used in various Arctic studies, for example in the context of observed SSH patterns across the Arctic
(Armitage et al., 2016), and we use the EOF technique to investigate modelled changes in SSH here.
This method is particularly useful for identifying temporal trends and determining whether spatial

areas vary in or out of phase with one another.

This is achieved by taking a three dimensional variable (latitude, longitude and time), and, by an
orthogonal transformation, converting it into eigenvalues and eigenvectors that describe the variance
in the data. The first mode of the resulting EOF is the eigenvector that describes the largest amount
of the variance. The second mode is the function which describes as much of the remaining variance
as possible, and so on for n-1 modes, where n is the number of time slices analyzed.
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The result of the EOF analysis is three variables for each mode: a 2-dimensional field describing the
spatial pattern of variability, a dimensionless EOF index for each time slice, and the fraction of the
variability for that mode. In general, each time slice is described by taking the mean spatial pattern
of a given field (e.g. concentration of trajectories), and adding the spatial pattern for each EOF mode

multiplied by the respective EOF index for that time slice.

For instance, for some spatial variable X, which is recorded at t points in time, we can calculate t-1

EOF modes. Then, we can write:
X(t) = <X> + X EOF; x indexx(t)

Where <X> is the mean value of X over all t, and EOF, and index, are the spatial fields and EOF
indices for each EOF mode. As the EOF procedure is designed to capture as much of the variance as
possible in the first few modes, the EOF modes for higher n can be neglected: in all the cases where

EOF analysis was deployed here, the 1% mode was sufficient to describe the majority of the variabil-

ity.

As well as applying this technique to the concentrations derived from our Lagrangian experiments
to highlight how the advective pathways have changed, EOF analysis is applied to SSH and mixed
layer depth (MLD) fields output from the annual model means. This is done to explain the reasons
for the shift in advective pathways, and to explore potential consequences linked to that change in

advection.

3.3. Results and Discussion

3.3.1 Variability of sources of Beaufort Gyre water

We begin by analyzing the sources of Beaufort Gyre fresh water, and their variability, both tempo-
rally and by depth. We start by considering all particles launched in a given year at each depth level.
Figure 3.2 shows a stacked bar chart for each of the release depths, displaying how many particles

we attributed to each source (or none at all) for each year:
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Figure 3.2: Relative importance of each source to the Beaufort Gyre region after 10 years of backtracking, for the period
1980 — 2013. Dark blue = Pacific, magenta = Mackenzie River, green = Eurasian shelf, red = did not leave BG region,
orange = left BG region, but uncategorized. This is shown for each of the 5 depth levels studied: 2a. Surface releases; 2b.
21m releases; 2c. 44m releases; 2d. 82m releases; 2e. 140m releases

In Figure 3.2, the years along the x-axis correspond to the years in which particles were initially
released. Due both to the advective timescales required to go back from the gyre to one of our three
sources, and the fact that particles can persist in the gyre for many years (in many cases, for the full
ten years they are tracked for — see the red bars) the year that each particle was released does not
directly equate to the year in which it entered the Beaufort Gyre.

From Figure 3.2, it is clear that Pacific Ocean (dark blue) is the dominant source of particles in all
years. 34% of all trajectories are tracked back to the Pacific Ocean, and the Pacific dominates most
strongly (41% of all trajectories) for releases at 44m depth, which is in the Pacific layer of the Beau-
fort Gyre. We note the trend of the Pacific contribution increasing from the late 1980s and throughout
the 1990s, which is especially prominent in the 44m and 82m releases. However, it is important to
note that this does not necessarily imply that it is the dominant source of fresh water to the Beaufort
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Gyre — each particle backtracked to the Pacific Ocean represents a much smaller freshwater contri-
bution than a particle backtracked to the Mackenzie River. From observations (Woodgate, 2018), it
is known that the freshwater discharge from the Bering Strait (2000 — 3000 km?® year™) is an order of
magnitude larger than the discharge from the Mackenzie River (300 km? year), which is in agree-
ment with our experiment results showing that the majority of trajectories can be traced back to the

Bering Strait.

Given that particles traced back to Pacific Ocean must have passed over the Chukchi Plateau, which
is only approximately 50m deep, and that particles initially seeded at the 82m and 140m depth levels
were found to come from the Pacific, the question of how they reached those depths are inevitably
raised. As they circulate backwards around the Beaufort Gyre, they were found to spiral up to shal-
lower layers as they were backtracked to the Pacific. This corresponds to Pacific Water being pumped
to these greater depths via the helical circulation pathways, as described in an idealized case by
Timmermans et al. (2014).

The contribution of the Mackenzie River is more important at the surface of the Beaufort Gyre region
relative to the Mackenzie contribution at greater depths. 27% of trajectories from the 1m release are
tracked to the Mackenzie River, however this diminishes in importance in the deeper layers (14%,
8%, 6% and 7% for 21m, 44m, 82m and 140m releases respectively). In contrast, the contribution of
Eurasian shelf waters - including inputs from Eurasian rivers - is negligible in all layers in almost all
years investigated (1.6% of all trajectories), aside from a contribution to the surface layer in the early
1980s. Due to the small, typically negligible number of particles reaching the Siberian shelf, we do
not attempt to consider the relative contribution of the Siberian rivers but acknowledge this as a

potential avenue for future research.

The red and orange bars in Figure 3.2 correspond to those particles which either never leave the gyre

(red) or leave but have not yet reached another box (orange).

To summarize, the two main results that we can glean from this analysis of sources of Lagrangian

particles:

1) The Beaufort Gyre is strongly layered by advective source. The vertical structure of the Beaufort
Gyre region is well described (Davis et al., 2016; Lique et al., 2014; Steele et al., 2004) with a fresh
upper layer above the Pacific halocline and finally the Atlantic layer at the bottom. This structure is
apparent in Figure 3.2, with the majority of Mackenzie and Eurasian particles in the surface release,
Pacific particles dominating the 44m and 82m releases (41% and 40% respectively), and a marked
decline in Pacific particles from the 140m release (27%), which corresponds approximately to the

base of the Pacific layer in the Canada Basin (Steele et al., 2004).

2) The contribution of Pacific water to the Beaufort Gyre has increased since the late 1980s. This
trend is most obvious in the 44m and 82m layers, where the Pacific contribution increased by 43%

in these layers between 1988 and 2000. This trend is in agreement with observations which have
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noted an increase in Pacific inflow to the Arctic via the Bering Strait over the same period (Woodgate,
2018).

3.3.2. Changing Pathways: The “Waiting Room”

To investigate how the circulation pathways have changed between the 1980s and present day, we
focused on the contribution from the Pacific Ocean using only the subset of trajectories that crossed
the Bering Strait. To get around the problem of particles remaining in the Beaufort Gyre for several
years before eventually leaving, we re-categorized them based on the year in which they crossed the
Bering Strait rather than the time of their initial release. Particles tracked to other sources (or none)
are disregarded in this analysis. As particles were released every year between 1980 and 2013 before
being backtracked for 10 years, Bering Strait crossings occur every year from 1970-2013. To avoid
biasing the results with under sampled years (e.g. crossing in 1971 are only possible from the 1980
or 1981 releases, and in 2012 only from the 2012 or 2013 experiments), only particles which crossed
the Bering Strait between 1980 and 2003 are considered.

Considering only these particles, we divided the Arctic into a 1° (lon) x 0.5° (lat) grid (to make
approximately square 3000 km? grid cells in the Beaufort Gyre region) and calculated the density of
trajectories passing through each cell, weighted by area of each grid cell. These densities were cal-
culated for each year (by Bering Strait crossing) 1980 — 2003, and an empirical orthogonal function
(full description in Section 3.2.3) analysis was performed to characterize the variability of the parti-

cles’ trajectories.
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Figure 4.3: 3a: Spatial pattern of 15t mode of EOF analysis of trajectory densities for particles tracked back to the Pacific
Ocean. 3b. EOF indices for the first EOF mode. Note that here we classify particles based on the year they crossed the
Bering Strait, regardless of when they were initialized. This mode describes 65.3% of the variability of Pacific inflow to
the Beaufort Gyre. Years with positive indices correspond to more trajectories flowing through the red regions in 3a, and
fewer through the blue. Vice-versa is true for years with negative indices. 3c. Comparison of the first three years of La-
grangian trajectories backtracked from 1988 (waiting room) and 3d. 2008 (no waiting room) respectively. Color of trajec-
tories denotes the time that each particle has been backtracked for.

Figure 3.3a shows the first mode characterizing 65.3% of variability of the trajectory densities; blues
(in both the Beaufort Gyre region and the Pacific Ocean) being negative and reds positive. The in-
terpretation of this map and the indices shown in Figure 3.3b, is that in years with positive indices,
more trajectories pass through the red regions and fewer through the blue. Years with negative indi-
ces correspond to an above average number of trajectories in the blue regions of Figure 3.3a, but a

decrease in the red regions.
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The indices for this mode (Figure 3.3b) go from positive in the 1980s to “increasingly” negative
throughout the 1990s. As both the Pacific Ocean and Beaufort Gyre region are shown blue in Figure
3.34a, this implies that the Pacific contribution to the Beaufort Gyre in our experiments was reduced
in years with positive indices, and increased in years with negative indices. As the indices in Figure
3b go from positive to negative from the 1980s to the 1990s, this suggests that Pacific contribution
to the Gyre did indeed increase throughout the 1980s and 1990s, in agreement with the trajectory

analysis presented in Figure 3.2.

More interestingly, we see that the increase in Pacific contribution to the Beaufort Gyre also corre-
lated with a change in circulation in the Arctic Ocean: this can be identified from the red region in
Figure 3.3a. An increase in particles flowing through this area is out of phase with both particles in
the Pacific Ocean and in the Beaufort Gyre.

The interpretation of this is as follows: when the dominant Arctic circulation is less favorable for
water to accumulate into the Beaufort Gyre, the water that does come through the Bering Strait is
directed into this red region. This contrasts with the years with a favorable circulation, in which
Pacific Water is permitted to flow directly into the Beaufort Gyre itself. We term this red area the
‘waiting room’, as it represents a prolonged pathway by which Pacific Water flows to the Beaufort
Gyre in years when Pacific Water is less readily able to make it to the Gyre. This waiting room is the
dominant feature, accounting for the majority (65.3%) of the differences between the years studied.
As Figure 3.3b shows, this feature has diminished in importance throughout our experiments, and

suggests a secular trend whereby this pathway is no longer available in a changed Arctic Ocean.

This is further illustrated in Figures 3.3c and 3.3d, where an example of a favorable year for Pacific
Water entering the Gyre (2008 release) is compared to an unfavorable year (1988 release). In this
case, only the first three years of backtracking are shown, with colors of trajectories denoting how
much backtracking time has elapsed since each particle was released. Blues are plotted on top of

reds. The waiting room, present in the 1988 release but not in 2008, is clearly visible.

3.3.3. Cause of the Waiting Room

To investigate the dynamics of favourable / unfavourable years for Pacific Water entering the Beau-
fort Gyre, and to validate the model results, Ekman transport was calculated based on observed wind,
ice concentration, ice motion and geostrophic currents. This was done for the years with the most
positive (1983-85) and most negative (2003-05) EOF indices, corresponding to least and most fa-
vourable for Pacific Water accumulation in our Lagrangian experiments. This is presented in Figure
3.4. External forcing factors accounted for calculations of Ekman transport include geostrophic wind
velocities, sea ice concentration and drift, oceanic geostrophic velocities, all calculated using estab-
lished methods. Ekman transports are determined following the methods of Meneghello et al. (2017)

and Meneghello et al. (2018) and are identical to the approach published by Regan et al. (2019) in
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this special issue. The geostrophic wind was calculated from NCAR/NCEP (reanalysis 1, (Cavalieri,
1996)) 6-hourly sea level pressure (SLP) fields. Sea ice motion is taken from the Polar Pathfinder
Daily 25 km EASE-Grid Sea Ice Motion Vectors, Version 4 (Tschudi, 2019). Daily sea ice concen-
tration for 2003-2018 is from Nimbus-7 SMMR and DMSP SSM/I-SSMIS Passive Microwave Data
Version 1 (Cavalieri, 1996). The ocean geostrophic velocity fields are from Armitage et al. (2017).
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Figure 3.4: Ekman transport for the periods a. 1983-1985 and b. 2003-2005. Blue lines indicate sea level pressure, red
dashed line represents the Beaufort Gyre region, and land is shown in green. The waiting room region is highlighted in
yellow. Note that this is where the Ekman transport converges in 1983-1985. The cyan region shows the center of Ekman
convergence for 2003-2005. Unlike in 1983-85, this is within the Beaufort Gyre region for the 2003-2005 period.

In 1983-1985 (Figure 3.4a), the Ekman transport converged in the waiting room region (yellow box)
and hence particles accumulated there. This observational evidence provides supports for the sug-
gestion from Figure 3.3 that 1983-85 wind forcing (inferred from sea level pressure, hereafter re-
ferred to as SLP) was favourable for accumulation of particles in the waiting room but unfavourable

for fresh water accumulation in the Beaufort Gyre region.

In 2003-2005 (Figure 3.4b), the wind pattern was different. The center of high SLP shifted toward
the center of the Beaufort Gyre, and Ekman transport convergence was also in the Beaufort Gyre’s
center (cyan box). This SLP and wind pattern was favourable for accumulation of fresh water (par-
ticles) into the Beaufort Gyre region. In Figure 3.4b, it is also apparent that Ekman transport was

responsible for bringing particles from the “waiting room” to the Beaufort Gyre center.

The size and shape of the Beaufort Gyre depends on the strength and location of the SLP maximum
(Beaufort High). Analysis of the observed spatial extent and shape of the Beaufort Gyre (Regan et
al., 2019) showed a north-westward shift of the Beaufort Gyre center and hence an expansion of the
Beaufort Gyre between 2003 and 2014. Regan et al. (2019) noted that SLP maxima to the west of
the gyre (as in Figure 3.4b here) lead to an enlargement of the western extent of the Beaufort Gyre,
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into the “waiting room” region identified here. We suggest that the advective pathways identified in
Figure 3.3 are a consequence of Pacific Water becoming entrained in the Beaufort Gyre in this “wait-
ing room” region outside of the Gyre’s usual extent, due to a wind-forced expansion of the Beaufort
Gyre. Pacific Water first passes through this region (hence the term “waiting room”) before entering

the main Beaufort Gyre region.

As has already been established previously (e.g. (Giles et al., 2012; Polyakov et al., 1999;
Proshutinsky et al., 1999) wind forcing is the primary driver of the Beaufort Gyre, and the Arctic
Ocean Oscillation — which describes the Ocean’s response to the atmospheric forcing — explains the
net accumulation or release of fresh water. This response manifests itself as a barotropic change in
sea surface height (see Proshutinsky and Johnson (1997) and Proshutinsky et al. (2015) for full details
of the Arctic Ocean Oscillation index).

Balancing this wind-driven accumulation of fresh water, eddies play a key role in bringing waters
away from the shelf break currents (Spall et al., 2008) and the Beaufort Gyre, constraining the max-
imum freshwater content in the region (Manucharyan and Spall, 2016). Observations have demon-
strated that this is indeed happening, with ice-tethered profilers recording an increase in eddy density
over the period 2005-2015, in response to more baroclinic instabilities which balance the input of
wind energy in the Beaufort Gyre region (Zhao et al., 2016). This is in agreement with idealized
model studies, which demonstrate that the intensity of the Arctic surface circulation is set by the
balance between Ekman pumping and eddy-driven transport towards the boundary over a decadal

timescale (Lique et al., 2015).

With NEMO, we are able to consider both barotropic and baroclinic effects. Changes in sea surface
height in the Arctic are a function of wind forcing, as reflected by the AOO (Proshutinsky and
Johnson, 1997). We compared the modelled annual mean SSH fields on a pan-Arctic scale as a proxy
for the ocean’s response to wind forcing and, as with the trajectory densities, we performed empirical
orthogonal function analysis to extract the trend in SSH over the years studied. The EOF analysis
was performed over the domain north of 66N, excluding 80W to 70E to avoid considering Atlantic
waters away from the vicinity of Gyre. (The same domain is also used in Figure 3.6, for the same

reasons.) The result of this analysis is presented in Figure 3.5:
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Figure 3.5: 1% mode of EOF analysis of sea surface height across the Arctic Ocean. This mode describes 52.6% of the
variability. A raised area that approximately corresponds to the “waiting room” region identified in Section 3.3.2 is ap-
parent and varies on a timescale that correlates (r = 0.83) with the EOF indices calculated in Figure 3.3. The indices from
Figure 3.3b (from 1980-2003) are replotted as a red line on Figure 3.5b.

From the first mode of EOF map in Figure 3.5, it is apparent the majority (52.6%) of the variability
in sea surface height is explained by a feature centered towards the Eurasian side of the Beaufort
Gyre which largely coincides with the “waiting room” region identified from Lagrangian trajectories.
The EOF indices (blue bars) show that this region was raised relative to the 1980-2013 mean through-

out the 1980s, and shallower from the 1990s onwards.

The timing of this correlates (r=0.83) with the appearance / disappearance of the waiting room path-
way identified in Section 3.3.2. The first mode of EOF indices calculated in Figure 3.3 are replotted

as the red line on Figure 3.5 to highlight this.

The fact that the change in circulation evidenced by the Lagrangian trajectories can be explained by
changes in sea surface height suggests that the “waiting room pathway” is primarily a consequence
of a change in the surface circulation rather than a shift in deeper currents. Given that the Arctic has
changed rapidly in recent decades - warming, and with reduced sea ice to mediate the effect of the
wind on the ocean surface — we suggest that this change in circulation is a secular trend rather than a
consequence of known variability (e.g. the Arctic Ocean Oscillation.) However, it is worth noting
that the AOO remained positive for 20 years after 1997, rather than its previous 5-7 years in either

mode.

Previous work (S. Kelly et al., 2018) has shown that this configuration of NEMO does a good job of
representing observed (Armitage et al., 2016) sea surface height, and additional validation (see sup-
porting information) shows that for the Envisat observational period, the main non-seasonal mode of

variability is comparable in both model and observations.
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3.3.4. Implications of the Waiting Room

Having presented evidence that changes in the surface circulation switched off the modelled “waiting
room” advective pathway between the 1980s and early 2010s, we now discuss why this is important

for the Arctic in general.

Using the same EOF technique as previously, we investigated how the modeled mixed layer depth
(MLD) throughout the Arctic Ocean changed between 1980 and 2013. The mixed layer depth used
here was calculated based on a density criterion (de Boyer Montégut et al., 2004), where the potential

density differs by 0.01 kg m™ relative to a reference density at 10m depth.

There is an observational evidence that in recent decades, the mixed layer depth throughout the Arctic
has shoaled as the Artic has freshened (Peralta-Ferriz and Woodgate, 2015). This result is reflected
in the model simulation underlying this work, and we also find that this is not uniform over the
Arctic. Rather, the shoaling has been especially pronounced in the Beaufort Gyre region and the
Canada Basin (Figure 3.6). However, it is worth noting that the observations note one exception: a
deepening of the mixed layer in the Southern Beaufort Sea between 1979 and 2012 (Peralta-Ferriz
and Woodgate, 2015), which does not feature in our model result — though the modelled shoaling in

the Southern Barents Sea is markedly lower than in the Canada Basin itself.

MLD anomaly (m)
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Figure 3.6: 15 mode of EOF mixed layer depth in the Arctic Ocean. Blue bars show EOF indices for this mode, red line
replots the indices from Fig 3.5 for sake of comparison. This mode describes 54.5% of the variability in the region shown
and shows a shoaling of the Arctic mixed layer depth since the mid-1980s, with this effect most pronounced in the Canada
Basin. The timescale of this variability correlates (r = 0.89) with the indices in Figure 3.5b and replotted as the red line

here.
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Interestingly, the change in mixed layer depth correlates very strongly (r = 0.89) with the change in
sea surface height from Figure 3.5. We propose that the change in circulation, which led to an in-
crease in Pacific contribution to the Beaufort Gyre, may have played a role in this amplified shoaling

of the mixed layer depth in the Beaufort Gyre region.

The Beaufort Gyre region is strongly stratified, with a fresh upper mixed layer above the Pacific
halocline, in turn on top of the Atlantic halocline and Arctic bottom water. We argue that the disap-
pearance of the “waiting room” pathway since the 1980s, as evidenced by Lagrangian trajectories
and Ekman transports derived from observations, allowed more Pacific water to directly enter the
Beaufort Gyre. Furthermore, we note that this increased Pacific contribution coincided with a shoal-
ing of the mixed layer in the Beaufort Gyre region. Given the strong correlation between the shift in
circulation and shoaling of Beaufort Gyre mixed layer depth, we hypothesize that the change in ad-
vective pathways may have contributed to explaining why the MLD in the Beaufort Gyre changed
more than the rest of the Arctic. Further analysis is required to investigate the link between the Pacific
layer of the Beaufort Gyre and the MLD in the region.

It is important to note that this is not the only factor at play: sea ice has declined rapidly over recent
decades, and this has feedbacks which directly affect Arctic mixing. For instance, this causes fresh-
ening of the surface of the ocean, which in turn strengthens the stratification and therefore works to
shoal the mixed layer. Nevertheless, melting of sea ice means more open water for longer, and there-
fore an increase in wind-driven mixing across the Arctic Ocean. We note that these effects, along
with the changed circulation, are all involved in governing the mixed layer in the Arctic Ocean.
Additional experiments are required to ascertain the relative importance of different contributing

factors.

The shoaling of Beaufort Gyre mixed layer depth suggested by NEMO is potentially important not
just for the mixing in the Beaufort Gyre region, but also for the biology of the Arctic. The biogeo-
chemistry is governed in part by the stratification (e.g. Popova et al., 2010) — weaker stratification
and increased mixing enables more nutrients to be brought to the surface which improves growing
conditions for phytoplankton and can potentially increase marine productivity. Meanwhile, a more
strongly stratified ocean inhibits mixing and can place a limit on the availability of nutrients and

hence on the biological activity in the Arctic.

The link between changed advective pathways and shoaled MLD is of particular interest, as an in-
creased Pacific contribution to the gyre naturally means an increase in Pacific biomass entering the
region (Wassmann et al., 2015). With climate change induced shifts in Arctic circulation hypothe-
sized as a potential explanation for “invasions” of non-native species (Reid et al., 2007), the potential
link between changed circulation pathways and the hospitability of the ocean is important for as-

sessing the viability of these “invasion” hypotheses.
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3.4. Summary and Conclusions

Based on our analysis and experiments described above, we note and hypothesize the fol-

lowing:

e Between 1980 and 2000, our analysis finds that the Pacific contribution of fresh wa-

ter to the Beaufort Gyre increased;

e This increase coincided with a change in atmospheric and sea ice and ocean circula-
tion that more directly supplies Pacific fresh water to the Beaufort Gyre instead of
using a longer advective pathway, the "waiting room";

e Analysis attributes the change in circulation to a shift in prevailing wind patterns, as
evidenced by a change in sea surface height that correlates with the changed circula-
tion pathways. Further analysis demonstrated that this change was caused by a shift
in the center of Ekman convergence from the “waiting room” region in the 1980s to

the Beaufort Gyre region from the 1990s onwards;

e Inturn, shoaling mixed layer depths in the Beaufort Gyre correlate with this changing
circulation, and this change is much stronger than the increasing stratification across

the wider Arctic;

e Our analysis supports the conjecture that the changes in circulation are responsible

for the increased Beaufort Gyre stratification, mediated by the enhanced freshwater

supply;

e Because of the critical role of stratification for marine productivity, as well as the
role of Pacific inflow waters in supplying nutrients, we speculate that these changes
potentially have wider impacts for Arctic ecology.

e Further modelling experiments and analysis of observational data are needed to test

these hypotheses.

e We note that this research is limited in that while it can help to describe changes in the Pacific
contribution to the Beaufort Gyre, it cannot address the freshwater contribution to the Beau-
fort Gyre from meltwater or precipitation, and that the contribution from the Mackenzie

River is only approximated by tracking particles back to the vicinity of the its plume.
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e Additionally, we are constrained by only using the NEMO model and Ariane particle track-
ing package. Intercomparison work, using different models and different particle tracking

software would be useful to validate the results presented in this paper.

e Further work could focus on the Siberian contribution to the Beaufort Gyre. Due to the small
number of particles tracked back to the Siberian shelf, a thorough analysis of the contribution
(or lack thereof) of Siberian river water to the Beaufort Gyre would be an interesting avenue
for future research. A Lagrangian forward-tracking approach, following particles seeded at

the mouths of these rivers could contribute to this work.

3.5. Supplementary Information

Validation of the 1/12° NEMO model, based up on satellite altimetry (Armitage et al., 2016) has
already been performed in the Arctic Ocean (Kelly et al., 2018). Modelled sea surface height
(SSH), observed SSH and the model’s barotropic streamfunction were compared to demonstrate
that the modelled circulation is generally in agreement with observations. Here, we expand on that
work by investigating the spatiotemporal variability of modelled SSH compared to the same obser-
vational dataset. We perform Empirical Orthogonal Function (EOF) analysis over the period 2003-
2012 to compare to the EOF analysis presented in Figure 8 of Armitage et al (2016) and hence fur-
ther validate the performance of NEMO in the Arctic Ocean. Additionally, we present the NEMO
modelled mixed layer depth (1979-2012) for comparison with Peralta-Ferriz and Woodgate (2015)

as extra validation to support the analysis undertaken in the main part of this paper.

3.5.1: Validation of Arctic SSH Spatiotemporal variability

Validation of the 1/12° NEMO model, based up on satellite altimetry (Armitage et al., 2016) has
already been performed in the Arctic Ocean (Kelly et al., 2018). Modelled sea surface height
(SSH), observed SSH and the model’s barotropic streamfunction were compared to demonstrate
that the modelled circulation is generally in agreement with observations.

Here, we expand on that work by investigating the spatiotemporal variability of modelled SSH
compared to the same observational dataset. We perform Empirical Orthogonal Function (EOF)
analysis over the period 2003-2012 to compare to the EOF analysis presented in Figure 8 of
Armitage et al (2016) and hence further validate the performance of NEMO in the Arctic Ocean.

Figure 8 of Armitage et al (2016) shows that the dominant non-seasonal mode of variability is char-
acterized by an out of phase relationship between the Beaufort Gyre region and the East Siberian

and Laptev Seas especially close to the coast. Little to no variability in the Kara and Barents seas is
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accounted for in this mode.

To validate the interannual variability in SSH, we performed EOF analysis of the modelled annual
mean SSH fields (annual means to remove the seasonality) between 2003 and 2012. Only data from
the region south of 81N (so as not to consider regions not observed by satellite) and excluding data

between 20E and 90W (to remove the North Atlantic) were considered.
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Figure 3.7: 15 mode of EOF analysis of modelled SSH, 2003-2012. This mode describes 56.9% of the modelled variability.

From Figure 3.7, we see that NEMO produces a similar pattern in spatiotemporal variability. We
note that, as in the Armitage dataset, the main mode of variability shows an out of phase relation-
ship between the Eastern Eurasian shelf seas and the Beaufort Gyre region. As with the Armitage
analysis, we see little variability in the Barents Sea. The immediate vicinity of the coastlines in
both the Kara and Beaufort Seas are in phase with the East Siberian and Laptev in our analysis,
whereas they appear neutral in this data set. Aside from this discrepancy, NEMO shows agreement
with Armitage et al (2016).

3.5.2: Validation of Mixed Layer Depth

Peralta-Ferriz and Woodgate (2015) conducted an extensive study of observed mixed layer depth
(MLD) throughout the Arctic Ocean between 1979 and 2012. For validation purposes pertinent to
the results presented in this paper, we compare our modelled mixed layer with the those observa-

tions.

To do this, we took the September and March mean mixed layer depths between 1979 and
2012, and averaged them to produce Figure 3.8. below:
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Figure 3.8: NEMO modelled monthly mean mixed layer depth (m) for September (left) and March (right), averaged over
the period 1979-2012, as in Peralta-Ferriz and Woodgate (2015). Note the different color scales in each case.

This can be directly compared to Figure 14 of Peralta-Ferriz and Woodgate (2015). They divided
the Arctic into six regions: Chukchi Sea, Southern Barents Sea, Canada Basin, Makarov Basin,
Eurasian Basin, and Barents Sea. In each region, a typical summer and winter MLD is quoted. We

compare these values with those shown in Figure 3.8.

Chukchi Sea

Peralta-Ferriz and Woodgate (2015) quote the Chukchi Sea MLD as 12m (summer) and 35m (win-
ter). The modeled winter mixed layer depth is in reasonable agreement, with the cyan region corre-
sponding approximately to the 35m derived from observations. However, parts of the Chukchi Sea
show an MLD shallower than 20m (purple regions). The modeled summer MLD varies between
approximately 15m (greens) to 30m (reds). In small patches in the south of the Chukchi Sea, the
summer MLD is deeper than the winter MLD, however the overall pattern agrees with the observa-
tions of a deeper winter mixed layer. This region was unobserved in Peralta-Ferriz and Woodgate
(2015).

Southern Beaufort Sea

The observed MLD is quoted as 8.5m (summer) and 29m (winter). The modeled summer MLD
varies between approximately 3m (purple) and 10m cyan, whereas the winter MLD varies from

<10m at the coast to 30m at the shelf slope.

Canada Basin
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Here, the MLD was observed at 9m (summer) and 33m (winter). From Figure 3.8, the NEMO mod-
eled summer MLD is 5-10m in the Canada Basin, and the winter MLD is 30-45m.

Makarov Basin
Peralta-Ferriz and Woodgate recorded MLDs of 16m (summer) and 52m (winter). In NEMO, we
found a small underestimate (10-15m) during the summer, and good agreement (40-60m) during

the winter.

Eurasian Basin

In the Eurasian Basin, the observed mixed layer depths were 22m (summer) and 73m (winter). As
with the Makarov Basin, this is slightly underestimated by NEMO during the summer (typically
10-20m). During the winter, the modeled MLD in the Makarov Basin varies between 40m towards

the Lomonosov Ridge and 80m towards the Barents Sea.

Barents Sea

Finally, Peralta-Ferriz and Woodgate quote MLD values of 18m (summer) and 170m (winter) in
the Barents Sea. Figure 3.8 shows the Barents Sea as saturated (>30m in summer, >100m in winter)
in order to allow for easier comparison of the other regions. NEMO overestimates the summer
MLD compared to Peralta-Ferriz and Woodgate at 30-50m, although the winter MLD of 150-250m

is in better agreement with the observations.

In summary, aside from over-estimates of the summer MLD in the Chukchi and Barents Seas, the
modeled mixed layer depth in NEMO is in good agreement with the observations presented in Per-
alta-Ferriz and Woodgate (2015).

54



55



Chapter 4: Lagrangian Modeling of Arctic Ocean Circu-
lation Pathways: Impact of Advection on Spread of Pollu-

tants

This chapter was published in JGR: Oceans as Kelly et al. (2018). | am the author of this work, with

my co-authors contributing supervisory guidance.

Abstract

Sea-ice-free summers are projected to become a prominent feature of the Arctic environment
in the coming decades. From a shipping perspective, this means larger areas of open water
in the summer, thinner and less compact ice all year round, and longer operating seasons.
Therefore, the possibility for easier navigation along trans-Arctic shipping routes arises. The
Northern Sea Route (NSR) is one trans-Arctic route, and it offers a potential 10-day shortcut
between Western Europe and the Far East. More ships transiting the NSR means an increased
risk of an accident, and associated oil spill, occurring. Previous research suggests that current
infrastructure is insufficient for increased shipping. Therefore, should an oil spill occur, the
window for a successful clean-up will be short. In the event of a failed recovery, the long-
term fate of the unrecovered pollutants must be considered, at least until the next melt season
when it could become accessible again. Here, we investigate the role of oceanic advection
in determining the long-term fate of Arctic pollutants using a high-resolution ocean model
along with Lagrangian particle-tracking to simulate the spread of pollutants. The resulting
“advective footprints” of pollutants are proposed as an informative metric for analysing such
experiments. We characterise the circulation along different parts of the NSR, defining three
main regions in the Eurasian Arctic, and relate the distinctive circulation pathways of each
to the long-term fate of spilled oil. We conclude that a detailed understanding of ocean cir-

culation is critical for determining the long-term fate of Arctic pollutants.

Plain Language Summary

The Earth’s climate is changing and the Arctic Ocean is projected to experience ice free
summers within decades. This would enable more commercial shipping, which in turn makes
an Arctic shipping accident more likely. This could lead to oil (or other pollutants) being
spilled into the ocean. Because of the harsh Arctic environment, an oil spill may not be
successfully recovered, so we need to consider where it will go in the following months and

years.
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We released virtual ‘particles’ into a computer model of the ocean and tracked their progress
for two years. In this time, particles travelled, on average, 1,223 km. This demonstrates that
pan-Arctic modelling is needed in the event of an unrecovered pollutant spill.

Unrecovered oil from one season may be accessible the next spring. By analysing the spread
of our particles, we found that on average 676,917 km?would need to be searched to find it,
but that this is highly dependent on where the spill occurs. Finally, we noted that in some
places, particularly the Barents Sea, there was a risk that spilled pollutants could become

entrained into deep water, rendering them irrecoverable.
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4.1. Introduction

Marine oil spills are a major concern both environmentally and economically. The financial
cost of accidental oil spills can run to billions of dollars, and they have the potential to cause
significant damage to marine habitats by contaminating the food web and polluting large
stretches of coastline (Carson et al., 2003). It is not possible to completely eliminate the risk
of an oil spill occurring, and even thorough clean-up operations can leave some unrecovered
oil with environmental impacts (Peterson et al., 2003). Therefore, it is important to under-
stand where spilled oil is likely to be transported to, in order to predict the likely environ-

mental, economic and social consequences of an unrecovered spill.

An oil spill in the Arctic Ocean is becoming increasingly likely. Permanent Arctic sea-ice is
retreating rapidly, and it is predicted that the ocean will be seasonally ice-free by the middle
of this century if greenhouse emissions continue at their current rate (Boe et al., 2009;
Overland and Wang, 2013; Wang and Overland, 2012). This “opening up” of the ocean is
fuelling increased interest in using the Arctic for commercial shipping (Aksenov etal., 2017;
Lee and Kim, 2015). Figure 4.1a illustrates one such shipping route, the Northern Sea Route
(hereafter NSR), which connects the Atlantic gateway to the Arctic with the Bering Strait

and the Pacific Ocean. A schematic of this route is presented in Figure 4.1.

In turn, this increased shipping activity (dstreng et al., 2013) increases the probability of an
accidental oil spill from a commercial tanker or from off-shore operations occurring. Winter
sea-ice will persist in the Arctic for the foreseeable future, however it is likely to be reduced
in thickness and extent, and it will be more mobile (Aksenov et al., 2017). Nonetheless, sea-
ice remains a considerable risk for potential shipping accidents, and thus for potential oil
spills. The harsh Arctic environment and remoteness of the ocean make this a particularly

risky place for a spill to occur.

Once released into the ocean, many factors can govern the fate of spilled oil. These depend
on the type of oil released, whether dispersants have been applied, and the environment in
which the spill occurs (Afenyo et al., 2015; Mariano et al., 2011). Mixing or dissolution into
the water column, photo-oxidation, emulsification, evaporation, sedimentation, biodegrada-
tion and ingestion into the food web are all potential fates for spilled oil (Mariano et al.,
2011; Xie et al., 2007).

Oil spills in ice-covered areas behave differently to those in other parts of the world due to
their interaction with sea-ice (Afenyo et al., 2015). Ordinarily, oil within the water column,
or at the ocean’s surface, is transported by ocean currents. However, oil can become trapped

and corralled in leads between areas of sea-ice, and may even become fully ‘encapsulated’
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into growing ice, effectively isolating it from the ocean below. In this manner, oil can be
transported by sea-ice and later, upon ice melt, released back to the ocean in a different
location, far from the original spill (Afenyo et al., 2015; Izumiyama et al., 2004).

Leaving aside sea-ice interactions, advection due to ocean currents is the dominant process
in determining what will happen to oil that has been mixed, dissolved, or otherwise entrained
into the water column in the following months and years (Afenyo et al., 2015). Therefore,
understanding the advective pathways in the ocean is key for understanding the long-term
fate of spilled oil. The other option is that oil could for at least some of its trajectory) be

transported by sea-ice, however that is beyond the scope of this work.

Biodegradation is a likely eventual fate of an oil spill, but biological processes are inhibited
by the freezing temperatures in the Arctic. This means that biodegradation would take longer
in the Arctic compared to the rest of the global ocean, meaning that spilled oil would remain
an active pollutant for months to years and so long-term consideration of its fate is required
(Fingas and Hollebone, 2003). Additionally, due to the short operational season, large dis-
tances to ports and other infrastructure, and the generally challenging Arctic environment,
there is a significant chance that if a spill occurs, it will not be fully recovered before the
winter freeze up makes it inaccessible. During this time, ocean currents and sea-ice can

transport oil hundreds of kilometres away from the initial spill location (Main et al., 2016).

Aside from in the Arctic, recent major oil spills have included the Deepwater Horizons in-
cident in the Gulf of Mexico. Ocean models were used to investigate the spread of pollutants
here (Macfadyen et al., 2013; North et al., 2013; Weisberg et al., 2017), including Lagran-
gian analysis of modelled currents. It was found that ocean currents played a dominant role
in determining where oil would go, and this held until oil reached the coast, when Stokes
drift became the important factor for determining how the oil would beach (Weisberg et al.,
2017).

To date, no major spill has occurred in the Arctic. An oil rig ran aground in the Chukchi Sea
in 2012, but this did not lead to actual pollution (Meier et al., 2014). However, there has
been one particularly notable oil spill in ice-affected waters: In 1989, a major spill from the
Exxon Valdez tanker occurred off the coast of Alaska (Peterson et al., 2003). One contrib-
uting factor to this event was the tanker deviating from its normal shipping lane to avoid
icebergs. This caused an accident, and 11 million gallons (50,000 m®) of Prudhoe Bay crude
oil was spilled into the ocean. The financial cost of the spill ran to billions of dollars, with

Exxon spending over $2 billion on oil spill response and restoration (Carson et al., 2003).
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Consequently, preparedness modelling around ocean circulation in the Arctic is vital to un-
derstand where oil spilled in the region will be located in the springtime when it becomes
accessible again, both to permit estimation of the level of the potential recovery costs, and
to understand the likely domain and severity of environmental and ecological impacts should

a spill similar to Exxon Valdez occur within the Arctic Ocean.
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Figure 4.1 a) The Northern Sea Route (NSR) and release sites for Lagrangian experiments (see Section 4.2.2.). There is
no fixed definition of the NSR, so we have defined a ‘main’ route via straits (solid line) and a more poleward ‘alternative’
route (dashed.) b) Schematic of Arctic surface circulation. Red: Atlantic inflow following the Arctic Circumpolar Boundary
Current (including Barents Sea Branch) and branching at the Lomonosov Ridge. Green: Pacific inflow, following 3 main
pathways: the Alaskan Shelf-break Jet, into the Chukchi Sea through the Herald Canyon, and central flow across the shelf.
Note that the flow north of the Canadian Archipelago is currently not definitively established, and presumed flow is shown.
(Aksenov et al., 2011). Magenta: Beaufort Gyre. Orange: Transpolar Drift Stream, from Siberia to the Fram Strait.

By way of a summary, large-scale circulation pathways in the deep Arctic Ocean are pri-
marily driven by the wind and by the inflows from the North Atlantic and Pacific oceans
(Aksenov et al., 2011; Pnyushkov et al., 2015; Pnyushkov et al., 2013; Proshutinsky et al.,
2015; Proshutinsky and Johnson, 1997). Since the ocean stratification below the Arctic halo-
cline is week, the intermediate depth currents strongly influenced by the by the oceanic
ridges and steep topography of the continental shelf slope (Aksenov et al., 2011). The ex-
changes between the shelf and the deep part of the ocean occurs through cascading of the
dense shelf waters (lvanov et al., 2015; Ivanov and Golovin, 2007) and the cross-slope cur-
rents, driven by the along-shelf component of the wind stress through the Ekman transport
mechanism (Bacon et al., 2014).

The presence of sea-ice serves to decrease wind forcing and makes the ocean circulation
relatively slow, however this “inhibition” is anticipated to decline as the ice retreats. In bath-

ymetric terms, the Arctic Ocean is roughly evenly divided between shelf seas (up to 200m
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depth) and deep ocean, with the latter split by the Lomonosov Ridge into the Amerasian and
Eurasian basins (Bjork et al., 2007).

As Figure 4.1b illustrates, the anti-cyclonic Beaufort Gyre (magenta) dominates the circula-
tion in the Amerasian Basin (Bluhm et al., 2015; Proshutinsky and Johnson, 1997). Mean-
while, cyclonic regimes govern circulation in the Eurasian Basin (red), with currents guided
by local bathymetry, and following shelf breaks and ridges (Carmack and Wassmann, 2006;
Wassmann et al., 2015). Between the cyclonic and anti-cyclonic regimes of the two basins,
the Trans-Polar Drift Stream (Orange) carries water from Siberia to the Fram Strait across
the deep Arctic (Bluhm et al., 2015).

The NSR shown in Figure 4.1a predominantly crosses the Eurasian Arctic shelf. This region
is comprised of five seas: the Barents, Kara, Laptev, East-Siberian and Chukchi. The Barents
and Chukchi seas are inflow shelves, and are influenced by incoming Atlantic and Pacific
water respectively (Carmack and Wassmann, 2006; Williams and Carmack, 2015). Atlantic
water entering the Barents Sea Opening flows east across the shallow shelf. Dense water is
formed in the Barents Sea, sinks, and becomes a branch of the Arctic Circumpolar Boundary
Current (ACBC) (Aksenov et al., 2011). The ACBC has 3 cores: the main of which is a
lower shelf slope current centred at around the temperature maximum in the Atlantic Water
(AW) layer at ~300 m depth, originated from the AW inflow through Fram Strait , a deeper
Barents Sea Branch at ca 1000 m, and as well as a surface/sub-surface branch (down to 150-
m depth in the water column), aka Arctic Shelf Break Branch (ASBB) (Aksenov etal., 2011).
We refer to all these as part of the ACBC. We assert that the above boundary current struc-
ture has been observed by the NABOS and other observational programmes and has been

simulated in high-resolution models.

At the other end of the Eurasian shelf, a smaller amount (~1 Sv) of Pacific Water enters the
Chukchi Sea via the Bering Strait (green in Figure 4.1b), where it can follow the Alaskan
Shelf-Break Current towards Canada, flow into the East Siberian Sea and potentially join
the transpolar drift downstream, or enter the Beaufort Gyre (Aksenov et al., 2011; Carmack
and Wassmann, 2006).

Between the Barents and Chukchi seas lie the interior seas of the Arctic (Kara, Laptev and
East-Siberian.) These are influenced by freshwater runoff from the Ob and Yenisei near the
coast, and from the ACBC along the shelf edge in the north (Carmack and Wassmann, 2006;
Williams and Carmack, 2015). Wind forcing, plays an important role here, with cyclonic
summer atmospheric circulation favouring an eastward transport in the Laptev Sea. (Bauch

et al., 2009). Significantly for communication with the deeper interior of the Arctic Ocean,
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Ekman pumping drives upwelling and downwelling at the shelf break and associated cross-

shelf exchange (Williams and Carmack, 2015).

While this sketch describes the general pattern of ocean circulation in the Arctic Ocean, the
region is unsurprisingly also characterised by strong seasonal and interanual variability (in
addition to the secular trend driven by anthropogenic climate change). All of these factors
combine to make the Arctic Ocean a complex and variable region for understanding and

planning spill responses.

In the following section, we outline the Lagrangian modelling technique used to investigate
the impact of advection on a potential Arctic oil spill from various locations along the NSR
(marked on Figure 4.1a). We then quantify this with various metrics, and discus the conse-

guences of ocean circulation for the spread of pollutants from in the Arctic Ocean.

4.2. Methodology

4.2.1. NEMO (Nucleus for European Modelling of the Ocean)

In this study, we use the ORCA0083 1/12-degree resolution configuration of the NEMO
(Nucleus for European Modelling of the Ocean) general circulation model (GCM) coupled
to the Louvian-la-Neuve Ice Model (LIMZ2) sea-ice model (Fichefet and Maqueda, 1997;
Goosse and Fichefet, 1999; Madec, 2014). Here we present model description relevant for

this study, for more detail the reader is referred to (Madec, 2014).

NEMO is a global z-level model with a fully non-linear free surface. Horizontal resolution
in the Arctic is 3-5km, making it eddy-resolving in the central Arctic Ocean but only eddy-
permitting on the shelves due to the small Rossby radius of deformation (Nurser and Bacon,
2014). The model has 75 vertical levels, with spacing varying from 1 m at the surface to 204
m at 6000 m (there are 31 model levels in the upper 200m). The model simulates vertical
mixing using the turbulent kinetic energy (TKE) mixing scheme (Blanke and Delecluse,
1993) and uses the total variance dissipation (TVD) advection scheme for active tracers
(Madec, 2014).

The LIM2 ice model uses Elastic-Viscous-Plastic rheology (EVP) (Hunke and Dukowicz,
1997), implemented on a C-grid (Bouillon et al., 2009), with thermodynamics based on two
layers of ice and one layer of snow (Fichefet and Maqueda, 1997). It is coupled to the ocean
model at every ocean time step, with a non-linear quadratic drag of the sheer between the
ice and ocean. The model has been found to accurately simulate sea-ice in the Arctic Ocean

(Aksenov et al., 2017; Johnson et al., 2012; Wang et al., 2016).
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The model is forced at the surface boundary using the DRAKKAR forcing set (DFS) atmos-
pheric reanalysis (Brodeau et al., 2010). This is comprised of 6-hourly data for atmospheric
winds (from the ERA40 reanalysis), temperature and humidity, daily radiative fluxes (short-
and long-wave) and monthly means for precipitation (rain and snow; from the CORE2 rea-
nalysis) and runoff (Brodeau et al., 2010; Timmermann et al., 2005). In the simulation used
here, NEMO was run from rest, with forcing from the beginning of 1978 until the end of

2015, and output saved as 5-day means.

NEMO is widely used by the research community for global studies at a variety of resolu-
tions, including ORCAO0083, e.g. (Duchez et al., 2014; Janout et al., 2015; Marzocchi et al.,
2015; Srokosz et al., 2015). In the Arctic, it has been used extensively in the coarser 1/4
degree configuration e.g. (Aksenov et al., 2017; Lique et al., 2010; Popova et al., 2013).
Evaluation of the circulation in NEMO (ORCAO025), by way of calculating the barotropic
streamfunction across the Arctic is presented in Lique et al., though the authors note the
difficulty in accurately observing surface currents as sea surface height cannot be directly

observed (Lique et al., 2010) — although reanalysis products are available and used here.

Although the recent realisation of ORCA0083-NO06 used here had undergone extensive val-
idation globally, it has not been comprehensively evaluated in the Arctic. Further evaluation
of the 1/12 degree NEMO ORCAO0083-NO06 run is presented in Section 4.3.1. Here, we com-
pare ice cover against satellite derived reanalysis data. We also compare modelled sea sur-
face height with satellite observations. This is used in conjunction with an analysis of the

model’s barotropic stream function to evaluate the simulated circulation.

As with all models, NEMO is not without its limitations. For example, the configuration of
NEMO used in these experiments lacks tides and wave model. We do not expect these to
have a significant effect on our results, but it does place restrictions on the conclusions that
we can draw in some coastal areas where tides play a particularly significant role in the ocean
dynamics (Luneva et al., 2015; Padman and Erofeeva, 2004). Specifically, tides and waves
are both important for mixing oil into the water column and dispersing it. However, given
that we are modelling advective pathways — rather than directly modelling the physics of the
oil itself, which would vary strongly based on the type of oil spilled — mixing is not directly
accounted for anyway. We instead aim to describe the circulation pathways followed by the
ocean currents in order to give a more general overview of where spilled oil could go, as-

suming it has already become mixed into the water column.

4.2.2. Lagrangian Modelling
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There are two approaches by which ocean models can address pollutant dispersal: 1) online
representation via a passive tracer, whose concentration is determined by the resolved circu-
lation and the parameterized mixing - for more detail, see (Madec, 2014)f; and 2) offline,
using saved output from a pre-existing run of the model. This approach uses Lagrangian
‘particles’, whose positions in space and time are updated according to the saved mean ve-
locities and does not require the full model to be re-run (Blanke and Raynaud, 1997). Both
have advantages and drawbacks.

The transport of online tracers is consistent with model transport processes of advection and
diffusion, and mixed layer processes such as convection. NEMO employs Eulerian meshes
to solve the tracer evolution equation numerically, thus this approach is often called “Eu-
lerian”. However, this Eulerian approach comes at a significant computational cost because
it requires re-running the high resolution global model itself for each simulated spill sce-

nario.

In contrast, by making use of output from an already existing (and computationally expen-
sive) simulation, and by calculating for only a fixed number of trajectories, offline Lagran-
gian particles require significantly less computational resource. This reduced cost can par-
ticularly suit studies where trajectories are repetitively initialised from multiple sites at mul-
tiple time points, a situation which would require many separate simulations for online trac-
ers. Using hundreds of thousands of discrete trajectories, it is possible using Lagrangian
particles to identify advective pathways and their variations. The downsides of using this
offline approach are that individual Lagrangian particles effectively represent large quanti-
ties of pollutant, and parameterized mixing processes are unrepresented, so we can only
consider the effects of advection but not diffusion. This can be compensated for by using
many particles over an ensemble of releases. Furthermore, while the Lagrangian method
does allow for subduction due to non-zero vertical velocities, it cannot account for convec-
tion — i.e. vertical mixing due to water-column instability. This is most likely to affect the

results in the areas of Atlantic inflow where convection is prevalent.

For the purposes of this study, we use the Ariane particle-tracking software package which
uses the Lagrangian methods outlined above to calculate the evolution of trajectories (Blanke
and Raynaud, 1997). Here, Ariane reads in 3D velocity fields from the 5-day mean NEMO
output, and uses this to disperse virtual ‘particles’ released into the model’s flow field. These
particles are transported per a bilinear interpolation of the velocity field, using an analytical
method to solve for particle translation through model grid cells, and the resulting trajecto-
ries are stored for analysis at daily frequency. Although Ariane does not include horizontal

mixing (which, in part, represents subgrid processes in the ocean model), the high resolution
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of NEMO used here accounts for most of the relevant transport explicitly. Ariane is mass-
conserving and powerful for describing the large-scale, long-term impact of advection. How-
ever, it does not account for turbulent mixing, and since it works with 5-day mean advection

fields, it does not guarantee that particles will exactly follow constant density surfaces.

Individual trajectories from each simulated pollution event can be plotted to highlight the
different pathways followed by each particle, with the distribution of particles after some
given time indicating dispersal size, distance and shape. Using multiple releases initially
close in space and time can provide information on the uncertainty associated with different
spill sites and dispersal routes. Here, we use the term ‘advective footprints’ to describe the
ensemble of trajectories from a given release site. Lagrangian analysis, specifically using
Ariane and the advective footprint approach advocated here, has previously been employed

to model oil spills and other pollutants (Main et al., 2016; Robinson et al., 2017).

4.2.3. Experiment Design

In order to evaluate the impact of advection of a potential Arctic oil spill, we consider the
parts of the ocean most at risk of an accident occurring. The Northern Sea Route (NSR) is a
major shipping corridor running between the Barents Sea in the west and the Bering Strait
in the east (Lee and Kim, 2015). It offers a connection between North West Europe and the
Far East which, in the future, could be more economically viable than the normal shipping
route via the Suez Canal (Liu and Kronbak, 2010; Schgyen and Brathen, 2011). It offers a
40% reduction in distance compared to the Suez route (Schgyen and Brathen, 2011), and
this has the potential to cut sailing times by up to 10 days (Aksenov et al., 2017). Both the
reduced time at sea, and associated saving in fuel, make this a potentially attractive route for

shipping companies.

To model the impact of advection on an oil spill from the NSR, virtual Lagrangian particles
were released into the NEMO flow field at 15 sites along the Northern Sea Route (see Figure
4.1a). These locations were selected to sample the length of the NSR, between Murmansk
in the west and the Bering Strait in the east, via the Barents, Kara, Laptev, East-Siberian and
Chukchi seas. The NSR is not strictly defined as a single corridor, and different definitions
have been used in previous literature, e.g. (Aksenov et al., 2017; Lee and Kim, 2015). Here,
we take this into account by defining a ‘main’ route via straits connecting each sea, as well

as a more northern ‘alternate’ route.
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Release sites at Murmansk and the Bering Strait were selected as the start and end points of
both routes. The straits along the ‘main’ route are potentially high-risk locations due to var-
iable sea-ice cover, shallow water and restricted room for manoeuvre, which could increase
the risk of a shipping accident. A further five sites were taken at the midpoints between these
straits to sample each of the Eurasian Arctic seas. Finally, the borders between each sea were
sampled from our northward ‘alternate’ route to complete the set of release locations. The
locations of each release site are marked on Figure 4.1a.

At each of the 15 sites, 100 particles were seeded over a regular 10 km x 10 km grid, chosen
to represent an area covered by oil after several days of spreading. These releases were re-
peated every 10 days throughout the navigable season of the NSR (taken to be start of June
—end of October), every year from 1990-20009, to take into account seasonal and interannual
variability of the circulation. All releases from a given year were conducted as part of the

same experiment, resulting in twenty experiments of 22,500 particles.

All trajectories were advected with the full 3-D velocity field for 2 years from their respec-
tive launches, with the particles’ positions recorded daily. We consider this 2-year period to
account for spills which are not recovered before the Arctic freeze up begins, and therefore
persist in the Arctic for beyond one winter. Previous research has evaluated dispersal over
shorter time periods (1 year) but this has been in regions with warmer waters and no sea-ice
(Main et al., 2016).

It is important to note that these particles do not directly represent real particles of oil. With
only 100 particles per release, each is potentially representative of a large quantity of pollu-
tant (see Section 4.3.2.6. on the sensitivity of this assumption). Also, the particles are mod-
elled here as being neutrally buoyant, and represent oil that is dissolved (or emulsified)
within seawater rather than that which is floating as a sea surface slick or whose density

changes with time.

4.2.4. Transport Metrics and Advective Footprints

We begin by simply plotting trajectories from each release site in order to give a qualitative
description of the pathways that they follow (see Section 4.3.2.1.). Additionally, we define
quantitative metrics to describe the distances travelled by particles, the uncertainty associ-
ated with where they go, and the sensitivity to when a spill occurs:

Firstly, we are interested in how far particles go. This is trivial to quantify, and we used two

metrics: total distance travelled (the sum of all the distances travelled in each time step) and
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A-B distance travelled by particles from each release site. These distances were calculated
after a) 9 months, to represent the typical time between a spill occurring in the summer and
the melt season beginning next spring, and b) after 2 years, to assess the fate of irrecoverable

oil.

In order to better describe the spread of Lagrangian particles, we introduce the concept of
‘advective footprints’. Footprints are defined as the area of ocean covered by Lagrangian
particles some time T after release. We choose T = 9 months (270 days) to correspond the
approximate time between an oil spill occurring and the beginning of the melt season next

spring.

To calculate the area covered by particles, we define a grid and count the number of cells
occupied during the 270" time step. (i.e. only cells occupied in the 270" time step, and not
counting cells passed through on their way.) We use a coarsened version of the ORCA12
grid — 10 cells in the i direction and 11 in the j direction. This was chosen to approximately
regularly sized square cells, and of a size that typically produced continuously filled foot-
prints. The ‘area of advective footprint’ is then defined to be the sum of the areas of each

occupied grid cell.

This is calculated for each release (so 15 releases for each of the 20 years studied) individu-
ally. This figure is then averaged over the 300 releases for each site to give an estimate of
the area that would likely be affected by a spill from a particular location — i.e. a measure of
the horizontal spreading of our particles. We then compare how this value varies with respect
to both season and year of launch to assess the inter- and intra-annual variability of our

experiments.

Additionally, we consider the “envelope” of all of these footprints —i.e. the total area covered
by all 30,000 particles from a given launch site. The size of this “envelope” is representative
of the uncertainty associated with pathways from a given location. Spilled oil could go any-
where reached by the Lagrangian particles, but it won’t necessarily follow every pathway:
each trajectory represents one of many possible pathways. This metric gives an overview of

the areas potentially at risk.

Finally, we investigate the likelihood of subduction and the pathways followed by subducted

particles. Qil that is entrained deep into the water column would probably not be recoverable,

therefore it is necessary to understand where there is an enhanced risk of this happening. We

take 100m as an approximation for the maximum mixed layer depth in the Arctic Ocean,

and compare the fraction of particles below this threshold after 9 months. While this is

deeper than the shallow mixed layer depth in the Arctic Ocean, this threshold was chosen to
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ensure that particles reaching these depths were definitely below the upper mixed layer re-

gardless of where in the Arctic they sank below 100m.

4.3. Results

4.3.1 Model evaluation

The global NEMO model has previously been validated in 1°, 1/4° and 1/12° resolution
configurations (Marzocchi et al., 2015). Here we use the latest (as of 2017) run of 1/12°
NEMO, although thorough evaluation of the Arctic at this resolution has only been done in
the Kara and Laptev seas (Janout et al., 2015). However, Arctic circulation and exchanges
have been extensively validated in the coarser 1/4° version, with the model reproducing ob-
served features (Aksenov et al., 2016; Lique et al., 2010; Popova et al., 2013). Nonetheless,
model evaluation is an ongoing endeavour, and here we focus on the performance of key
model features that are most pertinent to the present study: ocean circulation and sea-ice

cover.

4.3.1.1 Ocean circulation

In order to evaluate the surface currents produced by the NEMO model, two variables are

investigated: sea surface height (SSH) and the barotropic stream function (BSF).

Sea surface height is verified against satellite Dynamical Ocean Topography (DOT) inferred
by the CPOM (Centre for Polar Observation and Modelling) Envisat (2003-2011) (Armitage
etal., 2016). The SSH field is used as a pan-Arctic proxy for observed and modelled surface
geostrophic currents. To compensate for the two datasets being measured relative to different
reference level — a geoid for satellite data and a spherical reference SSH for the model — the
anomalies rather than absolute SSH are compared and presented in Figure 4.2.

In both the satellite-derived and modelled data, the magnitude of the differences in sea sur-
face height (SSH) between the highest and lowest parts of the Arctic is approximately 1m
on average between 2003 and 2011. Key features such as the raised Beaufort Gyre are pre-
sent in the model results and consistent with the satellite data. This suggests that NEMO

accurately simulates the large scale geostrophic flow at the surface.

The barotropic stream function was calculated for the average NEMO velocity fields (not
shown, though the barotropic stream function for the 1/4 degree version is discussed thor-

oughly in other work (Lique et al., 2010)). It shows a similar spatial pattern to the SSH for
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the same period. Because most of the stratification in the Arctic is confined to the upper
200m, the ocean circulation at intermediate depth is largely barotropic (Aksenov et al., 2011,
Pnyushkov et al., 2015), and supports the interpretation that the barotropic flow in the model

is also qualitatively in agreement with the satellite-inferred data — see Figure 4.2.

SSH anomaly (m)
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Figure 4.2: Comparison of NEMO modelled and satellite observed (from Envisat sea surface height (SSH), as a proxy for
ocean circulation. The barotropic stream function calculated for the NEMO model (not shown) shows a similar pattern.
Key features visible in both datasets are a higher SSH in the Amerasian basin compared to the Eurasian / North Atlantic.
The doming of the Beaufort Gyre is also clear in both. Note that Envisat has missing data over the pole due to lack of

satellite coverage.

4.3.1.2. Sea-ice

Further evaluation is provided by comparing modelled and reanalysis (from the National
Snow and Ice Data Center (NSIDC)) sea-ice extent. This is presented in Figure 4.3. Two
measures are used to analyse the horizontal extent of sea-ice cover: we compare the mean
summer (June — September) ice extent in the NEMO and NSIDC data sets (Figure 4.3a), and
we look at how well NEMO reproduces the seasonal cycle of ice growth / decline (Figure
4.3b). Both metrics are compared between 1900 and 2012 to cover the period of our Lagran-
gian experiments. Sea-ice extent is taken to be the area covered with ice concentration

greater than 15%.

Generally, NEMO reproduces real ice conditions well. The current downward trend in sum-
mer sea-ice extent is clearly visible (Figure 4.3a) with minima in 2007 and 2012 minima
reproduced. Figure 4.3b shows the monthly cycle of ice growth and decline, were NEMO is

consistently within one standard deviation of the reanalysis data.
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NEMO’s seasonal cycle is also in good agreement with the NSIDC reanalysis data (Figure
4.3b). The total extent of the modelled ice cover is typically an overestimate, especially dur-
ing the winter months, but it is accurate to within two standard deviations of NSIDC reanal-
ysis data. Spatially, the ice cover in NEMO and NSIDC is reasonably similar, with sea-ice

present / absent in approximately the same areas.

For a more detailed evaluation of NEMO / LIM2, the reader is referred to (Wang et al.,
2016).

a. Comparison of Summer (June — September mean) Arctic Sea-Ice Extent in NEMO (red) and NSIDC data (blue)
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b. Comparison of Monthly Mean Arctic Sea-Ice Extent in NEMO (red) and NSIDC data (blue)
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Figure 4.3: Sea-ice extent in NEMO vs NSIDC reanalysis data. a: Summer (June-September) extent in the 215t Century. b:
Seasonal cycle using monthly averages from 1900-2012. Dashed lines indicate 1 standard deviation above and below the

means.

4.3.2. Lagrangian Experiments
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Figure 4.4: Advective pathways from each of the 15 release sites, showing all releases from every release in the year 2000
(arbitrary choice as an illustrative example.) Release sites are: a) Murmansk, b) Barents Sea, ¢) Kara Gate, d) Kara Sea,
e) Novaya Zemlya, f) Severnaya Zemlya, g) Vilkitsky Strait, h) Laptev Sea, i) New Siberian Islands, j) Sannikov Strait, k)
East Siberian Sea, I) Wrangel Island, m) De Long Strait, n) Chukchi Sea, 0) Bering Strait.
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4.3.2.1. Arctic Circulation Pathways and Timescales

In order to assess the advective pathways likely to be important for an Arctic oil spill, Lagrangian
particles were released from 15 sites along the Northern Sea Route. Releases were performed every
10 days from May — October, from 1990 — 2009. Examples of trajectories from each site are presented
in Figure 4.4, showing all releases from 2000. Note that reds (corresponding to the earlier parts of
trajectories) are plotted over yellows/greens/blues from later in the particles’ journeys to highlight
the fastest advective timescales.

From Figure 4.4, the first result that is immediately apparent is that, depending on where the particles
were released 1 year can be sufficient to reach the centre of the Arctic Ocean. Within 2 years it is
possible for them to leave the Arctic completely and flow into the North Atlantic. The spatial scale
of these advective pathways confirms that a pan-Arctic outlook is necessary to understand the long-

term fate of potential oil spills from the NSR.

As is also clear from Figure 4.4, advective pathways in the Arctic are highly variable depending on
where (and when) Lagrangian ‘particles’ are released. Firstly, we address the sensitivity to release
site. Below we detail the spread of the particles through different regions of the Arctic Ocean and

Arctic seas:

Barents and Kara releases:

The north-eastward flow of the Atlantic Water through the Barents Sea, the Barents Sea Branch
(Aksenov et al., 2010; Aksenov et al., 2011), is the main circulation feature, and Lagrangian particles
released in the Barents Sea show this pathway (see Figures 4.4a and b). The particles followed two
main trajectories; (1) eastward flow within the Murmansk Current, then through the Kara Gate into
the Kara Sea, and (2) flow northward of Novaya Zemlya towards the Eurasian shelf break within the
West Novaya Zemlya Current, where they flow via the St.Anna Trough and across the northern
Barents Sea shelf into the deep Arctic Ocean (Aksenov et al., 2010). Trajectories are relatively fast
in this part of the Arctic, with 4-5 month transient times to cross from Murmansk to the Kara Gate.
The trajectories also map the cyclonic gyre in the Central Basin of the Barents Sea, with some of the
particles entrained in the gyre and following the westward flow towards the Barents Sea Opening
(cf. Figure 4.4a and Aksenov et al., 2010).

As in the Barents, northward and eastward currents dominate in the Kara Sea (Figures 4.4c—e). The
particles released in the Kara Sea travel via the St. Anna Trough in the Nansen and Amundsen basins
of the Arctic Ocean (Dmitrenko et al., 2015), and also via the Vilkitsky Strait Current into the VilKkit-
sky Strait and the western Laptev Sea (Janout et al., 2015). There is an episodic flow back from the
Kara Sea through the Kara Gate into the Barents Sea. This is the Litke Current, observed on some

occasions (Pfirman et al., 1997), and found to be correlated with an atmospheric sea level pressure
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gradient across Novaya Zemlya between the Barents and Kara Seas, and by seasonal variations in

the buoyant eastward current at the southern end of the Kara Gate.

After leaving the St. Anna Trough, particles go on to follow the Eurasian shelf break within the Shelf
Break Current (SBC). This is one of the cores of eastward flow, guided by topography Arctic Cir-
cumpolar Boundary Current (ACBC; Aksenov et al., 2011), and along the rest of their trajectories
subduction down the shelf slope was seen to occur (Figures 4.4c—€). From there, particles recirculate
in the Nansen and Amundsen basins (Figures 4.4e,f), eventually heading to exit the Arctic Ocean via
the western part of Fram Strait towards the Atlantic. Very few particles released in the Kara Sea

reach the Atlantic within the 2 years studied.
Laptev, East Siberian and Chukchi releases:

Lagrangian particles released on the Laptev Sea shelf depict the well-established circulation pattern:
they flow towards the shelf slope, where they can follow one of two routes: the ACBC or the Trans-
polar Drift Current (hereafter Transpolar Drift) from Siberia to the Fram Strait (Aksenov et al., 2011;
Dmitrenko et al., 2005; Janout et al., 2015; Newton et al., 2008). (See Figures 4.4f-i) Trajectories
following the ACBC are strongly guided by the seabed topography of the Arctic, and branch away
from the shelf break at the Lomonosov Ridge (Woodgate et al., 2001). Here, they join the Transpolar
Drift and flow towards the Atlantic. Particles released from all sites around the Laptev Sea are able

to reach the Atlantic Ocean within 2 years.

Trajectories in the East Siberian Sea are notably slower than those in other shelf seas (See Figure
4.41 in particular.) Currents in the area vary in time and space, and the particles are carried in all
directions, owing to oppositely directed inflowing waters from the Laptev Sea on one side (which
carries particles east when it dominates) and the Chukchi on the other (which carries particles west.)
(Timmermans et al., 2014). Particles from the East Siberian Sea remain on the shelf for a considera-
ble time, typically beyond a year. Once these trajectories enter the central Arctic Basin, the Trans-

polar Drift is the principal pathway.

Circulation in the Chukchi Sea is driven by inflow from the Pacific and by the wind (Aksenov et al.,
2016; Timmermans et al., 2014). The majority of particles in our experiments follow Pacific Water
pathways, of which 3 main routes are noted: (1) the western route into the Chukchi Sea through the
Herald Canyon, (2) the eastern route via the shelf-break jet through the Barrow Canyon and along
the Alaskan Shelf-break (Appen and Pickart, 2012) and (3) the route across the shelf crossing the
Herald Shoal and the Hanna Shoal via the Central Channel (Timmermans et al., 2014). Trajectories
originating in the Chukchi Sea can become entrained into the Beaufort Gyre within 2 years. This is
illustrated in Figures 4.4m-o. Further detail of the variability of these pathways is discussed in section
4.3.2.5.

4.3.2.2. Distance Travelled
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As a first-order metric, we are interested in how far particles go. The mean distances (across

all experiments) travelled by particles from each launch site is presented below in Table 4.1.

The distances travelled after 9 months and after two years are presented, both as direct A-B

and the total length of the path travelled for each of the 15 release sites used, listed from

west to east. The full path is a proxy for average current speed along a trajectory, whereas

the A-B distance represents how far away from the initial spill site a recovery operation

would need to consider.

Distance in 9 Months

Distance in 2 Years

Full Path [km] | A to B [km] | Full Path [km] | A to B [km]
Site (S.D. [km]) SD-Tkml) s b, km) (5. [km])
1. Murmansk 1641 (374) 826 (290) 3333 (552) 1549 (820)
2. Barents Sea 1440 (522) 709 (346) 2943 (667) 1662 (882)
3. Kara Gate 1490 (346) 537 (354) 3228 (479) 1559 (848)
4. Novaya Zemlya 1273 (388) 1062 (456) 2814 (710) 1551 (543)
5. Kara Sea 1450 (372) 713 (527) 3074 (502) 1420 (535)
6. Severnaya Zemlya | 1534 (404) 685 (277) 3046 (586) 1081 (984)
7. Vilkitsky Strait 1701 (394) 883 (292) 3409 (536) 1212 (506)
8. Laptev Sea 1463 (428) 754 (229) 3103 (623) 1661 (802)
9. New Siberian Is- | 1249 (299) 491 (248) 2824 (658) 1351 (1086)
lands
10. Sannikov Strait 1631 (369) 375 (221) 3364 (515) 906 (806)
11. East Siberian Sea | 1721 (439) 327 (179) 3349 (671) 484 (293)
12. Wrangel Island 1312 (418) 341 (198) 2850 (658) 786 (506)
13. De Long Strait 1754 (425) 333 (159) 3429 (421) 613 (356)
14. Chukchi Sea 1336 (346) 425 (215) 2957 (520) 874 (418)
15. Bering Strait 1450 (431) 960 (201) 2966 (563) 1629 (382)

Table 4.1: Average distances travelled by particles from each release site (and standard deviations). Two metrics are used

here: ‘Full path: adding up all the distances travelled in all time steps, and ‘4 to B’: the straight-line distance between

where the particle started and where it ended up after 9 months / 2 years.
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From Table 4.1, the distance travelled shows only modest sensitivity release site when the
full path length is considered. All sites fall within 300 km of the mean distance travelled
(1497 km) across all sites for the first nine months of advection: i.e. particles are transported

at approximately the same speed regardless where they are seeded from.

However, this is not the case when considering the direct A to B distance (calculated as the
shortest distance along the surface of the Fischer Spheroid) for each site. Excluding the Ber-
ing Strait, particles starting from release sites at the west of the Northern Sea Route travelled
significantly further (typically about twice as far) as those from the eastern end of the NSR

(excluding the Bering Strait site, which was more in line with the western sites.)

Here, the cut off between west and east was the boundary between the Laptev and East
Siberian seas. Particles originating from the Barents, Kara and Laptev seas travelled on av-
erage 771 km in nine months and 1454 km in two years, whereas those from the East Siberian
Sea (including New Siberian Islands and Sannikov Strait release sites) and Chukchi sea (ex-
cluding Baring Strait site) travelled an average of 382 km in nine months and 834 km in two

years.

The marked difference in A-B distance despite the similar total path distance demonstrates
that particles launched towards the west of the route (and also in the Bering Strait) follow

more direct routes, whereas those in the east are more prone to recirculation.

4.3.2.3. Advective Footprints: Horizontal Spread and Uncertainty

We now characterise the horizontal spread of particles. This is done by dividing the ocean
into a grid (full details in Section 4.2.4) and counting the total area of occupied grid cells.
Here we consider grid cells that are occupied 9 months after their particles were initially
released. Again, 9 months was chosen to represent a typical time between a spill occurring
and the next melt season beginning. In the context of an oil spill, this corresponds to the area

that should be expected to be reached by potentially contaminated waters.

Each release of 100 particles per release site is considered separately (so a total of 300 re-
leases per site: 20 years of releases with 15 releases per year) and these are averaged to give
a typical release footprint size for each release site. Particles were initially distributed over

an area of 100 km?. These footprint sizes are presented below in Table 4.2:
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Site a) Footprint Area | b) Area of ‘enve- | Ratio (b/a)

After 9 Months | lope’ of all foot-

[km?] (S.D. [km?]) | prints [km?]
1. Murmansk 67,239 (9,905) 796,824 11.9
2. Barents Sea 66,083 (10,167) | 772,741 11.7
3. Kara Gate 74411  (8,217) | 767,301 10.3
4. Novaya Zemlya 52,989 (15,403) | 895,653 16.9
5. Kara Sea 78,608 (9,635) 871,982 111
6. Severnaya Zemlya | 42,367 (18,373) | 884,118 20.9
7. Vilkitsky Strait 47,606 (14,519) | 767,249 16.1
8. Laptev Sea 25,028 (15,487) | 644,895 25.8
9. New Siberian Isl. | 30,650 (15,208) | 545,667 21.8
10. Sannikov Strait | 26,122 (15,860) | 562,873 215
11. East Siberian Sea | 9,154 (8,293) 317,715 34.7
12. Wrangel Island 30,474  (15,750) | 586,770 19.3
13. De Long Strait | 40,346  (14,567) | 472,674 14.5
14. Chukchi Sea 48,613 (14,555) | 593,230 12.2
15. Bering Strait 46,732 (13,663) | 674,067 14.4
Average: 45,762 (13,307) | 676,917 14.8

Table 4.2: a) Mean and standard deviation of the total area of ‘advective footprints’ by release site. These correspond to
the total area of grid cells occupied by Lagrangian particles 9 months after they were initially released. 300 distinct re-

leases (20 years, 15 releases per year) were used to calculate these figures. b) The same metric, but considering the ‘en-

velope’ around footprints from all 300 experiments. c) Ratio of a/b.

Table 4.2 shows that the spreading of particles is strongly dependent on where they are ini-
tially released from. There is a clear east /west divide, with western release sites (1-5) typi-
cally producing larger footprints and central (6-11) and eastern (12-15) ones producing

smaller footprints.
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The smallest footprints were associated from the middle of the Northern Sea Route, around
Siberia in the Laptev and East Siberian seas (including the New Siberian Islands and Sanni-
kov Strait release sites between them.) The East Siberian Sea site produced anomalously
small footprints, on average less than 10,000 km?. The average area for the other three sites
in this group was 27,267 km? (average standard deviation 15,518 km?), making them only

half the size of the average footprint area for the remaining 11 release sites.

The five westernmost release sites (Murmansk — Kara Sea) produced the five largest foot-
prints. The mean area of footprints from these sites was 67,866 km? (average standard devi-
ation 10,665 km?); 48% bigger than the average for the other release sites, excluding the
anomalously small footprint from the East Siberian Sea release site. Including all sites be-
tween Murmansk and the Vilkitsky Strait, the average area of footprints from the west of the
NSR was 61,361 km? (average standard deviation 12,317 km?).

Considering each of the 300 releases from each of the 15 releases sites, the average area of
advective footprints 9 months after particles were releases was 45,762 km? (average standard
deviation 13,307 km?). Excluding the five largest and four smallest sites highlighted, the
typical area of a footprint was 44,161 km? (average standard deviation 15,233 km?).

Additionally, the area of the ‘envelope’ surrounding all 300 footprints from each site (again
after 9 months) was calculated, i.e. the total area affected by at least one release. While the
first metric addresses how waters from a particular release spread, this metric addresses part
of the uncertainty in where they will go. As with the individual footprints, western release
sites were found to have the largest ‘envelopes’ while the smallest were in and around the
East Siberian Sea. The large footprint ‘envelopes’ in the west were typically associated with
particles being rapidly entrained into a well-organised current (the ACBC), which enabled
them to travel further (see Table 4.1) and hence produce a larger envelope than particles

which stay closer to their release sites.

Finally, we calculate the ratio of the ‘individual footprints” and the ‘envelopes.’ This demon-
strates that the uncertainty in where spilled oil could go (the envelope) is an order of magni-
tude larger than the area over which contaminated waters would be expected to spread (the
individual footprints). This ratio provides a measure of the variability of advective pathways
from a given site: larger ratios correspond to footprints with less overlap between experi-
ments, suggesting more variable circulation. The combination of the especially large enve-
lope and ratio from the Severnaya Zemlya site is partly due to the highly variable circulation
around this area — discussed further in Section 4.3.2.5. The largest ratio was produced by the
East Siberian Sea releases, but it should be noted that this was due to both an abnormally
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small envelope and individual footprints, which stay relatively close to their initial release

site.

4.3.2.4. Subduction

Having addressed the horizontal spread of our particles, we now look in the vertical direc-
tion. It is important to note that we are only considering subduction due to advection, as our
Lagrangian technique does not explicitly include convection. All particles were initially re-
leased at the ocean surface, but they were not constrained to stay there. Here, we investigate
the fraction of particles which sink below 100m depth. This was chosen as a rough approx-
imation for the depth of the upper mixed layer, as any oil entrained deeper into the water

column will be especially difficult to recover / unrecoverable.

Two snapshots were investigated: the timestep after 9 months of advection and the timestep
after 2 years of advection, as with the distance travelled metrics. At these snapshots, particles
were classified as either above or below a 100m threshold. The results are presented below
in Table 4.3:

% of Trajectories Deeper than 100m

Site After 9 Months After 2 Years
1. Murmansk 8.01 17.67

2. Barents Sea 18.36 28.68

3. Kara Gate 1.19 5.80

4. Novaya Zemlya 22.63 38.97

5. Kara Sea 0.34 2.10

6. Severnaya Zemlya 1.25 5.07

7. Vilkitsky Strait 0.05 0.65

8. Laptev Sea n/a 0.49

9. New Siberian Islands n/a 0.16

10. Sannikov Strait n/a 0.01
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11. East Siberian Sea n/a 0.14
12. Wrangel Island 0.13 1.00
13. De Long Strait 0.25 2.25
14. Chukchi Sea 2.48 7.58
15. Bering Strait 5.61 9.71

Table 4.3: Percentages of particles from each release site which are below a 100m depth threshold during the 270t time
step of the experiment (9 months) and during the 730" (2 years) for each release site. The history of trajectories is not

considered here, only whether they are above or below the threshold for the two snapshots studied.

From Table 4.3, it is clear that subduction is not a major concern for the majority of releases
locations, with two notable exceptions: the Barents Sea and Novaya Zemlya sites (and, to a
lesser extent, Murmansk and the Bering Strait.) One in five particles seeded from the first
two sites ends up below the 100m threshold after 9 months of advection, and is potentially

unrecoverable.

No particles from any release in any year were below 100m after 9 months from four central
release sites: these were in the Laptev and East Siberian seas, as well as the two release
points on the border between these seas. We then investigated where this subduction occurs.
An illustrative example, with trajectories coloured to indicate their depth, is presented in
Figure 4.5. In this figure, trajectories from 2007 are shown in three different groups, to high-
light the regional differences in subduction.

From Figure 4.5, we can see that subduction mainly occurs for the western group of release
sites, as noted in Table 4.3. It is apparent that this occurs mostly around the Eurasian shelf
break, where particles downwell across the shelf slope. These deep trajectories are guided
by the bathymetry of the Arctic Ocean and tend to follow the Arctic Circumpolar Boundary

current along the Eurasian shelf-break.
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Figure 4.5: Trajectories from a typical year (2007) plotted to highlight their depth. Trajectories run for two full years and
are broken down into western, central and eastern groups of release sites to make the pathways more obvious. Deeper

trajectories (purples) are plotted on top of shallower ones to highlight the pathways followed by subducted particles. The

release sites used in each figure are denoted by yellow dots.
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4.3.2.5. Sensitivity to Time of Release

The distance travelled, ‘advective footprints” and subduction metrics discussed in the previ-

ous sections were compared with respect to launch site. Here, we repeat that analysis, but

instead of comparing different release locations, we compare how these metrics vary with

respect to time of release. This is presented in Table 4.4: first we compare the sensitivity to

year of release (averaging over all release sites and all releases within the given year) and

then across each of the 15 releases per year (averaging over all release sites and all years.)

For each of the three metrics, we look at a snapshot 9 months after particles were initially

released.

Sensitivity to Year of Release

Year Mean Footprint | Mean A-B Distance | % of Particles Below
Area [km?] [km] 100m depth
1990 48,322 629 5.43
1991 48,975 706 3.77
1992 46,964 730 6.02
1993 45,892 560 2.97
1994 47,799 808 4.64
1995 42,863 583 3.07
1996 37,397 590 3.46
1997 44,147 573 3.73
1998 41,031 525 3.28
1999 40,816 599 5.32
2000 43,487 596 4.72
2001 46,147 621 3.24
2002 47,045 568 3.99
2003 52,520 646 3.89
2004 43,004 599 3.55
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2005 47,168 637 2.99
2006 46,057 605 4.13
2007 46,954 664 2.82
2008 51,107 699 4.94
2009 48,595 576 4.37
Sensitivity to Season of Release

Season Mean Footprint | Mean A-B Distance | % of Particles Below

Area (km?) (km) 100m depth

June (early) 49,310 631 2.60
June (mid) 49,021 647 2.99
June (late) 49,842 634 2.62
July (early) 49,349 632 3.30
July (mid) 48,622 633 331
July (late) 48,500 635 3.67
August (early) 48,058 636 3.88
August (mid) 47,032 621 3.92
August (late) 45,461 612 4.64
September (early) | 44,787 602 4.53
September (mid) | 44,326 619 4.59
September (late) | 42,632 615 5.22
October (early) 41,145 615 4.82
October (mid) 38,769 618 5.11
October (late) 38,392 623 5.36

Table 4.4: Sensitivity to year and season of release: The metrics described in the previous 3 section (area of footprint after

9 months, straight-line distance travelled in 9 months, and fraction of particles below 100m deep after 9 months) are re-

calculated with respect to year and season of release.
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From Table 4.4, it is clear that none of these metrics show a no significant sensitivity to year
of release. Inter-annual variability is present, but with no clear trend in any of the metrics

used here.

However, two of the metrics showed significant intra-annual variability. The mean footprint
area metric suggests slightly reduced spreading of particles correlating with later releases.
The most notable trend came in the subduction metric. Here, the fraction of particles sub-
ducted below 100m steadily increases towards the end of the season, and it more than double

between the first set of releases in June and the last set of releases in October.

As noted in Section 4.3.2.5., subduction is not a major occurrence for most release sites.
However, for those where it does matter, it is more likely to happen for particles launched

in the autumn than those starting in the spring.

Investigating the sensitivity to time of release highlighted variability in the pathways that
trajectories follow. Multiple major pathways exist for some sites, and three examples (spe-
cifically the Bering Strait, Kara Gate and Severnaya Zemlya releases) with clear contrasts

are presented in Figure 4.6 below:
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Figure 4.6: Comparison of changing advective pathways from 3 release sites. Bering Strait: a) 23/07/2000 release, b)
12/08/2000 release. Kara Gate: c) 14/06/1993 release, d) 03/08/1993 release. Severnaya Zemlya: e) 14/07/2007 release,
f) 24/07/2007 release.

Figure 4.6 highlights some of the variability of pathways discussed in Section 4.3.2.1. Fig-
ures 4.6a and 4.6b show particles which were only launched 20 days apart from each other,
yet flow in markedly different directions. Figure 4.6a highlights the Alaskan Shelf-Break
current, which leads to trajectories along the North American coastline, before seeming to
join the Beaufort Gyre. 6b shows the other extreme, with particles flowing into the Chukchi

Sea and affecting the Russian coastline.

Figures 4.6¢ and d show a more subtle variation. As previously noted, the dominant flow in

the Kara Gate is from the Barents into the Kara Sea, but occasionally this is reversed. An
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example (Figure 4.6¢) which shows this ‘reversed’ flow west through the Kara Gate and
then north-eastwards along the Novaya Zemlya coast is shown. Figure 4.6d shows the usual
eastward-only flow. This could be indicative of a wind-driven blocking event, analogous to
similar events in the Vilkitsky Strait (Janout et al., 2015). Further investigation (not shown)
suggests that the usually dominant buoyancy driven current (west to east) interplays with a
wind-driven current in the opposite direction, which correlates with increased atmospheric

pressure to the north-west of Novaya Zemlya.

Figures 4.6e and f compare consecutive releases from the Severnaya Zemlya site. Despite
being launched just 10 days apart, they flow in opposite directions: all travel towards the
Atlantic Ocean via the Fram Strait in 6e, and all bar one follow the Arctic Circumpolar
Boundary Current in 6f. Both pathways are seen frequently, as this marks a region of variable
flow: it is the boundary between where the eastward flow dominates in the Barents and Kara

seas, and the east where the Transpolar Drift Stream is more common.

4.3.2.6. Sensitivity to initial area of release

So far in this study, we have used 100 km? as the initial area covered by our Lagrangian
‘particles’. This was chosen as a first order approximation for the size of a typical oil spill.
We have investigated the spread of these particles and how this varies depending on when
and where particles are released, but it is also important to assess how our choice of initial

conditions could affect these results.

In order to do this, we repeat our experiment for a typical year (2000 was chosen as it is in
the middle of the period studied), but with particles released over different sized areas: 400
km? (20 km x 20 km), and 25 km? (5 km x 5 km). We keep the number of trajectories the
same in each case. Exactly as before, we then calculate the area covered by particles 9
months after their release. We also compare this to the results from year 2000 in the standard

10 km x 10 km initial release experiments.

Differences in dispersion were apparent but small, with larger release areas leading to
slightly larger distributions after nine months, see Table 4.5 below. Results from the 5 km

x5 km, 10 km x10 km and 20 km x 20 km experiments are compared:

Mean Area [km?] covered after 9 months from initial releases of area (Standard Devia-

tion):
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Site a) Initial area b) Initial area c) Initial area 400 | Ratio
2

25 km? 100 km? km c/a)
1. Murmansk | 69,308 (10,195) | 71,806 (6,444) | 74,168 (5,802) 1.07
2. Barents Sea | 53,635 (6,597) | 56,641 (5,292) | 58,901 (3,314) 1.10
3. Kara Gate 72,971 (7,671) | 76,015 (6,990) | 77,668 (4,086) 1.06
4. Novaya
Zemlya 52,946  (15,838) | 58,683 (15,427) | 62,019 (15,757) 1.17
5. Kara Sea 79,577 (4,075) | 84,184 (3,814) | 85905 (5,245) 1.08
6. Severnaya
Zemlya 42,874  (18,022) | 47,437 (12,525) | 49,782  (9,079) 1.16
7. Vilkitsky
Strait 46,731  (15,402) | 48,715 (13,303) | 46,941 (8,831) 1.22
8. Laptev Sea | 19,346  (4,017) | 22,490 (7,709) | 32,425 (6,961) 1.68
9. New Sibe-
) 16,926 (6,771) | 22,283 (8,886) | 30,360 (10,107) 1.79
rian Islands
10. Sannikov
Strait 27,471  (13,064) | 34,226 (12,320) | 42,537 (11,083) 1.55
11. East Sibe-
rian Sea 2,428 (855) 3,844 (929) 5,153 (2,075) 2.12
12, Wrangel
Island 23,031 (11,852) | 27,935 (10,009) | 31,694 (7,512) 1.38
13. De Long
Strait 19,832  (14,197) | 22,434 (12,346) | 26,519 (10,307) 1.34
14.  Chukchi
Sea 51,334 (9,808) | 47,184 (12,439) | 57,515 (8,332) 1.12
15. Bering
Strait 39,599 (13,160) | 49,856 (16,537) | 60,357 (12,901) 1.52
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Table 4.5: Sensitivity to initial area of release. The footprint sizes (in 1000 km?) after 9 months from release are compared
for 3 different experiments in 2000, with initial releases of 25 km2, 100 km? (as in the main experiments) and 400 km?. The

ratios between the largest and smallest initial releases are also presented.

It is apparent from Table 4.5 that the sensitivity to size of initial release is low. Excluding
the East Siberian Sea release site, which had an anomalously low footprint area anyway, the
experiments from the largest release boxes spread to an area only 30% larger than those from

the smallest release boxes, despite the 800% increase in initial area.

Sensitivity to initial area of release was found to vary throughout the NSR. Particles
launched from the west of the route (which had the largest footprints) showed less variability
than those in the east. The 7 western release sites (Murmansk — Laptev Sea) had an average
increase of 12% between the largest and smallest release sites. This contrasted with a 48%
average increase in the easternmost release sites (New Siberian Islands to Bering Strait, ex-
cluding the New Siberian Islands site.) In short, the larger the footprint size, the more sensi-

tivity to the size of the initial release box.

4.4. Discussion

Understanding the advective pathways in the Arctic Ocean is an essential prerequisite for
understanding the long-term fate of oil (or other pollutants) that could be released into the
Arctic Ocean. Although interest in using the Arctic Ocean for commercial shipping is al-
ready increasing, particularly along the Northern Sea Route (NSR) (Liu and Kronbak, 2010;
Schayen and Brathen, 2011), the Arctic remains a unique logistical challenge due to its harsh
environment and relative lack of infrastructure and marine services (Ho, 2010). This lack of
infrastructure, coupled with the often-considerable distances to ports along the NSR mean
that should an oil spill occur, cleaning up an oil spill in the Arctic is more challenging than
in other parts of the world. Therefore, it is necessary to consider the risk of significant
amounts of oil not being recovered before the winter freeze up begins.

Should this happen, oil is likely to remain an active pollutant for a number of years due to
the slowed biodegradation in the cold Arctic waters (Fingas and Hollebone, 2003). This pre-
sents a serious risk for the polar ecosystem: the food web in the Arctic is short and therefore
contamination of one species can strongly affect the whole ecosystem - trophic interactions
in the Arctic are simple compared to in other parts of the world, so population changes in
just one key species would have cascading effects throughout the whole ecosystem (Hop
and Gjgseter, 2013; Palumbi et al., 2008). Previous research has worked towards a quanti-
tative risk assessment of Arctic oil spills, and the locations reached by spilled oil have been
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identified as key variables for understanding the ecological impacts of a potential spill
(Nevalainen et al., 2017). This means that understanding the circulation patterns in the Arctic
is of key importance, and it makes the advective footprints technique used here a particularly

powerful tool for assessing the long-term impact of potential Arctic oil spills.

When considering the long-term fate of spilled oil, we need first to know how far it is likely
to be transported during some specified time-frame. We took 9 months as the likely time
between a spill occurring and it becoming accessible after the next melt season, and 2 years
to provide a longer-term outlook, and then measured how far particles were from their start
points at these intervals. Within 9 months, particles travelled a mean distance of 1497 km
from their start point (calculated along the full path.) The straight-line distance showed con-
siderable variation. 628 km was the average for all release sites, but there was a clear east-
west divide: particles from the west of the route (Barents, Kara and Laptev) seas travelled
almost twice as far as those in the east (East Siberian and Chukchi Seas, excluding the Bering
Strait.): 771 km compared to 382 km. This suggests that the location of a spill is key for
determining how far oil could be transported. After 2 years, particles were on average 1223
km from their start point. (484-1662 km, depending on release location.) Although the cir-
culation in the Arctic is relatively slow compared to the rest of the world ocean, this demon-
strates the first key result of this experiment: pan-Arctic modelling is required to understand

the long term (order of years) fate of spilled oil.

Having quantified the distance that spilled oil could travel, we move on to addressing the
question of where it will go to and the uncertainty in how it will spread. To do this, we
introduced the concept of advective footprints. This technique has recently been used in
other parts of the world to study changing circulation patterns and potential impacts for en-
vironmentally sensitive areas (Polyakov et al., 2017; van Gennip et al., 2017). The trajecto-
ries from our Lagrangian experiments are in agreement with circulation pathways described
in previous literature, e.g. (Aksenov et al., 2011; Carmack and Wassmann, 2006; Williams
and Carmack, 2015). Known pathways are clearly reproduced, with key features such as the
Arctic Circumpolar Boundary Current (ACBC) (Aksenov et al., 2011) clearly visible in
trajectories launched from all along the Northern Sea Route. These, along with the Transpo-
lar Drift Stream (Steele et al., 2004) and Pacific inflow (Aksenov et al., 2016) are the main
large scale features seen in our experiments. More detailed descriptions of specific pathways
are presented in Section 4.3.2.1.

We defined the metric ‘area of advective footprints’ to quantify the uncertainty associated
with these pathways. We divided the Arctic into a regular grid and counted the number of

grid cells that were occupied by particles a set time after particles were released (Full details
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in Section 4.2.4.). The sum of the areas of occupied grid cells was taken to be the area of the
advective footprint. In the context of an oil spill, the size of a footprint from an individual
experiment represents the spreading of the spill, while the area of the ‘envelope’ of all foot-
prints corresponds to the uncertainty in where it will go — and hence the area of ocean that
would need to be searched to find it. Location of oil has been identified as a key variable for
environmental risk assessments (Nevalainen et al., 2017), so it is necessary to quantify the
uncertainty associated with where oil is likely to end up. Advective footprints provide a

robust mechanism for doing that.

It was found that after 9 months, a typical footprint had an area of 45,762 km?, with a stand-
ard deviation of 13,307 km?, considering all release sites with an ensemble of particles ini-
tially distributed over an area of 100 km?. In terms of an oil spill, this figure corresponds to
the area of ocean that would likely need to be affected in the spring following an unsuccess-
ful clean-up from the previous year. This also highlights the areas likely to be at risk of

potentially acute biological impact.

The size of footprints was found to be sensitive to release location, and using the results
presented in Section 4.3.2.2., we can define three main areas along the NSR, each with its
own characteristic behaviour: a western region (in the Barents and Kara Seas, release sites
1-7), a central region (Laptev Sea and the East Siberian Sea, release sites 8-11), and an east-
ern region (in the Chukchi Sea and Bering Strait, release sites 12-15.) The west of the NSR
was associated with the largest footprints after 9 months — up to 78,608 km? (from the Kara
Sea) and on average 61,361 km?. The middle of the route was associated with the smallest
footprints, on average 22,739 km?. The eastern group of release sites had typical footprints
of 41,541 km? after 9 months.

In addition to considering the spread from individual experiments, the area covered by all
30,000 trajectories from a given site (all years / seasons of release) was calculated. This
metric, termed the area of the ‘envelope’ of footprints represents the uncertainty in where
the oil will go — i.e. the area of ocean that would need to be monitored the next spring in
order to find the spilled oil. This demonstrates another important conclusion: the uncertainty
in where oil could go is highly dependent on where a spill occurs. Particles from the west of
the NSR tend to follow the Arctic Circumpolar Boundary Current (ACBC). They travel the
farthest and are associated with the largest envelopes of footprints, and therefore a spill here
would likely to require a large area (over 800,000km?) of ocean to be searched. Particles
from the Siberian and eastern groups of release sites didn’t travel as far, and were associated
with smaller envelopes of footprints — especially in the case of the East Siberian Sea, where

the envelope was only 317,615 km? — less than half the size of that of the largest envelopes.
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In short, the impact of advection on an oil spill occurring in the east of the NSR is likely to

be more predictable than for a spill occurring in the west.

In addition to horizontal advection, it is important to consider the risk of potential subduction
of oil. After the Deepwater Horizons spill in the Gulf of Mexico, unrecovered oil became
suspended in deep water layers before eventually settling on the ocean floor (Valentine et
al., 2014). We considered potential surface spills from shipping accidents in this research,
but if some of this oil becomes entrained into deeper water, it is also likely to be irrecovera-
ble. Therefore, it is important to understand where subduction occurs. We considered the
fraction of particles that had sunk below 100m depth after 9 months and also after 2 years.
This was found to be of greatest concern for particles launched from the west of the NSR,

particularly for release sites in the Barents Sea (see Section 4.3.2.4).

From the three release sites in the Barents Sea (Murmansk, Barents, and Novaya Zemlya),
16% of particles were below 100m depth after 9 months, rising to 28% after 2 years. A
negligible (< 1%) fraction of particles from the central group of release sites (in the Laptev
and East Siberian Seas) experienced subduction. The eastern group showed only modest
subduction, mostly from particles released in the Bering Strait: 6% of particles from this site
were below 100m after 9 months and 10% after 2 years. Subduction primarily occurred as
downwelling at the Eurasian shelf slope. This is consistent with results from previous inves-

tigation into downwelling in the Arctic Ocean. (Shapiro et al., 2003).

4.4.1. Limitations and Future Work

We are limited by dependency on a single simulation with the NEMO model: though this is
a leading edge high resolution model, intercomparison work would provide added verifica-
tion and estimates of model structural uncertainty. Limitations associated with this configu-
ration of NEMO, such as its lack of tidal forcing, means that areas strongly affected by tides
may be less well represented than the Arctic in general (Padman and Erofeeva, 2004). Fur-
thermore, despite its 1/12 degree resolution, given the small internal Rossby radius of defor-
mation in the Arctic (Nurser and Bacon, 2014), NEMO is only Eddy-permitting rather than
fully Eddy resolving in all of the Arctic. As ever, this means that higher resolution would

resolve more physical processes and thus potentially provide better results.

This study is also limited in that we are only considering the portion of the oil which remains
mixed into the water column and does not become trapped in sea-ice — as can happen when

oil becomes encapsulated into growing ice (Afenyo et al., 2015). This can, in principle, be
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addressed with a similar study where the Lagrangian software used here is modified to track
ice drift rather than ocean currents. However, realising this would require significant modi-
fication of the particle tracking software used here that is beyond the scope of this research.
Additionally, oil would only be encapsulated in ice during the winter, and deciding when to
follow ice or waters is itself a non-trivial question. This presents an interesting opportunity
for further research, in which similar analysis using the concept of advective footprints could

be put to use.

As discussed in Section 4.3.2.6., interesting small-scale changes in current direction were
seen from certain release sites in these experiments. Some can be attributed to processes
described in previous literature (Janout et al., 2015) while others, such as a potential wind-

driven blocking in the Kara Gate, provide scope for further investigation.

While this study has focussed upon considering the long-term fate of spilled oil, this is not
the only pollutant that is of potential interest. In principle, a similar approach could be used
to assess the impact of advection on other Arctic pollutants. As with the encapsulated oil
example, this may require modification of the Lagrangian software to realise this. The Arctic
Monitoring and Assessment Programme (AMAP) identified four main categories of pollu-
tant which pose a threat to the Arctic: persistent organic pollutants (POPS), ‘chemicals of
emerging concern’ (including flame retardants and pesticides), heavy metals and radioactive
waste (AMAP, 2015). Some of these (e.g. riverine pollutants and pollution from nuclear
submarines) are well suited to Lagrangian modelling as they spread from an easily defined
source. This approach is not applicable in cases where we cannot accurately predict the lo-

cations where they interact with the ocean.

4.5. Conclusions

Circulation pathways and associated timescales in the Arctic Ocean have been investigated,
and impact of oceanic advection for potential oil spills from the Northern Sea Route (NSR)
has been explored. It has been demonstrated that pan-Arctic consideration of an oil spill’s
fate becomes necessary after a relatively short (1-2 years) timescale. The circulation patterns

simulated are in agreement with observations.

Three main regimes have been defined to describe different sections of the NSR: western,
central and eastern. These are predominantly controlled by Atlantic Water, interior shelf-sea
dynamics, and Pacific Water respectively. Spills occurring at the west of the NSR are likely
to travel the furthest (on average, 771 km within 9 months) and have the largest uncertainties
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associated with their pathways. Spills from the eastern and central groups travel less far (382
km), though those in the east have more uncertainty associated with their pathways than

those in the centre.

‘Advective footprints’ were introduced to quantify the area of ocean that would likely be
affected in spring following an unsuccessfully cleared up oil spill the previous season. On
average, this figure is 45,762 km?, but it is notably higher in the western section (61,361
km?) and notably lower in the central section (22,739 km?) of the NSR. The ‘envelope’ of
these footprints was introduced to quantify the uncertainty in where the oil could go — and
hence how much of the ocean would need to be searched / considered potentially at risk. For
a typical Arctic oil spill, this area was 676,917 km?.

Subduction of oil, potentially leading to unrecoverable pollution, was identified as a risk for
oil spills in the Arctic, especially those occurring in the west of the NSR. It also poses a risk
in the east, though to a lesser extent. Subduction is unlikely to be a concern in the Laptev or

East Siberian Seas.

This study has provided a broad overview of the circulation features that would be likely to
play a significant role in the event of an oil spill from the Northern Sea Route. We have been
able to provide a general description of the directions that spilled oil would likely to be
carried in, and the uncertainties associated with different regions. This provides the ground-

work for more focused case studies in the event of an actual spill occurring.

92



93



Chapter 5: They Came From The Pacific: How changing
Arctic currents could contribute to an ecological regime
shift in the Atlantic Ocean

This chapter was published in Earth’s Future as Kelly et al. (2020). | am the author of this work,

with my co-authors contributing supervisory guidance.

Abstract

The Arctic Ocean is rapidly changing. With warming waters, receding sea ice and chang-
ing circulation patterns, it has been hypothesized that previously closed ecological path-
ways between the Pacific and Atlantic Oceans will be opened as we move towards a sea-
sonally ice-free Arctic. The discovery of Pacific diatom Neodenticula seminae in the At-
lantic suggests that a tipping point may have already been reached, and this ‘opening up’
of the Arctic could already be underway. Here we investigate how circulation connectivity
between the Pacific and Atlantic Oceans has changed in recent decades, using a state-of-
the-art high resolution ocean model and a Lagrangian particle-tracking method. We iden-
tify four main trans-Arctic pathways, and a fifth route that is sporadically available with a
shorter connectivity timescale. We discuss potential explanations for the existence of this
‘shortcut’ advective pathway, linking it to a shift in atmospheric and oceanic circulation
regimes. Advective timescales associated with each route are quantified, and seasonal and
interannual trends in the main four pathways are discussed, including an increase in Fram
Strait outflow relative to the Canadian Archipelago. In conclusion, we note that while tip-
ping points for ecological connectivity are species-dependent, even the most direct routes

require multi-annual connectivity timescales.

Plain Language Summary

With a warming Arctic Ocean, it has been suggested that the ocean currents that connect
the Pacific to the Atlantic may change. This could have potential biological consequences,
including bringing Pacific species of plankton to the Atlantic. We investigate how the
pathways bringing Pacific water to the Atlantic have changed, identify a pathway that
takes less time that other routes to bring waters from Pacific to the Atlantic (but that is only

occasionally available), and note that even the shortest timescales are over 2 years.
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5.1. Introduction

5.1.1. Marine Ecological Connectivity

The term "marine ecological connectivity™ is used to describe the exchange of individual
organisms within and between distinct subpopulations within the ocean (Cowen et al.,
2006; Cowen and Sponaugle, 2009).

Ecological connectivity aims to explain how different ecosystems are linked in time and
space, describing which subpopulations are sources of biota for other regions, sinks for bi-
ota from elsewhere, or whether a two-way exchange takes place. This is an inherently in-
terdisciplinary problem linking the biology and physics of the oceans, and is influenced by
both the circulation of the ocean and the biological characteristics of the species them-

selves (Cowen and Sponaugle, 2009).

Marine ecological connectivity can be broadly split into (passive) circulation connectivity
and active migratory connectivity (Popova et al., 2019). Circulation connectivity describes
the advective pathways along which ocean currents transport waters from one region to an-
other (van Gennip et al., 2017), whereas active migratory connectivity is driven directly by
species themselves swimming between one region and another for breeding and feeding
(Webster et al., 2002). The two are not fully independent of each other — even marine spe-
cies which are capable of active migration as adults typically have a planktonic stage ear-
lier in their lifecycles (Selkoe and Toonen, 2011). However, as a large number of marine
species are not capable of active migration, and because of the additional complexity of ac-
tive migration (drivers, locomotion), we focus on passive circulation connectivity in this

study.

In addition to understanding how different regions are connected spatially, it is important
to understand how they are connected in time; specifically, their connectivity timescales.
From a purely oceanographic point of view, one part of the ocean may be connected to an-
other by circulation pathways, but this does not automatically imply that ecological con-
nectivity between the two places exists. When considering marine ecosystems, the time-
scales on which different regions are linked becomes important to describe whether or not
different regions are ecologically connected by ocean currents (Jénsson and Watson,
2016).

The timescales required to allow for ecological connectivity vary depending on the context
of the problem. For species with a planktonic stage early in their lifecycle, their pelagic lar-
val duration (PLD) can be used as a proxy for the timescale required for a source location
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to be ecologically connected to a sink location during that part of its lifecycle (Selkoe and
Toonen, 2011; Shanks, 2009). PLD can be the key limiting factor in describing the ecolog-
ical connectivity — for example in the case of corals, which are dispersed entirely during
their pelagic larval stages but remain static throughout their adult lives (Mayorga-Adame
etal., 2017). However, for fish and other species with an active migratory adult stage, pas-
sive circulation connectivity during the PLD provides only part of the story and is limited
to describing their connectivity during that planktonic stage.

Pelagic larval duration varies highly between species (Bradford et al., 2015; van Her-
werden et al., 2006), but it is not the only limiting factor when considering connectivity
timescales. Other barriers to connectivity exist, including the survival of the larvae as it is
transported from source to sink (Treml et al., 2012). For larvae and plankton, limiting fac-
tors can include temperature, the availability of food, and predation (Cowen and
Sponaugle, 2009), as well as access to nutrients and sunlight in the case of phytoplankton
(Arteaga et al., 2014). For a source to be ecologically connected to a sink, it is essential
that the connectivity timescale and conditions encountered along the route allow for the

species to reach the sink alive.

These biophysical limitations, which are species specific, as well as changes in strength
and direction of purely oceanic connectivity pathways (van Gennip et al., 2017) provide
the limits as to whether or not one region is ecologically connected to another. Here, we
investigate the connectivity pathways and timescales linking the North Pacific (source) to
the North Atlantic (sink) across the Arctic, and discuss the implications of potentially in-

creased ecological connectivity between the two regions as the Arctic changes.

5.1.2. Motivation: Changing Trans-Arctic Connectivity

Sea ice cover in the Arctic Ocean has declined significantly over recent decades due to an-
thropogenic climate change (Overland and Wang, 2013). It has been hypothesized that this
reduction in sea ice is causing an acceleration of Arctic surface currents e.g. (Armitage et
al., 2017), which in turn is causing accelerated Pacific-Atlantic connectivity, with potential
biological consequences such as non-native species colonizing the Atlantic Ocean (Reid et
al., 2007).

Increased circulation connectivity (Popova et al., 2019) between the North Pacific and the

North Atlantic could lead to the enhanced ecological connectivity between their ecosys-
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tems in ways that previously have not been possible (Reid et al., 2007). This makes under-
standing the consequences of acceleration in Arctic currents for ecological connectivity

important.

One of the striking examples of increased ecological connectivity between these basins is
the recent Atlantic appearance of the Pacific diatom, Neodenticula seminae (Reid et al.,
2007). This species was observed by a Continuous Plankton Recorder (CPR) survey in the
Atlantic Ocean in 1999, seemingly its first occurrence in the Atlantic for millennia, and
Reid et al. (2007) proposed accelerated connectivity due to reduced sea ice cover as an ex-
planation. Subsequent analysis of sediment cores has suggested that, although not found in
any CPR surveys prior to 1999, the species may in fact have been present in the Fram
Strait as early as 1989 (Matul et al., 2018).

Since its initial recording in the Labrador Sea in 1999, N. seminae has established itself in
the North Atlantic, blooming in several locations since (Miettinen et al., 2013; Reid et al.,
2007), and it has been suggested that trans-Arctic connectivity responsible for N. semi-

nae’s arrival may either still be active or even accelerated in more recent years (Miettinen
et al., 2013). This provides motivation for this research: if Pacific to Atlantic connectivity
has changed, it is important to understand how, in order to better understand the potential

for future trans-Arctic migrations of species previously endemic to the two basins.

N. seminae is not the only example of trans-Arctic migration of Pacific-native species to
the North Atlantic. Mytilus trossulus is a species of mussel extant in the North Pacific,
North Atlantic and Arctic Ocean with a planktonic period of 2 weeks to 3 months (Yaro-
slavtseva and Sergeeva, 2006). A population of the species around northern and north-
western Greenland was analyzed and found to be more genetically similar to populations in
the Pacific than the rest of the Atlantic, leading the authors to suggest that Pacific to Atlan-
tic transport of mussels is already sporadically taking place, given favorable climate and

hydrodynamic events (Bach et al., 2019).

It has been predicted that an “opening up” of the Arctic gateway could result in at least
35% (77 of 219) of shallow water mollusk species native to the northern Bering Sea be-
coming established in the North Atlantic Ocean without direct human aid (Vermeij and
Roopnarine, 2008). Other research suggests that Pacific to Atlantic “invasions” will in-
clude species at higher trophic levels, including fish (Wisz et al., 2015). Adult species are
described by active ecological connectivity, but they have a pelagic larval stage earlier in

their lifecycles where they are distributed by ocean currents. How long this stage lasts is
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defined by their pelagic larval duration, which can be as short as 2-4 weeks for some spe-
cies of mackerel (van Herwerden et al., 2006) or as long as 1.5 years for rock lobsters
(Bradford et al., 2015).

Assessing the ecological impacts of non-native species establishing populations in the
North Atlantic is a complex question to address. While extinctions of pre-existing species
as a result of marine invasions are uncommon (Vermeij and Roopnarine, 2008), other pos-
sible consequences include hybridization of existing species and increased competition for

resources with Pacific-native species (Vermeij and Roopnarine, 2008).

In order to understand the potential impacts of non-native species reaching the Atlantic
Ocean, it is necessary to understand how they manage to traverse the Arctic Ocean. To ad-
dress this, we focus on answering the question of how passive ecological connectivity be-

tween the Pacific and Atlantic oceans has changed in recent decades.

The large-scale advective pathways of the Arctic Ocean are well-described (Aksenov et al.,
2011; Aksenov et al., 2016; Wassmann et al., 2015), and it is known that Pacific waters
reach the Atlantic via the Arctic. Key pathways are highlighted here in Figure 5.1. Three
main Pacific inflow pathways are shown, through Barrow Canyon, Herald Canyon, and a
central channel between the two that flows via Herald and Hana shoals (Aksenov et al.,
2016; Lin et al., 2016; Timmermans et al., 2014). The anti-cyclonic Beaufort Gyre is the
dominant surface feature in the western Arctic (Proshutinsky et al., 2002), and the transpo-
lar drift transports water from Siberia towards the Atlantic Ocean (Steele et al., 2004). Wa-
ter exits the Arctic through one of two pathways: either via Fram Strait, where the East
Greenland Current brings it to the Atlantic (Bacon et al., 2014), or it reaches the Atlantic

via one of many possible routes through the Canadian Archipelago (Rudels, 2015).
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Schematic of Arctic Surface Circulation Depth (m)
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Figure 5.1: Schematic of large-scale Arctic Ocean circulation pathways. In dark blue, the three main Pacific inflow path-
ways are highlighted, via the Barrow Canyon, Central Channel and Herald Canyon. The anti-cyclonic Beaufort Gyre is
highlighted in pink. The transpolar drift, which brings water from Siberia to the Atlantic is shown in brown. Water exits
the Arctic via either the Fram Strait by following the East Greenland Current shown in green, or via the Canadian Arctic
Archipelago. Pathways through the Archipelago are complex, and example pathways are highlighted with purple ar-
rows. Finally, the red arrows show Atlantic water circulation pathways, entering via the eastern Fram Strait and Barents
Sea opening, before following the Arctic Circumpolar Boundary Current cyclonically along the Eurasian shelf break.
However, climate change is altering Arctic advection, and connectivity pathways, and this
is believed to be the driver behind Pacific species reaching the Atlantic (Reid et al., 2007).
There are several ways that trans-Arctic connectivity could change to make “invasions” of
non-native species more likely. One such mechanism is an acceleration of currents across
the Arctic (Armitage et al., 2017). As the Artic is a harsh environment for subpolar species
minimizing transit times across it increases the likelihood of planktonic species surviving

the journey.

We hypothesize that any increased circulation-based ecological connectivity is not as sim-
ple as accelerating Arctic currents in general, and that three possible changes (or their com-
binations) could be involved. In addition to an acceleration of Arctic currents, it is possible
that connectivity timescales could be reduced by shifting advective pathways, or even

opening up of new ones. Finally, it is also possible that the changed conditions in a
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warmer, more ice-free Arctic could play a key role in making existing, but previously non-

viable advective pathways survivable.

We suggest the following three hypotheses (or some combination of them) as explanations

for how Pacific species could reach the Atlantic Ocean:
1 Acceleration of surface currents

1 Changing of dominant trans-arctic advective pathways and/or appearance of new /

faster trans-Arctic routes

1 Changes to ecologically-important properties along the routes (e.g. temperature,

availability of light / nutrients)

Additionally, we note that non-oceanographic changes could be responsible for invasive
species traversing the Arctic. Specifically, ballast water has been invoked as a potential ex-
planation for successful long-range colonization events in the Arctic (Reid et al., 2007) and
elsewhere (Smith et al., 2018). Reid et al. (2007) discuss this possibility as a potential ex-
planation for the appearance of N. Seminae, but argue against it on the basis of the limited
amount of trans-Arctic shipping that took place in the 1990s, coupled with the fact that any
alternative shipping route would require the sub-polar diatoms to survive tropical condi-
tions, which the authors concluded was highly unlikely. However, with trans-Arctic ship-
ping likely to increase as a consequence of reduced sea ice in the region (Aksenov et al.,
2017; Dstreng et al., 2013), this must be noted as another indirect way in which a changing

Arctic could facilitate an ecological regime shift in the North Atlantic in the future.

Here, we aim to address the first two of these hypothesises by analyzing output from a 1/12
degree NEMO ocean model (specifically, ORCA0083-N006) from a Lagrangian perspec-
tive. As we are motivated by understanding potential biological consequences of changing
connectivity, we focus primarily on investigating the advective pathways with the shortest

connectivity timescales.

5.2. Methods

5.2.1. NEMO model and Ariane particle-tracking

For the experiments in this paper, we used the NEMO model (NEMO stands for Nucleus
for European Modelling of the Ocean framework) in conjunction with the Ariane Lagran-

gian analysis tool. We utilized pre-saved 5 day mean output from the 1/12° resolution
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ORCA0083-N006 configuration of NEMO (Madec, 2014). This version of NEMO has ap-
proximately 3-5km horizontal resolution in the Arctic Ocean, and 75 vertical depth layers
(31 levels between the surface and 200 m depth), and was run coupled to the Louvian-la-
Neuve Ice Model (LIM2) (Fichefet and Maqueda, 1997; Goosse and Fichefet, 1999). At
the time of writing, this was the highest resolution version of NEMO available, with hori-
zontal resolution sufficient for it to be eddy-resolving throughout much of the Arctic
Ocean, though only eddy-permitting on the shelves due to their small Rossby radii (Nurser
and Bacon, 2014).

The configuration of NEMO used here was forced with version 5.2 of the DRAKKAR
forcing set (DFS) (Brodeau et al., 2010). DFS 5.2 is based on ERA40 reanalysis data, com-
prising of 6-hourly means for wind, humidity and atmospheric temperature, daily means
for radiative fluxes (both longwave and shortwave), and monthly means for precipitation.
A monthly climatology is used for river runoff, taken from CORE?2 reanalysis (Brodeau et
al., 2010; Timmermann et al., 2005). The model hindcast used in this experiments was cre-
ated using this forcing set for the period 1958-2015.

NEMO has been extensively validated throughout the Arctic. (Kelly et al., 2018) investi-
gated how well NEMO reproduced sea ice coverage, and how the modelled SSH and ba-
rotropic streamfunction compared to satellite measurements (Armitage et al., 2016). This
was expanded upon in (Kelly et al., 2019), where the modelled mixed layer was validated
against observational data (Peralta-Ferriz and Woodgate, 2015) and good model skill was
found. Similar configurations of NEMO have been further validated, with modelled water
mass types and stratification found to be in agreement with observations (Aksenov et al.,
2016; Janout et al., 2015; Luneva et al., 2015).

Here, we use the Ariane (Blanke and Raynaud, 1997) Lagrangian particle tracking tool to
analyze output from the NEMO model. This software works by reading in the (pre-calcu-
lated) 5-day mean output from the NEMO model, and using it to advect virtual ‘particles’

around the ocean.

Avriane interpolates the NEMO output to solve for particle translation through model grid
cells, and saving particle positions daily. The fact that Ariane (and other Lagrangian analy-
sis packages) make use of pre-existing model output makes it a powerful tool to answer
questions where an online model run with passive tracers would be prohibitively computa-
tionally expensive (van Sebille et al., 2018). However, small scale processes which are pa-
rameterized in the model, such as mixing and diffusion, cannot be directly assessed by La-
grangian analysis of advective pathways in a straightforward way (Wagner et al., 2019).
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Lagrangian analysis has been widely used to investigate the Arctic Ocean in NEMO. Rele-
vant to the research undertaken here, Pacific inflow pathways have been investigated using
Ariane in conjunction with an Arctic regional configuration of NEMO (Hu and Myers,
2013), and online passive tracer multi-model inter-comparison experiments (Aksenov et
al., 2016) have since supported these results. Outflow from the Arctic to the Atlantic
Ocean (via Fram and Davis Straits) was investigated in a coarser ¥ resolution version of
NEMO (Lique et al., 2010). Other questions, including the dynamics of the Beaufort Gyre
(Kelly et al., 2019) and the fate of potential oil spills from Arctic shipping (Kelly et al.,
2018) have used Ariane alongside the same configuration of NEMO employed in this pa-

per.

5.2.2. Experiment Design

Firstly, the Eulerian changes in Arctic surface currents were investigated. We compared

the mean current speeds for each decade (1970s — 2000s) to the overall mean for that pe-
riod. The lack of coherence in the decadal anomalies, with some regions accelerating and
others slowing down (see Figure 5.2a) motivated a Lagrangian experiment to investigate

changing connectivity between the North Pacific and Atlantic Oceans.

For each Lagrangian experiment 1,000 particles were initialized, uniformly distributed
across the Bering Strait. These particles were then tracked for 10 years, with positions rec-
orded daily. ‘Releases’ of particles took place every month between 1970 and 2003, with
the same initial 1,000 particle grid used for each experiment. The initial release of each
year was performed on the 5" of January, with subsequent releases taking place at 30 day
intervals beyond that. Particles were initialized in the surface layer of the ocean, and then
advected via ocean currents (not sea ice velocities) in 3 dimensions. No diffusion was man-
ually added to the advective signal read in from the NEMO, in order to maximize the gen-
erality of our experiments. For example, some species are able to control their buoyancy in
order to remain in the upper mixed layer. In these cases, manually adding diffusion (e.g.
via a random walk) would not be desirable given the biological context of these experi-
ments, and so we only consider the impact of advection in order to keep the experiments as

generic as possible.

After their release in the Bering Strait, the advective pathways followed by each of parti-

cles were characterized by using various ‘traps’ to define the route taken to reach the At-

lantic Ocean. The definition of distinct pathways is discussed in more detail in Section

5.3.1. Each ‘“trap’ is simply a region on the globe, and if a particle spends a timestep within
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its defined latitude and longitude limits, it is recorded as having passed through said trap.
By comparing which traps each particles does or does not pass through, it is possible to de-
fine distinct advective pathways. Grouping these pathways into meaningful routes allows
us to compare how the connectivity between the Pacific and Atlantic has changed over the
duration of the experiment, by considering how the number of particles following each de-

fined route varies with year and season of release.

This trap-based approach has intrinsic limitations. As particle locations are recorded at dis-
crete points rather than continuously, it is in principle possible for a particle to ‘skip over’
a trap that, physically, a water parcel would have passed through in reality. This can be ac-
counted for by using large traps, at the cost of having rather broadly defined pathways.
Where smaller traps are necessary to be physically meaningful (e.g. the Barrow Canyon
trap in section 5.3.1.), the impact of overshooting can be mitigated by including an extra

trap downstream to tag any particles that would otherwise have been missed.

As well as being interested in the routes taken to reach the Atlantic, we also need to con-
sider the time taken. To do this, we define a single end trap, taken to be everything south of
60N in the Atlantic Ocean. Other definitions of when a particle has reached the Atlantic
are possible (e.g. one could consider anything south of the Fram Strait), but this limit was
chosen to approximately coincide with the region where N. seminae was first recorded in
1999 (Reid et al., 2007), thus making it a logical end goal when considering Atlantic to Pa-
cific connectivity. When considering timescales, we make a point to consider the trajecto-
ries with the shortest connectivity timescales. The reason for this is that accelerated Pacific
to Atlantic connectivity has been hypothesized to be a cause for Pacific species reaching
the Arctic. If minimizing the total time spent in harsh (for sub-polar species) Arctic condi-
tions is the limiting factor for a successful trans-Arctic crossing, focusing on the connectiv-

ity pathways with the shortest advective timescales makes sense.

5.3. Results

In order to address the first hypothesis identified in Section 5.1, we begin by comparing
Eulerian output from the NEMO model as a first attempt to address whether the surface
currents in the Arctic Ocean have accelerated. To do this, we took the annual mean mod-
elled surface currents from the period studied in these experiments, and compared how

each decade varied compared to the overall mean.
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The 2000s anomaly is presented in Figure 5.2a as an illustrative example. It is apparent
from this that there is no spatially coherent pattern to the changes in sea surface velocities:
some regions accelerate, others decelerate and some currents shift their position. Similar
lack of coherence was found for the 1970s, 80s and 90s (not shown). This, coupled with
the multi-year timescales required for trans-Arctic crossings, makes addressing either Hy-

pothesis 1 or Hypothesis 2 from an exclusively Eulerian viewpoint inconclusive.

This necessitates investigating the problem from a Lagrangian viewpoint. As described in
Section 5.2, we do this by releasing virtual ‘particles’ into the NEMO model in the Bering
Strait, and track their progress over ten years. 1000 particles were released every month
between January 1970 and December 2002. As an illustrative example of the output pro-
duced by these experiments, all trajectories from the September 1980 release (arbitrary

choice of experiment) are shown in Figure 5.2b.

The trajectories in Figure 5.2b are colored to highlight the advective pathways with the
shortest connectivity timescales. This is useful for giving a first order estimate of the fast-
est advective timescales between the Bering Strait and the Atlantic Ocean (approximately
4 years), but at the price of masking much more of the detail. In order to extract more
meaningful information from these trajectories, it is helpful to classify them based on
shared characteristics. We do this by introducing ‘traps’ to identify which particles pass

through given regions (and those which do not).

5.3.1. Characterizing different connectivity pathways

From what is already known about the Arctic Ocean circulation, as well as trajectory maps

such as Figure 5.2Db, the following traps were decided on to elucidate distinct pathways:

Trap 1: Barrow Canyon: South of 72N, between 155W and 157W,

Trap 2: Southern Beaufort Sea: South of 73N, between 135W and 145W,

Trap 3: East Siberian Sea: South of 73N, between 155E and 175E,

Trap 4: North Pole: North of 80N, between 120E and 150W,

Trap 5: Fram Strait: Between 75N and 80N, between 25W and 20E,

And finally an ‘end’ trap south of 60N in the Atlantic Ocean (between 70W and 20E).

These traps are shown geographically in Figure 5.2c. The logic behind this choice of traps

is as follows:

Traps 1 and 2 were chosen to sample the Alaskan Coastal Current, which flows through

the Barrow Canyon into the Beaufort Sea. Trap 1 records particles which spend at least one
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timestep in this part of the Barrow Canyon, but, as it is a relatively small trap, it is possible
for some trajectories to overshoot it. The larger Trap 2 is therefore included to catch the
minority of particles which follow the same pathway but would otherwise have been
missed. In both cases, a particle is only tagged by these traps if it passes through them
within the first 2 years of its trajectory, in order to avoid false positives from particles re-

circulated by the Beaufort Gyre.

Trap 3 was chosen because, as can be seen in Figure 5.2b, some trajectories begin by flow-
ing from the Chukchi Sea into the East Siberian Sea. This trap quantifies those, although
they are later grouped with other pathways (as suggested by Figure 5.2d). As with Traps 1
and 2, this trap is only triggered in the first 2 years of particles’ trajectories.

Trap 4 was designed to sample the Transpolar Drift Stream. Necessarily a large trap, due to
the shifting position of the Transpolar Drift due with the shift of the Beaufort Gyre, the
vast majority of trajectories are tagged by this trap. Unlike the previous 3, this trap can be

triggered at any time.

Trap 5 defines the route trajectories take out of the Arctic Ocean. Only two options are
available: Fram Strait or Canadian Arctic Archipelago (hereafter CAA). Any trajectory
that exits the Arctic without triggering the Fram Strait trap is assumed to have come
through the CAA instead. (This assumption is valid, see Figure 5.3.) In principle, one
could further investigate the myriad of possible pathways through the Archipelago, but we
chose to simplify the problem by considering it a singular route.

The Atlantic Trap was chosen to be at 60N because this marks a consistent end point, re-
gardless of which side of Greenland trajectories flow. It is also an interesting choice from a
biological perspective, as it also corresponds approximately to the region where non-native

phytoplankton were found to be blooming in (Reid et al., 2007).
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Figure 5.2: a) The anomaly in NEMO modelled Eulerian surface currents between 2000-2009, relative to the 1970-2009
mean. No uniform pattern is apparent, with some regions accelerating and others decelerating, necessitating a Lagran-
gian approach to investigate changing Pacific to Atlantic connectivity b) Example of output from Lagrangian experi-
ments, showing the trajectories of all 1000 particles released in September 1980. (Arbitrary choice of year / month).
Color of trajectories denotes their age. ¢) Map showing the location of the ‘traps’ used to classify trajectories from the
Lagrangian experiments. 1 = Barrow Canyon, 2 = Southern Beaufort Sea, 3 = East Siberian Sea, 4 = North Pole, 5 = Fram
Strait. Also shown is the 60N trap in the Atlantic Ocean, considered the end of each trajectory. Traps 1-3 only recorded
particles which passed through in the first 2 years of the experiment. Trajectories which reach the Atlantic Ocean trap
without passing through the Fram Strait are assumed to have passed through the Canadian Arctic Archipelago instead.
d) Simplified schematic showing the 5 main advective pathways identified using the traps in (c). See Table 5.1 for a more
detailed explanation of how these pathways were defined.

Using these traps, we were able to identify distinct advective pathways and group them
into 5 main routes, as illustrated in Figure 5.2d. The grouping was done after identifying
every possible combination of traps, and counting the fraction of trajectories which trig-
gered each set. Each unique combination of traps was termed a ‘pathway.” Pathways which
were followed by at less than 0.1% of trajectories (i.e. an average of less than one trajec-

tory per experiment) were considered negligible.
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Of the non-negligible pathways, similar pathways were identified and grouped together
into ‘routes’. (Pathways with < 0.1% of trajectories were also included in the groupings if
sufficiently similar.) 5 main routes were identified, as shown by the simplified schematic

in Figure 5.2d. These are as follows:

1. The ‘pink route’, which follows the transpolar drift and exits the Arctic Ocean via
the Canadian Arctic Archipelago (CAA). Pathways 2 and 6.

2. The ‘blue route’, which follows the transpolar drift but leaves the Arctic via the

Fram Strait. (With both this and the pink route, trajectories are considered part of

the same route regardless of whether or not they enter the East Siberian Sea). Path
ways 3 and 7.

3. The ‘yellow route’, which enters the Arctic via Barrow Canyon, changes direction
and then joins the pink route to follow the Transpolar Drift and exit via the CAA.
Pathways 10, 18 and 26.

4. The ‘orange route’, which begins like the yellow route (Barrow Canyon, then re-
versing to join the Transpolar Drift) but leaves through the Fram Strait as with the
blue route. Pathways 11, 29 and 27.

5. The ‘green route’ — a markedly different pathway followed by a minority of parti-
cles. The green route enters the Beaufort Sea via Barrow canyon, then flows di-
rectly to the CAA. It is the only major pathway which doesn’t interact with the
Transpolar Drift Stream. Pathways 8* and 24*. In addition to the traps described
above, this group was further filtered to remove false-positive trajectories which
trigger the trap after becoming entrained in the Beaufort Gyre. This is done by re-

moving trajectories north of 75N in the Beaufort Gyre region.

Additionally, ‘other’ trajectories which don’t fit well into these definitions were identified.
The majority of these are attributed to pathway 16, which appears to be something between
the yellow route and the periphery of the Beaufort Gyre. (See Figure 5.3f). The full list of

pathways, the total number of particles (that reach the Atlantic Ocean) following them, and

their groupings is presented in Table 5.1:
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Pathway 1. Barrow 2. Southern | 3. East Sibe- | 4. North Pole 5. Fram % of all tra-
Number Canyon Beaufort Sea rian Sea Strait jectories

0 <0.1
1 v 0

2 v 40.1
< v v 18.0
4 v 0

5 4 v 0

6 v v 4.3
7 v v v 3.2
8* v <0.1
9 N4 v 0
10 v v <0.1
11 v v v <0.1
12 v v 0
13 v v v 0
14 v v v 0
15 v v v v 0
16 4 0.3
17 v v <0.1
18 4 v 25.2
19 v 4 v 48
20 v v 0
21 v v v 0
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22 v <0.1
23 v <0.1
24* 0.2
25 0
26 3.1
27 0.7
28 4 <0.1
29 v 0
30 v <0.1
31 v <0.1

Table 5.1: Classification of distinct pathways using the ‘traps’ identified in Figure 5.2c. Only trajectories which reached
the final Atlantic Ocean (60N) trap are considered. The final column shows the percentage of trajectories which reached
the Atlantic Ocean that followed a given pathway. Minor pathways followed by < 0.1% of trajectories were initially
deemed to be negligible. Other pathways were grouped, along with similar pathways (including minor pathways), into
five ‘routes’ (see Figure 5.2d and Figure 5.4) denoted by the color which their row is highlighted. Pathways 8* and 24*
were further processed to exclude particles entrained into the Beaufort Gyre by removing trajectories which passed
north of 75N in the Beaufort Gyre region. (In both cases, the trajectories removed accounted for < 0.1% of all trajectories
which reached the Atlantic). Pathway 16 was non-negligible (0.3% of trajectories) but does not fit well into our classifica-
tion system and is instead grouped with ‘others.’

Having grouped our trajectories into 5 main routes, it is now possible to compare how they
differ spatially and vary temporally. Maps showing trajectory density for each of the five

routes, as well as the ‘other’ group, are presented in Figure 5.3.

Figures 5.3a and 5.3b (pink and blue routes) show significant Pacific inflow through Her-
ald Canyon (see north-south oriented white region on the American side of Wrangel Is-
land) which is absent in Figures 5.3c — 5.3f, despite Herald Canyon not being explicitly de-

fined with a trap.

Figures 5.3c — 5.3e all show a clear pattern of inflow dominated by Barrow Canyon,
demonstrating that the ‘trap’ method used here works well. The return flow towards the
Transpolar Drift is clearly present in Figures 5.3d and 5.3e, supporting the picture in the
simplified schematic in Figure 5.2d.
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Notably, the pathway through the Canadian Archipelago is visibly different in Figure 5.3e
compared to the other main CAA pathways (Figures 5.3b and 5.3d.) Figure 5.4f demon-
strates that the ‘other’ routes appear to be something between the green and yellow routes
identified from our traps — it flows around the northern periphery of the Beaufort Gyre, but
passes through the Canadian Archipelago via a path more similar to the green than yellow /

pink routes.
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Figure 5.3: A more detailed illustration of the advective pathways identified in Figure 5.2d. In each subplot, trajectory
density (particles / km?) is shown. Note the different scale in each panel. From each route, every particle’s position at
each time step was binned into a 0.5° (lat) x 1° (lon) grid, then weighted by cell area to produce these density maps.

a) ‘Blue route’ from Figure 5.2d, comprised of trajectories avoiding Barrow Canyon and joining the transpolar drift, be-
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fore exiting the Arctic via the Fram Strait. b) ‘Pink route’ from Figure 5.2d. Initially the same as the blue route, this path-
way branches off to exit the Arctic via the Canadian Arctic Archipelago (CAA) instead of the Fram Strait. c) ‘Green route’
from Figure 5.2d, comprised of trajectories which reach the Beaufort Sea via Barrow Canyon, and then flow directly
through the CAA to the Atlantic. d) ‘Yellow route’ from Figure 5.2d, flows through the Barrow Canyon as in the green
route, before changing direction to join the transpolar drift and then leave the Arctic via the CAA. e) ‘Orange route’ from
Figure 5.2d. Initially the same as the yellow route, but branches off to exit the Arctic via the Fram Strait. f) Trajectories
not assigned to any of the previous five advective pathways.

5.3.2. Variability of Pacific — Atlantic Routes

Having identified the main advective pathways connecting the Bering Strait to the Atlantic
Ocean and how they differ from each other, we now investigate how they vary with time.
Initially, we simply consider how the number of particles successfully reaching the Atlan-
tic Ocean changes. From Figures 5.4a and 5.4b (red and black lines), it is clear that the
number of ‘successful’ trajectories is sensitive to time of release, but that the 10 year ex-
periment duration is sufficient for approximately half (47.7%) of all trajectories to reach
the Atlantic trap. The large number of particles remaining in the Arctic for the duration of
the experiment should not be unexpected, in no small part due to those which become en-
trained into the Beaufort Gyre (e.g. Kelly et al (2019)). From Figure 5.4a, we can see that
late summer releases typically had the greatest chance of reaching the Atlantic within 10
years. Figure 5.4b shows significant interannual variability in whether or not trajectories
successfully reach the Atlantic Ocean.

Investigating the seasonal cycle (Figure 5.4a) further shows that there is a clear oscillation
whereby the pink and yellow routes (both via Barrow Canyon) are favored in spring / sum-
mer whereas the blue and pink routes (both via Herald Canyon) are favored in autumn /
winter. This is in line with well-established seasonality in the Pacific inflow to the Arctic
Ocean (Aksenov et al., 2016). Three main Pacific inflow pathways are known to exist: the
Alaskan Coastal Current / Beaufort shelf break jet through Barrow Canyon, a pathway
through the Herald Canyon, and a central channel via the Herald and Hana Shoals
(Timmermans et al., 2014). The Beaufort shelf break jet, corresponding to the yellow,

green and orange pathways here, is known to peak in summer (Lin et al., 2016).

The sensitivity to time of release was similarly investigated by tracking the number of tra-
jectories following each route based on when they released. This is shown in Figure 5.4b,
where the time series has been smoothed by applying a 12-month running average to re-

move the seasonal cycle evident in Figure 5.4a. Given the sizable variation in the number

of particles reaching the Atlantic by year, it makes more sense to consider the relative
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number of trajectories following each route than the raw numbers shown in Figure 5.4b;

the relative fraction of trajectories following each route is shown in Figure 5.4c.

a. o 1¢' Total Number of Particles by route, by month of release b. aor Number of Particles by route, by year of release C. ~ Fraction of Particles reaching Atlantic 60N, by rotue taken
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Figure 5.4: a) Comparison of the number of trajectories reaching (black) or failing to reach (red) 60N in the Atlantic Ocean within 10 years of being released
in the Bering Strait. Other colors show how the routes taken vary by season — see key for explanation of each color. Trajectories passing (not passing)
through the Barrow Canyon are more (less) frequent in spring/summer releases than in autumn/winter.

b) Comparison of the number of trajectories reaching (black) or not reaching (red) 60N in the Atlantic Ocean, and following each route (all other colors) by
time of release, in all cases with the seasonal cycle in (a) removed by taking a running 12-month average. The (non-Barrow Canyon)

transpolar drift to Canadian Arctic Archipelago (pink) route is the dominant pathway for the majority of the experiment, before being usurped by the (non-
Barrow Canyon) transpolar drift to Fram Strait route towards the end of the study period.

c) Comparison of the trajectories which reach 60N in the Atlantic Ocean, showing the fraction of ‘successful’ trajectories which take each path way. As in (b),
a running 12-month average is used to remove the seasonal cycle, with the exception of the dark green line, to demonstrate that although typically either
unavailable or negligible, the green pathway can represent a significant number of trajectories when available.

Figure 5.4c yields several interesting results. The first thing that can be noted is that the
pink (Herald Canyon — transpolar drift — CAA) route is the dominant advective pathway
throughout the 1980s, before declining and eventually being replaced by the blue (Herald
Canyon — transpolar drift — Fram Strait) route in the later years of the experiment. The yel-
low (Barrow Canyon — transpolar drift — CAA) route shows considerable interannual varia-
bility but no clear trend, and the orange (Barrow Canyon — transpolar drift — Fram Strait)
route shows a small positive trend. In all cases, the trends have considerably more noise
than the more significant trend evident in Figure 5.4a, and the statistical significance of
these trends is impacted by the interannual variability in number of successful trajectories.
Some real variability due to the Arctic Oscillation may be expected (Morison et al., 2012;
Steele et al., 2004), but artifacts of model spin up is another possible explanation discussed

in Section 5.4.

The green (Barrow Canyon — Beaufort Sea — CAA) route and ‘other’ routes are largely

negligible when considering the 12 monthly rolling average. However, using a rolling av-
erage masks the true importance of the intermittent green route. In Figure 5.4c, the un-av-
eraged time series for the green route is shown in darker green. While still usually negligi-
ble, there are two major peaks — 1975 and 1988 — where the green route represents > 10%

of successful trajectories. Thus, we identify this as an intermittent, yet significant advective
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pathway for Pacific to Atlantic connectivity. The importance of this route becomes appar-
ent when considering advective timescales, and is discussed more thoroughly in Section
5.4.1.

5.3.3. Advective Timescales

We now move on to considering the differences in connectivity timescales between the Pa-
cific — Atlantic connectivity pathways. As we are interested in ecological connectivity, for
example non-native planktonic species being brought from the Pacific to the Atlantic, it is
sensible to consider the fastest cross-Arctic transits. This is for two reasons: each particle
represents a large volume of water, potentially containing a large volume of biomass, so
even one particle in our Lagrangian experiments could be sufficient to explain a phyto-
plankton bloom. Secondly, the Arctic is a harsh environment, so it stands to reason that
minimizing the time spent in the Arctic corresponds to maximizing the survival chances of

sub-polar Pacific species.

In Figure 5.5a, we present the shortest advective timescale along each route from each re-
lease. This produces a noisy time series (which is smoothed in Figure 5.5b), but unlike in
Figure 5.4, this cannot be attributed to a seasonal cycle: as Figure 5.5¢ shows, aside from a
small trend whereby summer releases take less time for the yellow and orange routes (both
via Barrow Canyon), there is no seasonal trend for the also noisy blue and pink routes.

Nevertheless, the same 12-monthly running average was applied to smooth the data and at-
tempt to elucidate a trend. No clear long-term trend showing a shortening / lengthening on
the typical advective timescales was found in this experiment, however it can be noted that
both Fram Strait routes (blue and orange) took up to 2 years longer than was typical for the
other routes during the first half of the 1980s, during which time the number of particles
following the blue route also dropped (Figure 5.4b and c). Aside from this, the advective
timescales associated with four most important (by number of trajectories) pathways
largely varied in phase with each other. We can also note that the ‘other’ group of path-
ways consistently has a much longer associated timescale than the other routes, justifying

our decision to neglect them from the main routes.

Taking a running average of the green route makes little sense given the intermittency of
this route (see faint green line in Figure 5.5b). For this reason, the connectivity timescales
associated with this route are plotted as individual dots as and when the route exists. It is
interesting to note that, in the releases identified in Figure 5.4c as having an anomalously

large fraction of particles following this pathway, the green route takes approximately one
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year less to reach the Atlantic than any of the other routes. As well as the 1975 and 1988
peaks identified in Figure 5.4, this pathway provides anomalously rapid transport to the At-
lantic for other releases in the early 1980s and early 1990s. We identify this as not just a

markedly different advective pathway from the more common transpolar routes, but also as

a potential shortcut.
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Figure 5.5 a. Comparison of how connectivity timescale, defined to be the time taken by the first trajectory to reach 60°N in the Atlantic
Ocean, varies with time of release for each of the routes identified in Figure 5.2d. No clear trend is evident, and variability between re-
leases is considerable in all routes. b. Comparison of connectivity timescales, this time smoothed with 12-montly rolling averages. Years
on which no trajectories followed a route are ignored. Due to the green route only being occasionally available, the timescale for each
release is plotted as a dot rather than the running average. c. Monthly averages of connectivity timescales for each route. No trend is
apparent for the pink, blue, or green routes; however, the orange and yellow routes have shorter connectivity timescales in summer than
in winter. d. Distribution of all connectivity timescales, binned at 1/12 yearly intervals. Dashed blue line shows the absolute shortest time-
scale (2.50 years) recorded. e. Mean of absolute shortest remaining connectivity timescale, after random subsampling (without replace-
ment) at the rate shown by the x-axis 1000 times.

The distribution of connectivity timescales (binned at 1/12 yearly frequency) is presented
in Figure 5.5d. This shows skewed distribution, with a relatively sharp cutoff on the short
timescale side and a much longer tail for long connectivity timescales. In order to test how
well our 1,000 particles-per-release experiments capture extreme values at the short-time-
scale end of the distribution, we performed a subsampling experiment. This was done by
randomly sampling (without replacement) 1%, 2%, ..., 98%, 99% of connectivity time-
scales and comparing the minimum remaining timescale in each case. This subsampling

was repeated 1,000 times, with the mean shortest remaining connectivity timescale rec-
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orded for each subsampling rate. The result of this is shown in Figure 5.5e. The trend be-
comes asymptotic as the subsampling rate tends to 100%, and even reducing the number of
particles by a factor of 10 only increases the minimum timescale by ~3 months. This sug-
gests that the shortest connectivity timescales recorded in our experiments are a good ap-
proximation of the true minima that would be recorded with an arbitrarily large number of

trajectories.

5.4. Discussion
5.4.1. Variability and trends in advective pathways

The four main advective pathways (blue, pink, yellow and orange) described in Section
5.3.1 show significant temporal variability, both seasonally and interannually. The sea-
sonal variability, seen in Figure 5.4a, shows a clear split between Pacific inflow to the Arc-
tic via Barrow Canyon (yellow and orange) and other pathways (blue and pink), with the
Barrow Canyon pathways favored by particles released in the Bering Strait during spring /

summer, and the other pathways favored by autumn / winter releases.

This is in agreement with previous research into Pacific Water pathways in the Arctic
Ocean (Aksenov et al., 2016; Timmermans et al., 2014) which note three main Pacific Wa-
ter pathways across the Chukchi Sea: a branch through Barrow Canyon (corresponding to
the orange, yellow and green routes in our experiment), a branch through Herald Canyon,
and flow between the two over the central shelf. We group the latter two pathways to-

gether, both of which contribute to our blue and pink routes here.

The yellow, orange and green routes which flow through Barrow Canyon are attributed to
the Beaufort Sea shelf break jet (Appen and Pickart, 2012). The relative increase / decrease
in number of trajectories following these pathways is in agreement with the seasonal cycle
of cyclonic (winter) and anti-cyclonic (summer) atmospheric wind forcing (Proshutinsky et
al., 2009), which we would expect to drive an Ekman transport conveying trajectories ei-

ther towards (summer) or away from (winter) the shelf break jet.

Van Appen and Pickart (2012) note that the winter configuration of the shelf break jet can
extend over a sufficient distance that it should be able to reach the Canadian Archipelago.
This is in agreement with the pathway followed by the green route in our Lagrangian ex-
periments. However, the majority of Pacific Water transported to the Atlantic is known to
follow the transpolar drift (Nguyen et al., 2011). Our results also support this, with the
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‘green route’ identified here being dwarfed by the four other routes (all of which are char-

acterized by following the transpolar drift).

The interannual variability of advective pathways was also investigated. Significant inter-
annual variability, but no clear trend, was found between the relative importance of the
Barrow Canyon (orange, yellow, green) and non-Barrow Canyon routes. A trend was ap-
parent in the exit points to the Atlantic Ocean, however. For particles released in the Ber-
ing Strait between 1980 and 2003 there was a relative increase in pathways exiting via the
Fram Strait. Observations show that the Pacific connectivity to the Canadian Archipelago
and/or Fram Strait is linked to the Arctic Oscillation regime (Morison et al., 2012; Steele et
al., 2004), however, due to the start of the experiment being relatively close to the begin-
ning of the model run, the effect of model drift due to the spin up period cannot be dis-
counted as another possible influence on these trends. Barotropic circulation spin-up typi-
cally takes few months and baroclinic circulation trend is 2% per year after ~20 years
(Aksenov et al., 2016; Wang et al., 2016), however this is difficult to disentangle with var-
ying forcing.

5.4.2. Causes of Intermittent ‘Green Route’

As identified in Section 5.3.3, the ‘green route’ can have an anomalously rapid connectiv-
ity timescale, in some cases over a year shorter than all other pathways. However, as previ-
ously noted in Section 5.3.2, the availability of this pathway is intermittent. From Figure
5.4c, the two clearest examples of this route existing as a major pathway occur in 1975 and
1988.

In order to investigate potential causes for the pulse-like nature of this pathway, we com-
pare two indices that describe the large-scale behavior of the Arctic Ocean: the Arctic Os-
cillation (AO) and the Arctic Ocean Oscillation (AOO). Both of these metrics describe the
cyclonicity (or anti-cyclonicity) of the Arctic: in the case of the AO, the index describes
the relative strength of the anti-cyclonicity of the large-scale atmospheric forcing driving
the ocean (Thompson and Wallace, 1998), with negative indices corresponding to stronger
anti-cyclonic winds. The AOQ is an index derived from a 2-level model to describe the ba-
rotropic component of the ocean’s response to atmospheric forcing: the sign and magni-
tude of the AOO are calculated as the gradient of sea surface height between the center and
periphery of closed circulation in the Arctic (Proshutinsky and Johnson, 1997).
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The signs of the two indices are essentially flipped, with positive AOO corresponding to an
anti-cyclonic response from the Arctic Ocean, and negative indices associated with more a
more cyclonic ocean (Proshutinsky et al., 2015; Proshutinsky and Johnson, 1997). These
indices are presented in Figure 5.6a.

Anti-cyclonic (AO-, AOO+) Cyclonic (AO+, AOO-)

a. Comparison of Arctic Cyclonicity Indices
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Figure 5.6: a) Comparison of the 12-monthly rolling mean Arctic Oscillation (AO, blue) index taken from the NOAA, and
the annual Arctic Ocean Oscillation (AOO, orange) index over the period 1970-2015. Vertical green lines show the two
release times that were associated with the largest fraction of trajectories following the ‘green route’ (see Figure 5.4c).
b) Simplified circulation schematic showing the anti-cyclonic regime in which the green route is blocked and diverted to
yellow/orange routes. c) Simplified circulation schematic showing the more cyclonic regime in which the green route is
permitted. d) Idealized cross section along red line in figures 5.6b and 5.6¢, under the anti-cyclonic regime. Easterly
winds are favored, driving an Ekman transport away from the shore. By continuity, this induces a sea surface slope
downwards towards the coast, which supports a barotropic geostrophic flow towards the west (stronger closer to the
coast), which blocks the green route as in Figure 5.6b. e) Idealized cross section along the same line, but in the cyclonic
case that favors the green route in Figure 5.6¢. Cyclonic regime favors westerly winds, which drives Ekman transport to
the coast. By continuity, this induces a sea surface gradient up towards the shore, which in turn supports a geostrophic
barotropic flow towards the Canadian Archipelago.

Figure 5.6a shows that describing the large scale cyclonicity/anti-cyclonicity of the Arctic
is not trivial, and the two indices do not always have opposite signs to each other. How-
ever, 1989 - an anomalously cyclonic year — is clearly picked out by both measures. As
well as showing the AO and AOO indices, Figure 5.6a highlights the two releases (March
1975 and May 1988) which had the greatest fraction of trajectories following the ‘green
route’ pathway that avoids the transpolar drift (see Figure 5.3c). Note that it is the initial
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time of release highlighted by the vertical lines in Figure 5.6a — even the trajectories with
the shortest connectivity timescales take at least 2-3 years to reach the Atlantic, so trajecto-
ries are affected by forcing (at least) 2-3 years after the green lines indicates.

A comparison of the circulation with the green route open/closed is presented in Figures
5.6b and 5.6¢. The May 1988 release stands out as special because it has the single largest
number of particles following the green route from any release in these experiments. The
1975 peak in Figure 5.4c is in part due to the relatively small number of particles reaching
the Atlantic at all from that release, whereas the 1989 peak comes from a year with a

greater fraction of ‘successful’ trajectories.

It is also interesting to note that, shortly after these particles were released, the Arctic
Ocean switched from anti-cyclonic to anomalously cyclonic —as highlighted in both the
maxima in AO and minima in AOO indices in 1989. This also occurs in the AO index
(though not the AOO) with the 1975 release.

We suggest that this increased cyclonicity is a driver for the ‘green route’ Pacific to Atlan-
tic connectivity pathway. The mechanism behind this is as follows: cyclonic atmospheric
forcing drives stronger westerly winds along the Beaufort Sea shelf break, which causes an
Ekman transport towards the coastline, causing downwelling at the coast. By continuity,
this induces a slope in sea surface height, with a downward gradient away from the shore.
This sea surface gradient in turn drives a barotropic current towards the Canadian Archi-
pelago, consistent with the ‘green route’ identified in Figure 5.3c. A simplified 2-layer

schematic of this is presented in Figure 5.6e.

Conversely, in the anti-cyclonic case, upwelling-favorable easterly winds (Brugler et al.,
2014; Pickart et al., 2009) drive a barotropic current away from the Canadian Archipelago
that serves to block the green route. The mechanism for this is the opposite of that in Fig-
ure 5.6e, as this time easterly winds create a downward sea surface gradient towards the
coast, which induces the blocking current and prevents the green route from connecting to

the Canadian Archipelago. This is presented schematically in Figure 5.6d.

Observational data, based on mooring arrays in the Beaufort Sea, support this idea. In Jan-
uary 2005, pulse-like enhancements of the Beaufort Sea shelf break current were recorded
at a mooring in the south-east of the Beaufort Sea (Barber et al., 2015). This mooring
(CA13) is located downstream of where trajectories following the “orange” and “yellow”
routes diverge from the “green route” in Figure 5.3. Dmitrenko et al. (2016) investigated
these pulse like enhancements and found that they were associated with cyclones to the
north of the shelf slope causing an Ekman transport towards the coast, creating a cross-
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slope pressure gradient in turn driving the eastward geostrophic current. Two modes of the
shelf break current were identified, with downwelling-favorable winds driving a current
along the Beaufort shelf towards the Canadian Archipelago, whereas upwelling-favorable
winds drive an oppositely directed current to the west (Dmitrenko, 2018), which is in
agreement with the mechanism described here. In a modelling study, Hu and Myers (2013)
compared two routes (“Alaskan” and “Transpolar”) linking the Pacific Ocean to the Cana-
dian Archipelago, and found connectivity timescales comparable to those presented here.
They also noted wind-driven freshwater storage in the Beaufort Gyre as a driving mecha-
nism of increased geostrophic transport along the Alaskan route during the model spin up
period (Hu and Myers, 2013).

We propose that cyclonic wind-driven current events are responsible for providing the link
between the well-established Alaskan shelf break current and the Canadian Arctic Archi-
pelago. The intermittent, pulse-like nature of the geostrophic current observed by moorings
(Barber et al., 2015; Dmitrenko et al., 2016) supports the pulse-like nature of the “green”
Pacific to Atlantic connectivity pathway highlighted here.

5.4.3. Ecological Context

The most rapid advective pathways found in these experiments suggest that at least 2 years
is required for a successful transit from Pacific to Atlantic via the Arctic Ocean, and that
the advective pathway permitting this was only sporadically open. Of the more typical ad-
vective pathways, the shortest possible connectivity timescales were 3-4 years, with a
slight decrease in timescales occurring between 1970 and the mid-1990s.

As discussed in Section 5.1.1, the key limiting factor between circulation connectivity is
not just whether or not species from the Pacific could potentially reach the Atlantic, but
whether or not they could make it there alive. For species with a pelagic larval stage, the
pelagic larval duration (PLD) is another limiting factor that dictates whether passive circu-
lation connectivity is sufficient fast to permit ecological connectivity between two regions
(Cowen et al., 2006; Selkoe and Toonen, 2011).

As these limiting timescales vary significantly between species (Bradford et al., 2015; van
Herwerden et al., 2006), it is beyond the scope of this research to address whether or not
the connectivity changes described in Section 5.3 would constitute a tipping point for any
specific species. However, with even the shortest Pacific to Atlantic connectivity time-

scales being greater than 2 years, our results suggest that the tipping point for any species
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requiring a single-summer transit to avoid Arctic winters is highly improbable. The >2
year connectivity timescales found here are beyond the PLD of even rock lobsters at 18
months (Bradford et al., 2015), but does not necessarily preclude a stepping-stone style
transit with species reproducing along the journey (Selkoe and Toonen, 2011). Planktonic
species, such as the Neodenticula seminae diatoms found in the North Atlantic and dis-
cussed by Reid et al. (2007), are not limited by PLD and so >2 year transits cannot auto-
matically be ruled out. However, assessing whether or not a tipping point has been reached
for any individual species requires knowledge of the species lifecycle, what conditions it
requires to survive, and whether or not it could reproduce in transit. It might be expected
that shorter connectivity timescales, such as those in the green route highlighted here,
could be more favorable as they minimize time spent in harsh Arctic conditions, but analy-

sis of individual species is required to fully answer these questions.

5.4.4. Limitations and Future Work

The research presented here used a 1/12 degree resolution ocean model. This was the high-
est resolution model available to us, and it is important to note that connectivity pathways
described here — including the anomalously short-timescale route through the Canadian Ar-
chipelago pass through narrow passageways that may not be sufficiently well resolved in
coarser models. How trans-Arctic connectivity could change in future decades remains an
open question, but future-projection ocean models are typically only available at lower
spatial resolution than used here (Yool et al., 2015). High resolution models are required to

accurately assess Pacific to Atlantic connectivity.

Offline Lagrangian modelling has the advantage that, by utilizing existing model output, it
allows experiments that would otherwise be prohibitively computationally expensive to
run. The Lagrangian particles in these experiments were driven by pre-saved output from
the NEMO ocean model, and this was saved as 5-day means. However, this coarse time
resolution loses the variability and structure in advection in the sub-hourly timesteps that
the model was run with online. This averaging could potentially remove anomalously fast

and anomalously slow, but short-lived currents.

In the context of these experiments, where we are primarily interested in the most rapid
connectivity pathways, this implies another limitation of our experiments: there is a chance
that the averaging of NEMO output used to drive our Lagrangian experiments could

lengthen the shortest connectivity timescales reported here, potentially causing a system-
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atic underestimate of connectivity timescales. Further, more computationally intensive, ex-
periments run either with Lagrangian particles or online tracers would be necessary to fully

answer this question.

We are further limited by the use of only one ocean model run with only one forcing set.
Although NEMO has been extensively validated (Aksenov et al., 2016; Janout et al., 2015;
Kelly et al., 2019; Luneva et al., 2015), an intercomparison project using an ensemble of

models would increase the validity of this work.

5.5. Summary and Conclusions

Three hypothesises that could potentially explain increased ecological connectivity be-
tween the North Pacific and North Atlantic Oceans were identified. These were: 1) Accel-
eration of advective timescales connecting the Pacific and Atlantic; 2) A change in relative
importance of existing advective pathways and/or appearance of new, more rapid path-
ways; 3) Changing conditions along the route.

The third hypothesis is beyond the scope of this paper, and remains an interesting open
question for future research to address. The first and second hypothesises were investigated

using a Lagrangian particle tracking experiment.

Five main advective pathways, including one pathway which was only sporadically availa-
ble were defined. All four of the main advective pathways showed significant interannual
variability in advective timescales, with an overall decrease from 5-6 to 4 years between
1970 and 1995, and a slight increase in advective timescales in the period 1995 to 2003.
Even the absolute shortest advective timescales were still multi-year, implying that any
species making trans-Arctic migrations would necessarily have to be capable of surviving
Arctic winters in order to colonize the North Atlantic.

Two main trends in the relative importance of these advective pathways were found. A
seasonal trend, with pathways favoring the Barrow Canyon in summer and other inflow
pathways in the winter was found, in line with previous research onto Pacific water path-
ways in the Arctic Ocean (Aksenov et al., 2016). Moreover, an interannual trend was
found, showing the Fram Strait increasing in importance as an outflow pathway for Pacific
to Atlantic connectivity since 1980, especially post 1989, replacing the Canadian Archipel-

ago as the dominant outlet at the end of the experiment. The influence of the Arctic Oscil-
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lation on Pacific connectivity to the Fram Strait and/or Canadian Archipelago has been dis-
cussed by Steele et al. (2004) is one potential explanation for this, but model spin-up ef-
fects may also be a contributing factor.

In addition to the four main advective pathways, a fifth, sporadically available and mark-
edly different connectivity pathway between the Pacific and Atlantic Oceans was identi-
fied. This pathway (referred to as the ‘green’ route here) follows the Barrow Canyon in-
flow after entering the Arctic Ocean, but, unlike the main pathways, avoids the transpolar
drift. Instead, this route sticks to the North American coastline, before exiting the Arctic

via Parry Channel in the Canadian Archipelago.

This route is special from an ecological context because it is anomalously rapid compared
to the main Pacific to Atlantic pathways. It has connectivity timescales in some cases over
1 year more rapid than other routes starting in the Bering Strait at the same time, and is the
only route which allows for below 3 year connectivity timescales between the Pacific and
North Atlantic. From a biological perspective, this is potentially important because ecolog-
ical connectivity requires connectivity pathways with a short enough timescale for Pacific
species to reach the Atlantic alive. A sporadically available advective pathway with a
shorter than usual connectivity timescale provides such a potential ecological connectivity
pathway. However, the timescale required for a successful transit is dependent on both the
species in question and the conditions it experience along route. Further research is re-
quired to establish whether or not this pathway has played a role in previous ecological

transits or if it could play a role in future transits.
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Chapter 6: Discussion, Summary and Outlook

The purpose of this section is to summarise and put into context the results of the preceding research
papers, to elaborate on my contribution to other work completed during my PhD but separate from

the main results chapters, and to discuss potential avenues for future research.

6.1. Synthesis, Lessons Learned and Future Outlook

Throughout the research chapters of this thesis, a common theme has emerged: The Arctic Ocean is
strongly interconnected, and Lagrangian particle tracking is a powerful tool for investigating con-
nectivity. Many lessons were learned along the way, and areas in which this work could be improved
upon were identified. This section aims to address these lessons, highlight the linkages between all

three papers, and set out suggestions for what could have been done differently.

In Chapter 4, the second research chapter presented here but the first to be written and published as
S. Kelly et al. (2018), we began by looking at the impact of connectivity pathways on potential oil
spills originating from the Northern Sea Route. Particle release experiments were preformed and
repeated at 15 different locations, sampling different parts of the shipping pathway. Metrics to quan-
tify the impact of advection on a spill at each of these sites were defined, including how far it would
likely travel within a year and the size of area potentially at risk — the circulation footprint. Another
metric was defined to quantify how these footprints varied between experiments, in order to give a
measure of the uncertainty in the potential fate of oil spills from a given location. The risk of dis-
solved pollutants being subducted into deeper water was assessed, and this was found to be most
likely in the Barents Sea. These advective pathways identified were then discussed in the context of

their importance for pollutants, particularly oil spills in the Arctic.

A key element of this research was the definition of initial conditions, which were later replicated
when modelling of the Sanchi oil spill. A 10km x 10km ‘release box’ was chosen, over which parti-
cles were initially distributed. The sensitivity of results to the size of release box was investigated,
and it was found that either increasing or decreasing the initial release area by a factor of four typi-
cally made little difference to the advective footprint metrics. However, this is not the only thing that
could be varied — a square oil spill is clearly unphysical, so a next logical step could be to explore
how the choice of initial release shape, as well as area, affects the experimental results. One other
improvement would be that, as with any Lagrangian experiment, more trajectories would make for
more accurate characterisation of advective pathways. Another potential avenue for future research
would be a statistical investigation of the minimum number of particles required for meaningful

metrics to be defined.

Because S. Kelly et al. (2018) was a very applied paper, | chose to investigate a physical problem for

the next chapter of my thesis (but owing to its purer physical nature, it is presented before the applied
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chapters in this thesis). The objective of this project was originally to understand changes in the
freshwater sources to the Beaufort Gyre, and then expanded to explore potentially related changes in
mixed layer depth. The physical mechanisms driving changing advective pathways, with a particular
emphasis on Pacific water pathways, were also investigated here. This research comprises Chapter
3 of this thesis and is published as Kelly et al. (2019).

As with Chapter 4, there are alternative approaches that could have been used here. For instance, the
choice of initial positions for Lagrangian experiments, defined here based on the boundaries of the
Beaufort Gyre region used in Proshutinsky et al. (2009) was not the only possible method. This
approach had the advantage of being consistent between all experimental releases, but alternative
methods of defining the Beaufort Gyre’s boundaries exists — for instance, the work could be repeated
redefining the Beaufort Gyre’s boundaries based on either sea surface height or barotropic stream-
function. However, this would come at the expense of consistency between particle releases, and

would require each release to be individually redesigned.

Another potentially interesting avenue to build on this research would be to investigate not just the
sources of Beaufort Gyre water, but also the export from the Gyre. This could be done by replicating
the backwards-tracking experiments described in Chapter 3, but running forward-integrated experi-
ments from the same initial positions. By comparing the retention of particles in the Beaufort Gyre
region in both forward and backtracked experiments, it would be possible to quantify accumulation
/ release of water in the Beaufort Gyre region. Fresh water accumulation/release in the Beaufort Gyre
has been linked to the Arctic Ocean Oscillation (Proshutinsky and Johnson, 1997), and this would

give an opportunity to explore how that is reproduced in the NEMO model.

Finally, in Chapter 5, we return to a more applied ecological question: how has trans-Arctic connec-
tivity between the Pacific and Atlantic Oceans changed over recent decades? At the time of submis-
sion, the work presented in this chapter was under review at the AGU journal Earth’s Future, and is
now published as Kelly et al. (2020). Exploring connectivity pathways from the Pacific Ocean is a
natural follow on from the Pacific focused work presented in Chapter 3. Motivated in part by the
discovery of a Pacific diatom in the North Atlantic Ocean (Reid et al., 2007), this paper aimed to

investigate which advective pathways were potentially important for invasive species.

Building on lessons learned in previous papers, experiments were designed such that that number of
particles per experiment were maximised. 1,000 particles were seeded in the Bering Strait every
month between 1970 and 2003, and the progress of each particle tracked for 10 years. Using a ‘trap’
method, described in Chapter 5, five distinct connectivity routes were identified, and the number of
particles following each pathway was recorded. How these pathways varied between seasons and
years was then investigated. Regular seasonal variability was identified and explained by established
seasonality in the Pacific inflow to the Arctic, and interannual changes in the relative importance of

different routes were identified.
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The variability of pathways provided multiple potential avenues for extended research, and of par-
ticular interest was one unusual, but anomalously rapid pathway via the North American coastline
and Canadian Archipelago. This pathway was only sporadically available, and a large-scale wind-
driven mechanism is proposed for its intermittency. While this was the story focussed on in this
paper, other perspectives on these experiments could have instead focussed on the relative changes
in importance of other routes, and understanding the physical mechanisms driving the long-terms
shifts identified there.

Another alternate approach would have been to focus specifically on the species of diatom discussed
by Reid et al. (2007). This would be an interesting question to explore, but would require a more
interdisciplinary approach — looking at a specific species (in this case Neodenticula Seminae) would
require knowledge of the species lifecycle and the limiting environmental factors that would preclude
a successful transit for that particular diatom. That pushes it outside of the scope of this more general

outlook, but remains an interesting question for future research to explore.

For a future project, it would be of great interest to return to the problem discussed in Chapter 5 but
specifically including biota behaviour to more fully answer the question of whether changing Arctic
connectivity pathways could allow for Pacific to Atlantic migration. In Chapter 5, particles were
treated as passive. In principle, it would be possible to modify the methodology to add criteria for
which trajectories “die”, whether due to lack of nutrients, crossing a temperature threshold, or due to
lack of sunlight. Determining what these thresholds should be is itself a non-trivial question, and
would need to be tailored to a specific species to be meaningful. If considering the behaviour of a
particular species rather than passive connectivity in general, it would also be necessary to revisit
assumptions about their movement through the water column. For species which are able to control
their buoyancy, it would be possible to reflect this by resetting Lagrangian particles vertical positions
appropriately. While an approach focusing on biota behaviour would lack the generality of the re-
search presented in Chapter 5 by virtue of only being applicable for specific organisms, it would
potentially shed significant light on what the key limiting factors to trans-Arctic ecological connec-

tivity are.

Additionally, given the possibility of climate change leading to increased Pacific to Atlantic connec-
tivity, it would be particularly interesting to repeat the research in Chapter 5 using output from a
forward projection ocean model. A Lagrangian approach has been used to explore projected changes
in connectivity globally (van Gennip et al., 2017), but given the importance of pathways through the
Canadian Archipelago identified in Chapter 5, the 1/4° resolution model available to perform such
an experiment may be too coarse to properly resolve such pathways. In general, investigating pro-
jected changes in trans-Arctic connectivity will be an important question to address when higher

resolution future projections become available.
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6.2. Other Research

In addition to the research papers presented in chapters 3-5, various other work was undertaken dur-
ing my time as a PhD student at the Graduate School of the National Oceanography Centre, South-
ampton. The two main examples of this are my contribution to Popova et al., (2019), and my mod-

elling of connectivity pathways from the site of the Sanchi oil spill.

6.2.1. Areas Beyond National Jurisdiction (ABNJ) Project

Firstly, my contribution to (Popova et al., 2019). The aim of this project was to demonstrate the
connectivity between areas beyond national jurisdiction (ABNJs) and the coastal zones of developing
countries. ABNJs are defined to be the regions of the global ocean beyond the exclusive economic
zones (EEZs) of sovereign states (Matz-Liick and Fuchs, 2014). Using a Lagrangian particle tracking
method, we aimed to demonstrate the timescales upon which the ABNJ is connected to least devel-
oped countries, both passively via circulation connectivity and actively via marine species migratory

connectivity.

My role in this project was to perform the Lagrangian particle tracking experiments to demonstrate
passive connectivity, and to design the metrics to quantify this. | produced all figures bar Figure 1
for this paper, though my role in Figure 2 (showing the distributions of various marine species) was

purely artistic — I simply plotted regions that other co-authors had defined.

For the Lagrangian experiments themselves, a backtracking approach was used to investigate con-
nectivity to least developed countries’ coastlines. Particles were uniformly initialised along the
coastal zone of each least developed country, based on the 2014-2017 DAC list of ODA recipients.
The “coastal zone’ was defined to be the strip of ocean within 15km of the shore, and particles were
distributed at a density of 9 particles per 1/12° model grid cell, all at the ocean surface. To capture
the seasonal and interannual variability of connectivity pathways, a total of 40 releases were pre-
formed, with releases taking place quarterly between 2005 and 2014 in the model. In each case,
particles were tracked backwards for one year in order to ascertain their upstream sources. Examples
of output from 2 of these experiments (Somalia and Senegal) are presented in Figure 3 of (Popova et

al., 2019), alongside Eulerian fields with major currents annotated.

The next task was to define country-by-country metrics to quantify the strength of connectivity be-
tween the ABNJ and each coastline. For each individual particle, the time taken to be backtracked
out of the EEZ was calculated. The strength of connectivity between the ABNJ and any given country
could then be calculated by either considering the fraction of particles which had been backtracked
to the ABNJ after some fixed time, or a connectivity timescale could be defined by considering the
amount of time required for some threshold number of particles to be connected. In Figure 4 of
(Popova et al., 2019), country-by-country metrics are presented showing the “connectivity index” —
i.e. the fraction of particles which had been tracked back to the ABNJ after 6 months of backtracking,
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and a “connectivity timescale” based on the time required for the ABNJ to be connected to 25% of

particles from a countries coastal zone.

The choice of appropriate thresholds to define connectivity indices or timescales is a non-trivial
problem, and some countries are more sensitive than others to choice of threshold for each metric.
In order to answer more specific questions, different thresholds timescales or connectivity fractions
may be required. Future research could build upon the framework presented in this paper, quantifying
how sensitive each country is to the thresholds used to define connectivity. Extending this research
to include more countries, as well as investigating downstream connectivity would be an interesting

niche for future research to explore.

While this research did not contribute directly to this thesis, and hence is not included the research
chapters, the lessons learned throughout the project were invaluable. Collaborating with scientists
who specialise in other fields, and contributing a well-defined piece of a wider picture was beneficial
for my development as a scientist, while experience in designing experiments and metrics that could
be efficiently replicated around different coastlines was a technical challenge that helped ensure that
future experiments for my PhD were more robust. Finally, the opportunity to study regions away
from the Arctic, where different physical features (e.g. monsoonal variability) play an important role,
gave me a broader perspective as an oceanographer than would have been possible from the three

research chapters alone.

6.2.2. The Sanchi Oil Spill

In January 2018, the Sanchi Oil tanker — carrying 136,000 tons of natural gas condensate, as well as
its own bunker oil — exploded in the East China Sea (Carswell, 2018). Given the expertise in ocean
modelling at the NOC, and the fact that Chapter 4 of this thesis, (S. Kelly et al., 2018) was going
through review at the time, the decision was made to model the advective pathways relevant to a
potential spill. This work was operational in nature, performed as an immediate response to breaking
news with experiments performed as and when new information about the status if Sanchi became
available. This resulted in the publication of three press releases (NOC, 2018a; NOC, 2018b; NOC,
2018c) featuring figures based on those in S. Kelly et al. (2018) to illustrate the potential advective
pathways that pollutants entrained into the water column could follow. Our results were immediately

put into the public domain with the intention of informing any clean up or preparedness action.

The experiments were performed were all based on the methodology described in Chapter 4. At the
location of the potential spill, 100 particles were uniformly distributed over a 10km x 10km grid at
the ocean surface, then tracked for 100 days. In each case, releases were performed every 5 days
throughout Januaries 2006-2015 in the model hindcast, giving a total of 6,000 particles per experi-

ment. These were used to produce probabilistic footprints highlighting regions potentially at risk of
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being reached by contaminated waters. Three experiments were performed — one based on the orig-
inal explosion site, another based on the location at which the Sanchi sank, and a final experiment

based upon an island where oil believed to be from the Sanchi was reported to have washed up.

After each experiment, press releases were assembled, with the ‘spaghetti’ figures showing connec-
tivity timescales used as illustrative examples of which regions may be at risk within a given

timeframe, which attracted considerable media attention. (e.g. Reuters: http://fingfx.thomsonreu-

ters.com/gfx/rngs/CHINA-SHIPPING-SPILL/010060NC166/index.html and The Guardian:

https://www.theguardian.com/world/2018/jan/18/oil-from-sunken-iranian-tanker-spreads-over-

100-sg-km-of-east-china-sea). It is noteworthy that, reports of oil washing up on the beaches of

Amami Oshima at approximately the timescale suggested by the Lagrangian experiments.

Deeper scientific analysis of the spill was later undertaken by (Chen et al., 2019). This served as
useful validation of the method used throughout this work, with visually similar circulation footprints
obtained. They noted that, although natural gas condensates are significantly more volatile than the
heavier hydrocarbons more commonly associated with oil spills, and hence surface slicks evaporate
over a timescale of hours to days (Reddy et al., 2012), these lighter hydrocarbons are more suscepti-
ble to becoming dissolved into the water column. Chen et al. (2019) surmised that dissolved pollu-
tants are the main environmental risk posed by condensate spills, and the limiting timescale over
which they remain an active pollutant is governed primarily by rates biodegradation. As dissolved
pollutants follow the advective pathways taken by the water masses in which they are suspended, the
Lagrangian technique described in S. Kelly et al. (2018) and employed for these experiments is of
particular value when assessing the ecological impact of lighter hydrocarbon releases. Further ex-
ploring the fate of such a spill, and updating the methodology to account for rates of biodegradation

would be an exciting avenue for future research.

6.3. Concluding remarks

This thesis has focused on exploring marine connectivity pathways and timescales in the Arctic
Ocean, primarily from a Lagrangian particle-tracking perspective. Three case studies: one concern-
ing marine pollution, another concerning the physical properties of the Arctic, and another focused
on an ecological question have been used to explore the wider topic of Arctic connectivity. The
power of a computationally inexpensive Lagrangian approach has been demonstrated, and the appli-

cations of such an outlook have shown to be diverse and valuable.
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