
 

 

University of Southampton Research Repository 

Copyright © and Moral Rights for this thesis and, where applicable, any accompanying data are 

retained by the author and/or other copyright owners. A copy can be downloaded for personal 

non-commercial research or study, without prior permission or charge. This thesis and the 

accompanying data cannot be reproduced or quoted extensively from without first obtaining 

permission in writing from the copyright holder/s. The content of the thesis and accompanying 

research data (where applicable) must not be changed in any way or sold commercially in any 

format or medium without the formal permission of the copyright holder/s.  

When referring to this thesis and any accompanying data, full bibliographic details must be given, 

e.g.  

Thesis: Author (Year of Submission) "Full thesis title", University of Southampton, name of the 

University Faculty or School or Department, PhD Thesis, pagination.  

Data: Author (Year) Title. URI [dataset] 

 





 

 

University of Southampton 

Faculty of Medicine 

Clinical and Experimental Sciences 

Systemic Infections in Multiple Sclerosis 

by 

Aravinthan Varatharaj 

ORCID ID 0000-0003-1629-5774 

Thesis for the degree of Doctor of Philosophy 

December 2020 

 

https://www.southampton.ac.uk/




 

 

University of Southampton 

Abstract 

Faculty of Medicine 

Clinical and Experimental Sciences 

Doctor of Philosophy 

Systemic Infections in Multiple Sclerosis 

by 

Aravinthan Varatharaj 

Infections outside the brain can affect the brain. These ‘systemic infections’ are very common and 
occur much more frequently than infections inside the brain itself. Despite the existence of a 
blood-brain barrier (BBB), the systemic immune system does communicate with the brain. In 
people with a neurological disease, such as multiple sclerosis (MS), the effect of systemic 
infections on the brain can be magnified, and harmful.  

In the SIMS study (Systemic Infections in MS), 53 people with progressive MS were followed up 
for an average of two and a half years. In that time, over half of the group experienced 
progression in their level of disability. Systemic inflammatory episodes were common, occurring 
on average more than 3 times per year, most commonly infections. People with a high systemic 
inflammatory response, measured by urinary neopterin, experienced significantly faster brain 
atrophy than those people with a low response, and had nearly 10 times the chance of developing 
significant brain atrophy. This effect was particularly marked in those people with a high level of 
disability to start with. 

People with MS have a leaky BBB. It may be that the BBB is disrupted during an inflammatory 
episode, and that this leads to disease progression. If this is the mechanism, then repairing or 
protecting the BBB may be a therapeutic target in MS. Dynamic contrast-enhanced magnetic 
resonance imaging (DCE-MRI) can be used to study the BBB in humans and test this hypothesis. In 
a series of experiments, a protocol for DCE-MRI was devised, refined, and tested. It was found 
that the marker of BBB permeability derived from DCE-MRI, Ki, behaves as expected, and that 
measurement variability could be significantly improved with a series of optimisations. 

In the SIBIMS study (Systemic Infections and the BBB in MS), BBB permeability was measured 
using DCE-MRI in 12 individuals during a urinary tract infection (UTI) and again once fully 
recovered. There was strong evidence for an effect of UTI on the brain, with significant increases 
in symptoms. There was also modest evidence for BBB disruption during UTI, with a 53% increase 
in Ki during infection. 

This thesis demonstrates two main points. Firstly, that DCE-MRI can be used to study the 
human BBB in health and disease. Secondly, that systemic infections can have both short- and 
long-term effects on the brain. BBB disruption may be one possible mechanism linking systemic 
events with the brain, and warrants further study.  
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Chapter 1 Background 

1.1 Introduction 

The motto of the Association of British Neurologists is ‘the brain above all’. In this thesis I have set 

out to puncture this notion. The brain is not removed from the mundane concerns of the rest of 

the body. There is a bidirectional communication between the brain and the rest of the body, 

mediated by mechanisms that are not fully understood. This is apparent when there is an 

infection in the body (‘systemic infection’). Systemic infections are common, for example colds, 

flu, and urinary tract infections (UTIs). We are currently living in a pandemic of a systemic 

infection; COVID-19. During systemic infection changes occur in the brain, and we feel sick. 

However, there is evidence that it is not infection itself which sends these signals, but rather the 

body’s response to infection – inflammation. Systemic inflammation may communicate with the 

brain. 

In people with neurological disease, the effects of systemic infection on the brain can be 

magnified. Multiple sclerosis (MS) is a common and ultimately incurable neurological disease, in 

which this pattern is often seen. Many attempts to halt or slow disability progression in MS by 

targeting brain inflammation have been unsuccessful. Could it be that common systemic 

infections drive disability progression in people with MS (pwMS)? This is an idea that comes 

straight from the bedside, and from the experiences of many pwMS. In this thesis I will present 

the results of a prospective observational study designed to address this question. If proven, then 

the prevention and treatment of systemic infection may become an important avenue to halt 

disability progression.  

What is the mechanism that allows communication between the brain and rest of the body, and 

which transmits the signals of systemic infection? For a time, the blood-brain barrier (BBB) was 

thought to enforce a strict separation between the brain and rest of the body, and to keep the 

brain ‘above all’. We now know that the BBB is a dynamic and responsive structure, rather than 

an absolute barrier. Could BBB changes be the link between the brain and the rest of the body? 

We already know that the BBB is affected in many brain diseases. Perhaps the diseased BBB 

responds differently to the healthy BBB? In this thesis I will use and refine quantitative MRI 

techniques to explore these issues in humans. Understanding this could provide novel targets for 

treating MS and other degenerative brain diseases.  

In this chapter, I first review the pathology and clinical features of MS, and the possible link with 

systemic inflammation. I discuss UTI in more detail as this is a particular problem for people with 
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MS and will be the basis for a prospective study. Moving on to possible mechanisms, I outline the 

structure and function of the BBB, and review available evidence regarding the effects of systemic 

inflammation on the BBB. It becomes apparent that a robust technique is needed to study BBB 

disruption in humans; in this context I discuss tracer kinetic analysis and how it may be conducted 

using dynamic contrast-enhanced MRI (DCE-MRI). 

1.2 Multiple sclerosis 

MS is a common and incurable chronic inflammatory condition affecting the central nervous 

system (CNS), with an estimated UK prevalence of 127,000 (1). Common symptoms affect 

mobility, balance, and dexterity, as well as cognition and fatigue. The known causes of MS are 

combination of genetic susceptibility including female sex and HLA-DRB1*1501, and 

environmental exposure including Epstein-Barr virus infection, low ultraviolet type B exposure, 

low vitamin D levels, and smoking (2). The most common form is relapsing-remitting MS (RRMS), 

the hallmark of which is relapse; ‘a patient reported, or objectively observed, event typical of an 

acute inflammatory demyelinating event in the central nervous system, current or historical, with 

a duration of at least 24 hours’ (3). Usually, 10-15 years after the onset of RRMS the disease 

enters a secondary progressive phase (SPMS) characterised by the absence of relapses and 

inexorable disability progression (4). In a minority of cases relapses are never a feature and the 

picture is one of gradual progression from the start; this is primary progressive MS (PPMS). As has 

been described eloquently, progression is 'at the heart of the medical, social and economic impact 

of multiple sclerosis’ (5). 

The pathology of MS is characterised by perivenular sclerotic plaques containing a T-cell 

predominant inflammatory infiltrate (6). Inflammation leads to oligodendrocyte loss and 

demyelination, conduction block, and eventually axonal damage and neuronal death. The 

symptoms of a lesion depend on its size and location relative to eloquent tissue. In progressive 

disease inflammatory lesions are less common (but not absent) and instead lesions tend to be 

surrounded by activated microglia and macrophages (7). It is increasingly recognised that B-cells 

and plasma cells also play a role, especially in progressive disease where ectopic lymphoid follicles 

form in the meninges and drive intrathecal antibody synthesis (8). There is much debate regarding 

the relative contributions and relationship between inflammatory and degenerative pathology, as 

relapses are only related to disability in the early phase of RRMS (5, 9). Though MS is often 

thought of as a neuroinflammatory condition, the most recent evidence suggests that disease 

onset is driven by an aberrant systemic inflammatory response (10). 
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MRI is a standard tool in the diagnosis and management of MS (11, 12). Focal lesions are seen as 

areas of high signal on T2-weighted images and occur in characteristic locations, as shown in 

Figure 1. However, the number of lesions correlates poorly with clinical disability (13), suggesting 

that T2 lesions do not provide a full picture of the pathological process (the ‘clinico-radiological 

paradox’). Focal gadolinium enhancement is used to indicate BBB disruption during active 

inflammation and occurs in almost all new lesions, preceding appearance as a T2 lesion (14). Areas 

of low signal on T1-weighted images (‘black holes’) suggest severe tissue damage (15). Brain 

atrophy due to neuronal loss occurs at an accelerated rate compared to controls, and correlates 

better with disability (16). 

BBB disruption is a key step in the development of experimental autoimmune encephalomyelitis 

(EAE; an animal model of MS) (17), and the clinical severity can be linked to the degree of BBB 

disruption (18). EAE involves loss of tight junction proteins (19) which contribute to BBB integrity. 

In humans, BBB disruption has also been demonstrated in MS (20). Up-regulation of miR-155 in 

active MS lesions (21), with corresponding down-regulation of BBB tight junction components 

(22), may be involved. Imaging studies show BBB disruption in normal-appearing white matter in 

MS (23), and BBB breakdown precedes the development of new lesions (14, 24).  

The relative infrequency of enhancement in progressive forms of MS when using conventional 

contrast MRI (25, 26) has led to the impression that BBB disruption is less relevant in progressive 

MS than in RRMS. However, independent evidence from a number of groups using 

electrophoresis of cerebrospinal fluid (CSF) proteins (27), the CSF-serum albumin ratio (28, 29), 

and immunohistochemistry for dysferlin (30) suggests the converse; that BBB leakage is overall 

greater in progressive MS. This apparent discrepancy may reflect the measurement threshold of 

conventional contrast MRI; focal areas of high-level leakage in RRMS are visualised, whereas 

diffuse low-level leakage in progressive MS may be invisible. Biochemical techniques such as these 

reflect the permeability of the whole brain in aggregate. Histological study in progressive MS does 

suggest diffuse pathology in the radiologically normal-appearing brain tissue, with loss of tight 

junction proteins (31, 32), and this has been demonstrated using dynamic susceptibility contrast 

MRI (33). There is also evidence from RRMS that individuals with greater BBB leakage accrue 

disability faster (34, 35). 
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Figure 1 Spectrum of typical magnetic resonance imaging findings in multiple sclerosis. 

A. T2-weighted image showing periventricular white matter lesions and surrounding 

normal-appearing white matter (NAWM). 

B. Fluid-attenuated inversion recovery (FLAIR) image allowing better appreciation of 

white matter lesions. 

C. T1-weighted image showing T1-hypointense lesions (so-called ‘black holes’). 

D. T1-weighted post-contrast image showing an enhancing lesion in the pons. 

Images are from an individual examined as part of this thesis. 
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1.3 Systemic infection and multiple sclerosis 

It is a common observation of pwMS and their clinicians that episodes of systemic inflammation 

may be associated with symptom exacerbation. Infections are a frequent cause of episodic 

systemic inflammation; trauma, surgery, and vaccinations are other examples. Also, pwMS have a 

higher incidence of systemic infections than controls (36). Studies in RRMS have shown that 

systemic infections are associated with subsequent relapses by examining the frequency of 

relapses relative to ‘at-risk periods’ defined around reported infections; relative risk of relapse 

during the at-risk period has been variably reported as 1.3 (37), 2.1 (38), 4.1 (39) (using a 4 week 

period), 2.5 (40) (6 week period), 2.3 (41) and 2.8 (42) (both 7 week period). Other studies have 

also examined serological markers of infection and shown similar findings, with greater relative 

risk (37, 38). Two studies also reported that exacerbations associated with infection were more 

likely to lead to sustained impairment than those unrelated to infection (39, 41). However, it 

remains to be shown whether systemic infections impact long-term disability accumulation in 

progressive MS. 

A study in EAE suggests that this association may be causal, as in this model systemic 

inflammation leads to symptom relapse, cerebral perivascular macrophage/microglia and T-cell 

infiltration, and axonal injury (43). Degree of axonal injury correlated with markers of microglial 

activation, suggesting that the switch to a pro-inflammatory phenotype may play a role. Whether 

BBB changes play a role in this interaction remains unclear, and disruptive change was not seen in 

this study. Likewise, no evidence of BBB disruption associated with infection was seen in two 

studies using conventional contrast-enhanced MRI in people with RRMS (38, 41). However, 

another study in RRMS did suggest BBB leakage (39), as did a different EAE model (44). Study 

design, techniques for detecting subtle BBB disruption, and timing relative to infection are likely 

to be key factors. 

1.4 Urinary tract infection 

UTI is one of the most common bacterial infections (45). Typical symptoms are urinary urgency, 

frequency, nocturia, and pain. UTIs can be classed as uncomplicated, in a healthy individual, or 

complicated, in an individual with compromise of the urinary tract or host defence. Many 

neurological diseases, including MS, cause incomplete bladder emptying and retention, 

predisposing to complicated UTIs (46). The lifetime risk of UTI for pwMS is estimated to be 13-

80% (47) and increases with disability (48). In RRMS, UTIs are associated with relapses (41). 

Though often thought of as non-severe, UTIs are one of the most common reasons for hospital 
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admission in MS (49), and are a significant risk factor for death in MS (48). Therefore, although 

UTI severity encompasses a broad spectrum, the burden for people with MS is significant.   

UTI has long been defined as ‘bacteriuria associated with clinical, histologic, or immunologic 

evidence of host injury’, in contrast to colonisation which is simply ‘replication of bacteria in urine 

without evidence of tissue invasion’ (50). Urine culture alone only identifies the presence of 

bacteria, and is also insensitive as some pathogens are difficult to grow (51). Colonisation must be 

discriminated from infection by evidence of host injury, or response to injury. This can be 

provided by symptoms and objective laboratory evidence. Symptoms have been proven to be a 

good predictor of infection (52). In terms of objective laboratory evidence, urine dipstick is widely 

used though mounting evidence suggests that this performs poorly (53). Instead, the current best 

test is urine microscopy to directly visualise the inflammatory response, in the form of pyuria 

(leukocytes in the urine) (54). This has the benefits of being cheap, easy, and fast. Since pyuria is a 

direct marker of inflammation in the urinary tract, it is most relevant to the present investigation. 

Samples are examined fresh and unspun, as storage and centrifugation cause unpredictable cell 

loss, and staining is of no additional benefit (53). A threshold pyuria value of 107 cells/L is widely 

used and is based on a number of observations (50, 55) and endorsed by national guidelines (56). 

1.5 The blood-brain barrier 

The BBB exists at the level of capillaries of the cerebral microcirculation (57). The most apparent 

BBB function is a physical barrier to ions, molecules, and cells. This arises from a number of 

structural specializations of the gliovascular complex including tight junctions between adjacent 

endothelial cells which block paracellular flux (58). A schematic of key BBB elements is shown in 

Figure 2. However, as well as the physical barrier the BBB has several other functions: 

• Transport, including facilitated diffusion, active transport, and vesicular transport 

(57). 

• Metabolism, by ecto- and endo-enzymes (59). 

• Secretion, which may be polarised (60). 

• Responsiveness to CNS or systemic stimuli, including inflammatory mediators (61). 
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Figure 2 Schematic of the blood-brain barrier. 

Elements are not shown to scale. Created using biorender.com. 

BBB responsiveness can be disruptive or non-disruptive, reflecting the presence or absence of 

structural disruption of the BBB (62). Disruptive change occurs at the histological level, while non-

disruptive change occurs at the molecular level. Studying the BBB using inert substances will 

detect disruptive BBB change, but is unlikely to detect non-disruptive BBB change. It is disruptive 

change which can be most easily conceptualised in terms of a change in permeability, due to loss 

of a physical barrier. Figure 3 illustrates the anatomical context and possible mechanisms of 

disruptive and non-disruptive BBB change. Both may have important consequences on the brain’s 

microenvironment and function. 

1.6 Systemic inflammation and the blood-brain barrier 

Much of the data on the effect of systemic inflammation on the BBB comes from models involving 

challenge with lipopolysaccharide (LPS), an immunogenic component of Gram-negative bacteria. 

In vitro studies have shown that LPS challenge results in disruptive BBB change to ions (63) as well 

as solutes such as albumin (64).  However, in vivo the effect of LPS on BBB function is highly 

variable. In a systematic review of animal studies examining disruptive BBB change after LPS 

challenge in vivo (62), species differences accounted for a significant amount of variance in 

results. This is unsurprising as inter-species BBB differences are well documented (65). 
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Figure 3 Differences between and putative mechanisms of disruptive and non-disruptive 

blood-brain barrier (BBB) changes.  

CAMs = cellular adhesion molecules, GL = glia limitans.  

I am grateful to Stephanie Suddell for the illustration. 
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Despite the mixed outcomes, LPS studies in animals have shown valuable insights into the 

possible mechanisms of BBB disruption during system inflammation. A central role emerges for 

prostanoids and nitric oxide (66), both of which are synthesized by the LPS-stimulated 

cerebrovascular endothelium and surrounding cells (67, 68). Important mechanisms include 

damage to and down-regulation of:  

• Tight junctions, mediated by prostanoids (63), nitric oxide (69), matrix 

metalloproteinases (MMPs) (70), and reactive oxygen species (ROS) (71).  

• Endothelial cells, including induction of apoptosis mediated by MAP kinase (72).   

• Glycocalyx, which may be mediated by  tumour necrosis factor-α (TNF-α) (73), 

heparanase (74), ROS (75), MMPs (76), and thrombin (73). 

• Glia limitans, mediated by MMPs (77).  

• Astrocytes, which may be lost (78) or transcription patterns altered to favour pro-

inflammatory and cytotoxic pathways (79). 

It has also been reported that neurodegenerative disease can magnify the response of the BBB to 

LPS (80), which may have relevance to the vulnerability of pwMS. Priming of microglia in 

neurodegenerative disease may be relevant (81), as recent evidence suggests that during systemic 

inflammation microglia can migrate to the cerebral endothelium and disrupt the BBB (82).  

However, in the absence of compelling human data and the limited applicability of animal data, 

there is ongoing doubt as to the in vivo effects of systemic inflammation on the BBB in humans. 

This leads to a consideration of how the BBB can be studied in humans. An overview of relevant 

concepts in is shown in Table 1. There is some human data to suggest a link between systemic 

inflammation and BBB disruption, as shown in one study using the CSF/serum albumin ratio (83). 

Importantly, this study also highlighted that this effect may be magnified during neurological 

disease.  

Imaging techniques based on the detection of an injected tracer have the advantage of being 

relatively non-invasive and well-tolerated by participants, as well as providing spatial information 

on BBB disruption which cannot be captured by CSF/serum measurements. In this context, the 

analysis of tracer studies is discussed in more detail in the next section. 
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Table 1 Overview of methodological concepts for in vivo study of BBB disruption in humans. 

Not included in this table are techniques used in post-mortem study, for example 

immunohistochemistry for albumin in brain tissue to detect ante-mortem leakage 

(84).  

Concept Method Example 

The CNS concentration of a 

plasma protein not usually 

synthesised within the CNS 

correlates with BBB 

permeability 

Paired cerebrospinal fluid 

(CSF) and serum analysis to 

estimate the ratio of CSF to 

serum concentration of plasma 

protein 

CSF/serum albumin ratio (Qalb) 

(83) 

The serum concentration of a 

CNS protein not usually 

synthesized outside the CNS 

correlates with BBB 

permeability 

Serum analysis of the CNS 

protein 

Serum S100β (85) 

Intravital injection of tracers Injection of low molecular 

weight paramagnetic tracer 

before magnetic resonance 

imaging 

Gadolinium contrast enhanced 

magnetic resonance imaging 

(23) 

Injection of radiolabelled 

tracer before nuclear imaging 

Gallium positron emission 

tomography (86) 

Injection of fluorescent tracer 

before spectroscopic imaging 

Indocyanine green near-

infrared spectroscopy (87) 

Injection of radiolabelled test 

and BBB-impermeable 

reference tracers into brain 

arterial supply, and detection 

in brain venous drainage 

Double indicator diffusion 

technique (88) 

Water diffusion across the BBB 

is usually restricted 

Labelling of blood water to 

detect exchange across BBB 

Arterial spin labelled magnetic 

resonance imaging (89) 
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1.7 Tracer kinetic theory 

If a bolus of tracer1 is injected into the body and its path followed, one can use the kinetics of the 

tracer to draw inferences about the properties of biological systems. In compartmental analysis, 

the tracer is considered to be distributed throughout the system in discrete entities. The idea of a 

compartment is that it possesses instantaneous equilibrium, i.e. within the compartment at any 

time the concentration at any point is representative of the concentration within the 

compartment as a whole. We can then think of the tissue compartment as a system which takes 

inputs and delivers outputs in a reproducible way. By measuring the input function (arterial 

concentration-time curve) and output function (tissue concentration-time curve) we can derive a 

mathematical function for the behaviour of the tissue. In this sense tracer kinetic theory makes 

some fundamental assumptions regarding a system, namely of:  

• Causality. There is no output without an input.  

• Stationarity. If the input is delayed by time t, the output is also delayed by time t.  

• Linearity. Twice the input gives twice the output (the amount of tracer should not 

affect how the system works).  

• Conservation of indicator mass. Indicator is neither created nor destroyed inside the 

system (here the difference between a tracer and an indicator becomes more than 

terminological; a biologically-active tracer may well undergo metabolism within the 

system.   

A model obeying these assumptions can be fitted to the measured data. The Patlak model (90) is 

widely used and makes some additional assumptions, namely that the tissue contains: 

• A vascular compartment, of volume vp, which is in instantaneous equilibrium with plasma. 

• An irreversible compartment, of infinite capacity, in which tracer can be trapped. 

The rate of diffusion into the irreversible compartment is governed by the transfer constant, Ktrans. 

In this model there is no back-diffusion; tracer cannot leave the irreversible compartment. In a 

tissue where permeability is expected to be low (such as the brain), the assumption of irreversible 

trapping may be reasonable, and independent groups have shown the Patlak model to be 

superior for the analysis of low-permeability states (91, 92). The Patlak model is used extensively 

in this work and so a more detailed explanation is given here, and in diagrammatic form below. 

 
1 Technically a ‘tracer’ is a substance which normally operates within a system but has been labelled for 
detection. A substance introduced de novo for the purposes of detection is an ‘indicator’. Injection of an 
exogenous non-biological contrast agent would fall into the latter category. However, ‘tracer kinetics’ is 
universally used as a catch-all term to refer to both, and has been used as such in this thesis. 



Chapter 1 

12 

Before introducing equations, it is helpful to think about what is happening during four phases of 

the experiment, as described in Figure 4. 

 

Figure 4 Four phases during a tracer kinetic experiment. 

Red indicates contrast in plasma, blue is contrast irreversibly trapped in the tissue. 

This plot is a schematic derived from real data which has been highly simplified and 

exaggerated for demonstration purposes. A fifth washout phase is not included in the 

Patlak model and so is not shown here. The four phases are: 

Pre-bolus: There is no contrast, so the plasma and tissue amounts are zero. 

Bolus rising: The bolus is injected, and the plasma concentration sharply rises. 

Contrast diffuses into the tissue along the concentration gradient and is trapped, at a 

rate determined by the gradient and Ktrans. The concentration of trapped contrast 

increases. However, this phase is very brief. 

Bolus falling: The plasma concentration sharply falls. The concentration of trapped 

contrast stops rising. Since the bolus lasted only a small fraction of the measurement 

time, even though the plasma amount was high the amount of contrast trapped 

during the bolus was negligible.  

Accumulation: The plasma concentration gradually falls as contrast is distributed 

throughout the body and excreted. The plasma concentration is not changing rapidly 

during this phase. Contrast is gradually trapped in the tissue at a rate determined by 

Ktrans and the concentration gradient. If Ktrans is small, or if the plasma concentration is 

low, then it will take a long time for an appreciable amount of contrast to be trapped. 

Therefore, continuing the measurement for a long time and giving a large bolus both 

mean that a large amount of contrast will be trapped overall, which makes it easier 

to detect. 
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Compartmental analysis of this system can be performed using the components of the Patlak 

model, as shown in Figure 5. 

 

Figure 5 Schematic of compartments in the Patlak tracer kinetic model. 

Ktrans = transfer constant, Cp = contrast in plasma, Ct = contrast in tissue, Ci = contrast 

irreversibly trapped in tissue, vp = volume of plasma in tissue. 

These concepts can be parameterised to derive the value of Ktrans. The simplest starting equation 

is  

Equation 1 

𝐶𝐶𝑡𝑡(𝑡𝑡) = 𝐶𝐶𝑖𝑖(𝑡𝑡) + 𝑣𝑣𝑝𝑝𝐶𝐶𝑝𝑝(𝑡𝑡) 

This states that, at any particular time (t), contrast in the tissue (Ct) is the sum of the contrast 

trapped irreversibly (Ci) plus contrast in the plasma (Cp), which is weighted by the volume of 

plasma in the tissue (vp). So, in a very vascular tissue, the tissue will closely follow the time course 

of contrast in plasma, whereas in a less vascular tissue, the contrast in tissue will depend more 

closely on how much is trapped. It then follows that 

Equation 2 

𝑑𝑑𝐶𝐶𝑖𝑖
𝑑𝑑𝑑𝑑

= 𝐾𝐾𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡  𝐶𝐶𝑝𝑝(𝑡𝑡) 

Meaning that, at any particular time, the rate of change in the concentration of trapped contrast 

(differential with respect to time) is equal to plasma concentration multiplied by the transfer 

constant. Ktrans is also tissue clearance; the volume of plasma from which contrast is completely 
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removed in a given time. The commonly used units of Ktrans are ml/100g/min or ml/100ml/min. 

The former is used here out of convention, though if tissue density is assumed to be 1 g/ml (93), 

then these units are interchangeable. Ktrans of 1 ml/100g/min means that 100 g of tissue clears 

contrast from 1 ml of plasma in 1 minute. 

Integration of Equation 2 gives 

Equation 3 

𝐶𝐶𝑖𝑖(𝑡𝑡) = 𝐾𝐾𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 � 𝐶𝐶𝑝𝑝𝑑𝑑𝑑𝑑
𝑡𝑡

0
 

This states that, at any particular time, the amount of trapped contrast is equal to the total 

amount of contrast that the plasma has delivered to the tissue by that time, multiplied by the 

transfer constant. If Equation 3 is inserted into Equation 1, the concentration in the tissue, at any 

particular time, can then be expressed as  

Equation 4 

𝐶𝐶𝑡𝑡(𝑡𝑡) =  𝐾𝐾𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 � 𝑐𝑐𝑝𝑝(𝜏𝜏)𝑑𝑑𝑑𝑑
𝑡𝑡

0
+ 𝑣𝑣𝑝𝑝𝐶𝐶𝑝𝑝(𝑡𝑡) 

Where τ in the integrand refers to the period between time zero and time t. To isolate the tissue 

component this is divided by the plasma concentration, to give 

Equation 5 

𝐶𝐶𝑡𝑡(𝑡𝑡)
𝐶𝐶𝑝𝑝(𝑡𝑡)

=  𝐾𝐾𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
∫ 𝑐𝑐𝑝𝑝(𝜏𝜏)𝑑𝑑𝑑𝑑𝑡𝑡
0
𝑐𝑐𝑝𝑝(𝑡𝑡)

+ 𝑣𝑣𝑝𝑝 

This equation can be solved graphically by recognising that it takes a linear form, if 

Equation 6 

𝑥𝑥 =
∫ 𝐶𝐶𝑝𝑝(𝜏𝜏)𝑑𝑑𝑑𝑑𝑡𝑡
0
𝐶𝐶𝑝𝑝(𝑡𝑡)

 

Equation 7 

𝑦𝑦 =
𝐶𝐶𝑡𝑡(𝑡𝑡)
𝐶𝐶𝑝𝑝(𝑡𝑡)

 

So, it is Cp(t) and Ct(t) which must be measured; the input function and the tissue function. In this 

way x and y values can be calculated for every timepoint and plotted as shown in Figure 6. A line 

is then fitted, and the slope will be Ktrans and the intercept vp. The Patlak plot is only linear once 
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the plasma concentration has reached a steady state, a short time after the bolus. Hence the 

initial points are excluded from the fitting. The plasma volume vp reflects cerebral blood volume 

(CBV) (94). 

 

Figure 6 Example Patlak plot. 

This was generated from a region of white matter in the same individual in Figure 1. 

The values for x and y are those generated from Equations 6 and 7. The initial points 

reflect rapid concentration changes during bolus passage and are excluded from the 

fitting.  

The x-axis of the Patlak plot is not intuitive. The units are in time since the values of x are those 

calculated by Equation 6. The x variable is not meant to be intuitive, and it purely reflects the 

result of a mathematical rearrangement of equations to be able to easily calculate Ktrans as the 

slope of a linear plot of the form y = mx + c. 

The meaning of Ktrans is demonstrated in the Crone-Renkin equation (95, 96), which describes the 

relationship between perfusion (F) and the permeability-surface area product (PS). The usual form 

is 

Equation 8 

𝐾𝐾𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝐹𝐹(1 − 𝑒𝑒−
𝑃𝑃𝑃𝑃
𝐹𝐹 ) 
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Which can be rearranged to 

Equation 9 

𝐾𝐾𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝐹𝐹

= 1 − 𝑒𝑒−
𝑃𝑃𝑃𝑃
𝐹𝐹  

This takes the form y = 1 – e-x, where y = Ktrans/F and x = PS/F. Figure 7 is a plot of y = 1 – e-x, which 

shows that when x is very small, y ≅ x. Therefore, if PS is much less than F (a ‘permeability-

limited’ scenario, as in the brain) then Ktrans approximates to PS. 

 

Figure 7 Graph of the function y = 1 - e-x. 

The inset shows that at very low values of x, y ≅ x. 

Therefore, it is important to remember that Ktrans measured in the brain is a compound marker of 

permeability and surface area. This is intuitive; influx will be faster if either the tissue is more 

leaky, or if there is a greater surface area available for exchange. Surface area may depend on 

factors such as vessel density, radius, or tortuosity. Therefore, if two tissues are compared within 

an individual, a difference in Ktrans could arise from differences in either P or S.  

The Patlak model is only one of a large family of models, which notably includes the Tofts (97) and 

extended Tofts models (98). All tracer kinetic models involve some degree of simplification of a 

complex biological system. Issues such as interstitial fluid drainage, which may be impaired by 

ageing and pathology (99), will likely impact the observed kinetics. However, the addition of free 

parameters to a model can increase the risk of over-fitting (92). As with any model, the aim of 
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tracer kinetics is ultimately to deliver useful insights into the system under study, whilst 

maintaining an awareness of weaknesses.  

1.8 Dynamic contrast-enhanced magnetic resonance imaging 

In dynamic contrast-enhanced magnetic resonance imaging (DCE-MRI), changes in MR signal in 

response to a contrast agent (acting as an indicator) are used to provide the data for tracer kinetic 

analysis. The contrast agent in DCE-MRI is usually based on gadolinium (Gd), a rare earth metal 

which is strongly paramagnetic at room temperature and induces relaxation in adjacent nuclei. 

The effect on relaxation rate (R1 = 1/T1) is quantified by the constant of relaxivity (r, in L/mmol/s), 

which describes the linear relationship between concentration and relaxation rate. Gadolinium-

based contrast agents (GBCAs) are largely excluded from the brain parenchyma by the healthy 

BBB, and hence can be used for the detection of BBB disruption.  

To do this requires knowledge of the input and tissue functions as concentration-time curves. The 

tissue function must be measured, and the input function can either be measured from a feeding 

artery or values from the literature may be used. Concentration-time curves can be derived from 

the MR signal change with time. At each timepoint, the change in T1 from baseline can be 

converted to concentration, using the known relaxivity of contrast agent. The fundamental 

technical challenge of DCE-MRI is to measure T1 changes over time, with an acceptable spatial and 

temporal resolution.  

Spoiled gradient echo (GRE) sequences are commonly used in DCE-MRI due to their speed in 

producing heavily T1-weighted images. A short repetition time (TR) produces a pulsed steady state 

of magnetisation, but the build-up of transverse magnetisation is prevented (‘spoiled’). Several 

methods are available, the most effective of which is radiofrequency (RF)-spoiling where the 

phase of the RF pulse is offset every time (Figure 8). The offset is determined by a quadratic 

schedule which after every excitation favours phase cancelling of transverse magnetisation from 

previous excitations. 



Chapter 1 

18 

 

Figure 8 Pulse sequence diagram for 3D spoiled gradient echo.  

RF = radiofrequency transmit field, Gpe1 and Gpe2 = gradients in the first and second 

phase encoding directions. Gread = gradient in the readout direction. Acq = signal 

acquisition. 

For a spoiled gradient echo sequence in the longitudinal steady-state and with perfect spoiling 

such that there is no steady-state magnetisation in the transverse plane, the signal can be 

formulated algebraically as follows: 

Equation 10 

S = 𝑆𝑆0 sin𝛼𝛼1
1 − 𝐸𝐸1

1− (cosα)𝐸𝐸1
 

Equation 11 

𝐸𝐸1 = 𝑒𝑒−𝑇𝑇𝑇𝑇 𝑇𝑇1⁄  

Where 𝛼𝛼 = flip angle, TR = repetition time, T1 = longitudinal relaxation time. S0 is the signal 

obtained from a fully relaxed acquisition, and is a function of equilibrium magnetisation (M0, 

which relates to proton density) and scanner gain. As demonstrated in later chapters, these 

equations 2 can be used to convert the MR signal into T1, and then the constant of relaxivity can 

 
2 The signal equation in full also contains a term for weighting by T2*, the effective transverse relaxation 
time. However, this term is removed by setting echo time (TE) to be very short, and so is not included here. 
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be used to convert T1 into the concentration of contrast, thereby providing the data for tracer 

kinetic analysis. 

The scheme described above is one of the most commonly-used methods for DCE-MRI, and 

though recommendations have been published (100, 101), there is significant variation in the 

acquisition and processing protocols used by individual centres. The starting point for the protocol 

used in this thesis was that used by the Larsson group (University of Copenhagen), as theirs was 

the first to reveal the abnormality in the normal-appearing brain tissue of pwMS (23). In the 

literature, various techniques have been used to improve DCE-MRI data collection and analysis, 

but many have not been clearly shown to add value and hence are inconsistently applied. For 

example, most centres create a manual input function per scan, which has considerable 

difficulties in practice, whereas automated detection may have benefits for useability, accuracy, 

and precision. Likewise, a very short TR is often used to enable a fast temporal resolution, though 

the effect of this on Ki has not been clearly reported. This and other optimisations are discussed in 

detail in Chapters 5 and 6, where some of the difficulties of DCE-MRI are addressed 

systematically. 

There are other challenges in conducting tracer kinetic analysis using MRI. Most of the MR signal 

comes from water molecules, and so water exchange can blur the delineation of compartments in 

tracer kinetic analysis. GBCA induces relaxation in adjacent water molecules, and hence it is 

tempting to think that the effect is confined to the compartment containing contrast molecules, 

i.e. the plasma. However, the exchange rate of water molecules between plasma and red blood 

cells is very fast (102), and so when the MR signal is used to derive the concentration in a feeding 

artery, the resulting concentration will be that in whole blood, even though contrast is confined to 

the plasma. If the volume fraction of red blood cells is measured as the haematocrit (Hct), then 

plasma concentration (Cp) can be derived from whole blood concentration (Cb) according to the 

formula 

Equation 12 

𝐶𝐶𝑝𝑝 = 𝐶𝐶𝑏𝑏 (1− 𝐻𝐻𝐻𝐻𝐻𝐻)⁄  

For the purposes of tracer kinetic analysis, it is convenient to leave this correction until the end 

(103). Thus, the analysis is completed to give the influx constant Ki for whole blood. This can then 

be converted to the transfer constant Ktrans according to the formula 

Equation 13 

𝐾𝐾𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝐾𝐾𝑖𝑖(1 −𝐻𝐻𝐻𝐻𝐻𝐻)  
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There is variation in the literature, with some favouring Ktrans (100, 104) and others Ki (23, 105, 

106). If a fixed value is assumed for haematocrit (0.45 is often used) then both parameters scale, 

and the difference is one of accuracy. Alternatively, an individual haematocrit can be measured, 

however, this is typically sampled from a large vein and is not constant throughout the vascular 

tree. The haematocrit is significantly lower in smaller blood vessels such as capillaries (the 

Fähraeus effect), and a factor of 0.85 is often cited (107, 108), though lower values have been 

reported (109), as has an effect of pathology (110). This adds another source of measurement 

uncertainty. Since the Fähraeus effect is dependent on blood flow rate, it is possible that small 

vessel haematocrit varies across brain regions and in pwMS, where abnormalities of perfusion 

have long been reported (111-114). There is also an issue of whether an individual’s historical 

haematocrit values can be used, as in some studies (92). Within an individual, the day-to-day 

variation in haematocrit is fairly small (115), but ideally measurements should be 

contemporaneous (100). This could be particularly important if serial tracer analyses are 

conducted to assess the response to some event; for example, haematocrit falls during severe 

sepsis (116). 

In summary, DCE-MRI provides a method for the measurement of BBB permeability in humans, by 

deriving the influx constant Ki for a gadolinium-based contrast agent. With a suitable setup, this 

technique can be used to probe BBB disruption which may occur in association with systemic 

inflammation. This forms part of a larger question, as to how systemic inflammation affects the 

brain in people with neurological disease, such as MS. This leads to the hypotheses for this thesis.
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Chapter 2 Hypotheses and Aims 

2.1 Primary hypotheses 

Hypothesis 1: The host inflammatory response to systemic events such as infections is associated 

with the rate of brain atrophy in people with MS. 

Hypothesis 2: Ki as measured by DCE-MRI conforms to the expectations of a BBB permeability 

marker. 

Hypothesis 3: An episode of systemic infection, specifically UTI, is associated with BBB disruption 

detectable by DCE-MRI.  

2.2 Aims 

Hypothesis 1 was addressed by the SIMS Study (Systemic Infection and Multiple Sclerosis). 

Individuals with progressive MS were followed-up over a period of 2.5 years, with robust 

longitudinal measures of clinical and radiological progression. Over the same period, detailed 

clinical and biochemical characterisation of systemic infections and the host inflammatory 

response was conducted. The aim was to examine these data for signals of a possible association 

between the host inflammatory response to systemic events and brain atrophy, a surrogate 

marker of MS disease progression. 

Hypothesis 2 was addressed during the development and optimisation of DCE-MRI. The aim was 

to set out biological expectations of a BBB permeability marker and test the behaviour of Ki as 

measured by DCE-MRI in accordance with these expectations. In doing so, the aim was to validate 

Ki as a marker of BBB permeability, suitable for further human studies.  

Hypothesis 3 was addressed by the SIBIMS Study (Systemic Infection and the BBB in MS). Unlike 

previous human studies, a within-participant design was used to maximise power and account for 

between-participant variation. DCE-MRI was used for the detection of subtle BBB disruption, and 

extensive optimisation work was conducted with this purpose in mind. The study was focused on 

UTI specifically, as focussing on this common infection removed another source of variation. The 

aim was to determine whether BBB disruption could be a mechanism linking systemic infection 

and disease activity.
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Chapter 3 Systemic Infections and Disease Progression 

in Multiple Sclerosis 

3.1 Introduction 

In this chapter I describe the SIMS (Systemic Infections and Multiple Sclerosis) study. 

Understanding the role of systemic infection in progression may advance our understanding of 

disease biology, and potentially open a new path towards a long-sought goal; an effective 

treatment to delay or prevent progression. 53 individuals with progressive MS were followed over 

2.5 years, with detailed clinical and laboratory monitoring of systemic inflammatory events. 

Disease progression over this timeframe was captured by brain atrophy, as well as secondary 

clinical and radiological measures. The relationships of these markers were examined for signals 

of a possible association between the host inflammatory response to systemic events and brain 

atrophy.  

3.2 Hypotheses  

The primary hypothesis is that systemic infections and other inflammatory stimuli are associated 

with the rate of disability progression in people with MS. The secondary hypothesis is that the 

magnitude of host inflammatory response to systemic infections is associated with MS disease 

progression. Due to sample size considerations discussed below, the primary outcome measure of 

progression is longitudinal brain atrophy. 

3.3 Research techniques 

SIMS was a longitudinal prospective cohort study examining the relationship between brain 

atrophy and the host inflammatory response to systemic events such as infections, in people with 

progressive MS over 2.5 years. The study outcomes measures are shown in Table 2. As far as 

possible all clinical, laboratory, and radiological assessments were conducted blind to each other. 
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Table 2 Outcome measures in the SIMS study 

EDSS = expanded disability status scale, MSFC = multiple sclerosis functional 

composite, MSIS = multiple sclerosis impact scale, FS = fatigue scale, BDI = Beck’s 

depression inventory short form. 

Primary outcome Brain atrophy 

Secondary outcomes Radiological Spinal cord atrophy 

Lesion measures (volume and number) 

Clinical Physician: EDSS and MSFC 

Patient-reported: MSIS-29, FS, BDI 

 

3.3.1 Clinical monitoring of systemic events 

Episodic infections (or other inflammatory events such as surgery, major injuries, or vaccinations) 

were recorded using a weekly electronic diary supplied to all participants, capturing the onset, 

duration, localisation, and treatment (copy in Appendix A). This method was chosen to provide 

the most comprehensive record of self-reported infection episodes. Compliance was encouraged 

with weekly reminders by text or phone as preferred. In the analysis, reported episodes were 

categorised as infections, vaccinations, or other. Infections were subcategorised as visceral 

infections (defined as those affecting bladder or chest), and infections requiring antibiotic 

treatment. If multiple infection sites were reported during a single episode, the episode was still 

treated as single. However, reported infection sites were also enumerated separately to ascertain 

the frequency of different infections (with one exception: if upper and lower respiratory tract 

infections were reported together, the site was classed as lower respiratory tract). Clinical 

management of inflammatory episodes was at the discretion of the participant and their 

healthcare team, not the study team. 

3.3.2 Laboratory monitoring of systemic events  

Host response to systemic infection may differ according to the infective stimulus as well as host 

factors. Hence a robust measure of the inflammatory response was needed to control for this. A 

method enabling regular sampling was preferable since this allows for trends to be studied within 

the individual and relative to their own baseline; in practice this necessitates that the sampling 

method be highly tolerable to participants. Longitudinal measurement of urinary neopterin was 

chosen as it provides a non-invasive, reliable, and non-specific marker of systemic inflammation, 
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with the ability to integrate inflammatory status over a long period of time (117). Neopterin is 

produced by activated macrophages in response to stimulation by interferon-γ, a master 

checkpoint of the immune response (118), and hence provides a non-specific marker irrespective 

of inflammatory stimulus. Systemic levels are not influenced by CNS inflammation (119). Since 

neopterin has a high renal clearance it is suitable for measurement in urine, and measurements 

were normalised to urinary creatinine to correct for hydration status and expressed as the urinary 

neopterin-to-creatinine ratio (UNCR). Participants collected weekly midstream urine samples at 

home and were given training and materials to store samples in their home freezer, shielded from 

light (neopterin degrades in light). Batches of samples were periodically transferred to the 

laboratory freezer. Urine was first stored at −20°C, then thawed and centrifuged at 10°C and 

2000g for 5 min, before aliquoting and long-term storage at −80 °C.   

Samples were analysed by ultraperformance liquid chromatography-mass spectrometry, using an 

ACQUITY UPLC system coupled to a Xevo triple quadrupole mass spectrometer (both Waters, 

Milford, MA, USA); method described in detail elsewhere (117). Samples were assayed in 

duplicate or triplicate. Urinary creatinine and neopterin concentrations were calculated as µm/L 

and mg/dL; UNCR was expressed in micromole per mole. This method has high test-retest 

precision (inter-day coefficient of variation 5.6%, intra-day 2.0%) and low limits of both detection 

(0.3 μg/L) and quanitification (1 μg/L) (117). 

Analysis of longitudinal UNCR and infection data was performed using a custom-built script in 

MATLAB (Mathworks, Natick, MA, USA). For each participant, the infection and UNCR time-series 

were aligned and episodes marked. At-risk periods were defined as 2 weeks prior and 5 weeks 

following an episode (41, 42), except for planned events such as vaccination or surgery where the 

at-risk period began on the day of the event. The linear regression line passing through all points 

outside at-risk periods was calculated and used as the baseline (see example in Figure 9). For each 

episode, peak height was calculated as the maximum difference between measured UNCR and 

regression baseline during the at-risk period, expressed as a percentage of the regression baseline 

value (Figure 9). Reported episodes without a peak above baseline were discarded, on the basis 

that such episodes would reflect either genuine infection without systemic inflammatory 

response, or over-reporting of perceived infection symptoms – both scenarios with the potential 

to confound the analysis. For each participant, the output of analysis was the annualised rate of 

episodes and the mean percentage UNCR peak height during episodes. In addition, mean UNCR 

was calculated for each participant by taking the mean of all UNCR values over the study period. 

The adjusted mean was calculated by excluding those values within at-risk periods from the 

calculation, to give a better idea of baseline UNCR outside of discrete inflammatory episodes. 
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Figure 9 Example of longitudinal UNCR and symptoms analysis for a single individual. 

The top panel shows UNCR data plotted as a time-series (blue). Episodes of 

participant-reported infection were marked (red lines) with surrounding at-risk 

periods (pink bars). A regression line (orange) was fitted, excluding points within the 

at-risk periods. This represents the participants’ own baseline, which may vary over 

time. 

The bottom panel is an expansion of the first at-risk period. At each point, the 

difference was calculated between measured UNCR (blue) and the corresponding 

regression baseline (orange, differences marked with dashed lines), and expressed as 

a percentage of the regression baseline value. Conceptually, this reflects UNCR 

elevation over the expected value at that time. The maximum difference (bounded 

by orange triangles) is taken to represent the peak height, and the inflammatory 

response to the episode. The process was repeated for each at-risk period, and the 

summary value for each participant was the mean of peak heights. 
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3.3.3 Radiological measures of disease progression  

3.3.3.1 Overview of radiological measures 

Radiological measures provide an objective and sensitive marker of disease progression. Since 

progression in MS is slow, reliance on clinical measures alone requires a prohibitively large sample 

size or study duration (120). Primary outcomes based on imaging are widely accepted in MS 

clinical trials (121), and brain atrophy was the primary outcome for the SIMS study. 

All imaging was conducted on the 3T MR unit (Skyra, Siemens, Erlangen, Germany) at University 

Hospital Southampton NHS Foundation Trust, using a 20‐element phased‐array head and neck 

coil. Due to the long duration of the study, scans at entrance and exit were naturally interleaved. 

The imaging protocol comprised (detailed protocol information in Appendix B):  

• 3D magnetization prepared-rapid gradient echo (MP-RAGE) covering the whole 

brain: TR = 2200 ms, TE = 2.45 ms, TI = 900 ms, flip angle = 8°, GRAPPA 

(GeneRalised Autocalibrating Partial Parallel Acceleration) 

undersampling with parallel imaging factor =2, field‐of‐view 250 × 250 × 

176 mm3, voxel size 1.0 × 1.0 × 1.0 mm3. Chosen to provide structural 

imaging with isotropic voxels and excellent grey-white matter contrast, 

suitable for volume and atrophy estimation and tissue classification 

(122).  

• Axial turbo spin echo T2‐weighted sequence covering the whole brain: TR = 4400 

ms, TE = 9/90 ms, field‐of‐view 250 × 203 ×149  mm3, voxel size 1.0 × 

1.0 × 3.0 mm3, 45 slices (distance factor = 10%). Chosen as standard in 

the assessment of MS lesions (11).  

• Axial fluid‐attenuated inversion recovery (FLAIR) covering the whole brain: TR = 

5000 ms, TE = 397 ms, TI = 1800 ms, field‐of‐view = 256 × 248 × 194 

mm3, voxel size 1.0 × 1.0 × 1.1 mm3, 176 slices.  Chosen to facilitate MS 

lesion detection and automated segmentation (122). 

• 3D MP-RAGE covering the spinal cord from fourth ventricle to T4: TR = 2200 ms, TE 

= 2.45 ms, TI = 900 ms, flip angle = 8°, GRAPPA undersampling with 

parallel imaging factor = 2, field of view 176 x 250 x 250 mm3, voxel size 

1.0 x 1.0 x 1.0 mm3. 

The analysis pipeline was developed in MATLAB and optimised for parallel execution on an 8-core 

workstation running Linux Red Hat 7 (Red Hat Inc, Raleigh, NC, USA). Images were exported from 

the scanner in DICOM (Digital Imaging and Communications in Medicine) format and converted to 
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NIFTI (Neuroimaging Informatics Technology Initiative) format using dicm2nii (open source code 

from Xiangui Li, Ohio State University). 

3.3.3.2 Longitudinal brain atrophy measurement 

Brain atrophy reflects irreversible axonal loss (123). Whole-brain atrophy was quantified using 

SIENA (124), part of the software package FSL (125), as the percentage whole brain volume 

change (PBVC) between the two imaging timepoints, and then annualised. Negative values for 

volume change represent atrophy. Many methods are available for longitudinal brain atrophy 

calculation, but SIENA is widely used and has been demonstrated to be accurate and robust, with 

reported 0.15% error (124). SIENA starts by extracting brain and skull images from the two-

timepoint whole-head input data (126). Settings of the brain extraction tool (FSL-BET) were 

modified from default according to optimisation recommendations for MS (127), namely by 

cropping of the field of view (using the FSL tool ‘RobustFOV’), and use of option ‘-B’ with a 

fractional intensity threshold of 0.1 (the same optimisation was applied to all uses of BET in this 

work). Standard-space masking was also applied to improve removal of non-brain tissue, as this 

has previously been shown to improve SIENA output (128). The two brain images were then 

aligned to each other using the skull images to constrain the registration scaling (129), and both 

brain images were resampled into the space halfway between the two. Next, tissue-type 

segmentation was carried out using FSL-FAST (130) to find brain/non-brain edge points, and then 

perpendicular edge displacement (between the two timepoints) was estimated at these edge 

points. Finally, the mean edge displacement was converted into a (global) estimate of PBVC 

between the two timepoints. An example of the SIENA output is shown in Figure 10. 
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Figure 10 Example of longitudinal brain atrophy calculation by SIENA. 

The baseline scan is brain extracted (panel A), and tissue-type segmented (B) to 

identify the edges of brain and non-brain tissue. The same operations are performed 

on the follow-up scan (C and D). Perpendicular edge motion between the two images 

is then calculated (E, atrophy shown in blue). There is actually a small error in this 

randomly-selected example, as a black hole lesion in the left parieto-occipital white 

matter has been labelled as brain in the baseline scan (B, arrow), but as non-brain in 

the follow-up scan (D, arrow). 

In preliminary analyses errors were found in the conventional implementation of SIENA due to the 

presence of so-called ‘black holes’. Black holes are T1-hypointense MS lesions which reflect areas 

of axonal destruction; in fact T1 intensity in a black hole correlates with axonal density (131). 

Tissue segmentation in FSL-FAST is a forced choice between grey matter (GM), white matter 

(WM), CSF, and non-brain. The classification of GM vs WM is irrelevant as both are counted as 

brain tissue. However, the classification of GM or WM vs CSF or non-brain is crucial, as this is the 

basis for edge detection. Since FAST makes use of signal intensity and neighbourhood information 

(130), black holes surrounded by normal-appearing WM can be misclassified as WM, and if so will 

be incorrectly counted as brain tissue (an example is shown in Figure 11). Out of 53 participants 

paired scans later analysed with conventional FAST, 43 (81%) had at least one scan with at least 

one misclassified black hole lesion. Other studies have dealt with lesions by performing lesion-

filling before performing SIENA (132); areas within the lesion mask are filled with signal matched 

to surrounding brain tissue. However, valuable information is lost in this process, as black holes 

are then segmented as brain tissue by FAST, and a change in black hole volume is therefore 

incorrectly excluded from the calculation of change in brain volume.  
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Figure 11 Black holes may be missed during tissue segmentation. 

A T1-weighted image (left) has been tissue-type segmented (right) using FSL-FAST. 

Black hole lesions are visible in next to the posterior horns of both lateral ventricles 

(arrowed). These have signal intensity comparable to CSF. However, in the 

segmentation these are classed as brain tissue.  

A new method for dealing with black holes was developed and named ZEFRAM (ZEro-Filled 

Robust Atrophy Measurement). This method makes use of the robust perpendicular edge motion 

detection capabilities of SIENA, which makes no distinction between internal and external edges. 

Black holes were defined as T2/FLAIR-hyperintense lesions with corresponding T1 signal intensity 

less than GM, as in previous studies (133-135). The T1 image was first segmented using FAST, and 

the mean signal intensity of GM computed. The WM map and lesion map (see Section 3.3.3.4 

below) were then used to fill holes in the T1 image, using the ‘lesion filling’ command in FSL. The 

lesion map was then registered into T1 space; each lesion voxel was classed as a black hole voxel if 

the (unfilled) T1 signal intensity were less than the mean value for GM. The resulting black hole 

map was then inverted and multiplied with the filled T1 image, resulting in a new synthetic T1 

image with non-black hole lesions filled with surrounding NAWM, and black holes ‘zero-filled’, i.e. 

with signal intensity set to zero (as shown in Figure 12).  



Chapter 3 

31 

 

Figure 12 Zero-filling of black holes by ZEFRAM. 

Black holes in the raw T1-weighted image (left) have been zero-filled (right), only if 

their signal intensity is less than that of grey matter. 

When passed into SIENA, this modification forces FAST to treat the zero-filed black holes as non-

brain, as their signal intensity is markedly different from any other structures. The edge between 

a black hole and surrounding brain tissue is examined for perpendicular motion, along with other 

internal and external edges. Meanwhile the filling of non-black hole lesions prevents their 

misclassification as non-brain. The additional advantage of this method is that a separate metric 

of black hole change can be obtained. The volume of black hole voxels at each timepoint was 

measured and corrected for head size using the normalisation factor derived from SIENAX (see 

Section 3.3.3.3 below); the percentage volume change of black holes can then be calculated. 

3.3.3.3 Cross-sectional brain volume measurement 

Cross-sectional measurements of brain tissue volumes, normalised for subject head size (NBV), 

were quantified by SIENAX (124), also part of FSL. The lesion-filled and black hole erased T1 

images synthesised for SIENA were used for this analysis; the significant confounding effect of 

lesions on SIENAX has previously been reported (136, 137). SIENAX starts by extracting brain and 

skull images from the single whole-head input data using BET (126). The brain image is then 

affine-registered (129) to MNI152 standard space (138) using the skull image to determine the 

registration scaling; this is primarily in order to obtain the volumetric scaling factor, to be used as 

a normalisation for head size. Next, tissue-type segmentation with partial volume estimation is 

carried out (130) to calculate total volume of brain tissue. This includes separate estimates of 
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volumes of GM, WM, cortical GM, and ventricular CSF. The change in regional volumes between 

timepoints was expressed as the annualised percentage change from baseline. 

The advantage of SIENAX over SIENA is that it is possible to estimate tissue-specific volumes, and 

thus assess tissue-specific atrophy. Grey matter atrophy, for example, is associated with disability 

accumulation in MS (139). The disadvantage of SIENAX, however, is that measurements of change 

across serial cross-sectional measurements are less precise than longitudinal measurements, as 

normalisation and segmentation introduce sources of error. Total error is reported as 0.5-1% for 

SIENAX, compared to 0.15% for SIENA (124). Hence the measurements of whole brain atrophy 

were taken from SIENA, not SIENAX. 

3.3.3.4 Cross-sectional brain lesion measurement 

Brain MS lesions were segmented by the lesion growth algorithm (140) from the lesion 

segmentation toolbox (LST) version 20.0.15, operating within the software package SPM version 

12, in MATLAB. This method has been validated in MS (141) and is fully automated. The algorithm 

first segments the isotropic T1 image into tissue classes, and then combines the information with 

co‐registered FLAIR intensities to calculate lesion belief maps. These maps are binarised with a 

cut‐off (κ = 0.3) determined by visual inspection, to produce an initial binary lesion map. This is 

then grown along voxels that appear hyperintense in the FLAIR image, to produce a lesion 

probability map. The probability map is binarised with a final threshold of 1, and the total lesion 

volume and number of lesions extracted. An example is shown in Figure 13. The process was 

repeated for both imaging timepoints, and the change in both lesion volume and number was 

computed (as difference).  
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Figure 13 Example of automated legion segmentation. 

The FLAIR image (left) has been segmented to create a mask of lesions (right). 

3.3.3.5 Cross-sectional spinal cord area measurement 

MRI often reveals abnormalities of the spinal cord in MS, especially in the cervical region, and 

these are likely involved in the development of mobility and bladder symptoms which contribute 

significantly to the disability of MS (142). Atrophy of the spinal cord is seen over time, and this 

likely reflects axonal loss (143). Several studies have shown that measurements of spinal cord 

atrophy are accurate, reproducible, sensitive to change, and correlate well with clinical disability 

(144-147). Longitudinal studies have reported a cervical cord atrophy rate in MS of around 2-3% 

per year (148-152). High-resolution 3D T1-weighted images with 1mm isotropic voxels are usually 

used (153), and several techniques for semi-automated (147, 153, 154) and automated analysis 

are available. The automated method PropSeg (155), part of the Spinal Cord Toolbox (156), was 

chosen for this study as it has excellent scan-rescan reliability, correlates with clinical disability 

(157), and minimises operator bias. The method relies on propagation and iterative improvement 

of a deformable model, with adaptation to local differences in contrast-to-noise as is often the 

case in the large field-of-view in a spinal cord image. The mean cross-sectional area (CSA) 

between C2-C5 levels was computed (see Figure 14). Since spinal cord area varies according to 

subject size a number of normalisation methods have been discussed (158), but in this case where 

serial within-participant measurements are compared normalisation is not required as the 

participant is their own control. For each individual the change in CSA between timepoints was 

expressed as the annualised percentage change from baseline. 
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Figure 14 Example of automated spinal cord segmentation. 

The T1-weighted image (left) has been segmented to create a mask of the spinal cord 

(right). 

3.3.3.6 Quality control of radiological data 

All raw images were visually inspected by an experienced neuroradiologist (Janine Domjan, 

University Hospital Southampton NHS Foundation Trust); subjects with inadequate image quality 

(due to movement artefact, for example) were recalled for repeat imaging as soon as possible. 

Intra-rater reliability was not analysed since the report of visual inspection was not a study 

outcome. 

For SIENA and SIENAX: the intermediate results of brain extraction, image registration, and 

segmentation were visually examined in all cases, blinded to the result of analysis. In the case of 

incomplete segmentation or poor registration the brain mask was manually adjusted, either by 

incremental modification of BET settings or by manual editing. Manual adjustment has been 

shown to improve the accuracy of fully automated SIENA without introducing significant 

variability (159). In any cases where BET was adjusted in SIENA, the same modifications were 

made in SIENAX.   

For LST: The lesion map was visually examined in combination with the FLAIR to ensure the 

appropriateness of classification. In the case of inappropriate classification, the initial threshold 

value was manually adjusted, and the adjustment applied to both timepoints. 

For PropSeg: the segmented spinal cord mask was visually examined in all cases, and manually 

edited where required.  
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3.3.4 Clinical measures of disease progression  

Clinical data collection was performed by trained examiners at recruitment and every 6 months 

thereafter. The majority by of assessments were conducted by Monica Fenn (Research Nurse) and 

Elizabeth Jarman (Research Physiotherapist, both R&D Department, University Hospital 

Southampton NHS Foundation Trust), and a smaller number of assessments were conducted by 

me. These comprised a range of validated assessments chosen to capture the breadth of MS 

disability (more details in Appendix C):  

• Expanded Disability Status Scale (EDSS), the most widely used scale for this purpose 

(160), though heavily biased towards spinal disease and ambulation 

restriction (161). Higher scores reflect greater disability due to MS. 

Scores 0-3.5 reflect full ambulation, 4.0-6.5 independent ambulation 

with restriction, and ≥7.0 inability to walk. 

• Multiple Sclerosis Functional Composite (MSFC), combining the 9-hole peg test 

(9HPT), timed 25-foot walk (T25FW), and Paced Auditory Serial Addition 

Test (PASAT), and providing a more global picture of upper limb 

function, lower limb function, and cognition, respectively (162). Values 

are standardised as z-scores according to the group baseline mean, 

where the units are standard deviations from the group mean. More 

negative scores reflect greater relative disability.  

• Multiple Sclerosis Impact Scale (MSIS-29), a patient-reported scale designed to 

capture the physical (20 questions) and psychological (9 questions) 

impact of MS (163). Each set of questions has five response options, 

and the summed result of each set is scaled to give a score out of 100. 

Higher scores reflect greater impact.  

• Chalder fatigue scale (FS), a patient-reported scale measuring the severity of both 

physical and mental fatigue (164), disabling symptoms in MS. 11 items 

are scored on a scale with up to 3 points each, giving a combined 

maximum score of 33. Higher scores reflect greater fatigue.  

• Beck Depression Inventory (BDI) was also performed as depression is common in 

MS (165) and can affect performance on other tests, especially 

cognitive. 21 items are scored on a scale with up to 3 points each, 

giving a combined maximum score of 63. Higher scores reflect greater 

severity of depressive symptoms.  
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For the above clinical scores, change variables were computed as:  

• Annualised difference between value at study entrance and exit.  

• Presence or absence of a clinically meaningful change. For EDSS, defined as an 

increase by 1 point if baseline EDSS ≤5.5 or by 0.5 points if baseline 

EDSS  >5.5, which is the standard definition used in clinical trials for 

example that of ocrelizumab (166); for MSFC a decrease of 20% in 

combined score or in an individual component (167); for MSIS-physical 

an increase of 7 points (168); for MSIS-psychological an increase of 6 

points (169). To control for between-participant differences in follow-

up duration, all scores were normalised to a per-protocol duration of 

2.5 years before binarisation. 

3.4  Methods 

3.4.1 Study design 

Participant flow through the study is outlined in Figure 15. Baseline activities in the first month 

were split over three separate visits to increase tolerability. After screening, eligible participants 

were invited to a clinic visit (week 1) to receive detailed verbal and written information about the 

study. If happy to proceed the participant returned one week later (week 2) to complete: written 

consent, baseline clinical data collection (split over two weeks), weekly online diary, and urine 

collection, MRI safety screening, and practice of visit procedures. At the week 3 clinic visit 

remaining clinical data collection was completed, and the urine collection kit was provided to 

begin weekly collection. Participants returned at 3-monthly intervals for return of stored urine 

samples and provision of new kit, and at 6-monthly intervals for repeat clinical data collection 

(detailed description in Section 3.3.3; again, split over two weeks for tolerability). 

 

Figure 15 Gantt chart showing SIMS study activities.  
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Clinical data collection comprised the clinical measures of disease progression (detailed above) in 

addition to the following: age, sex, ethnicity, MS disease classification, MS disease duration, 

weight (kg), height (cm), handedness, smoking history, drug history especially usage of statins, 

which have been shown to slow brain atrophy (170), past medical history including detailed 

inventory of chronic inflammatory conditions, and urine symptom questionnaire.  

The study entrance MRI was performed shortly after recruitment, and the study exit MRI at 2.5 

years. For participants withdrawing from the study early, the study exit MRI was performed 

before withdrawal if possible. Participants who wished to remain on the study for a 6-month 

extension could do so.  

3.4.2 Ethical approval  

The study was approved by the National Research Ethics Service Committee South Central – 

Hampshire B (reference 12/SC/0176) and by the institutional review board (ERGO 5562). 

Experiments were conducted in accordance with the Declaration of Helsinki and all subjects gave 

informed written consent.  

3.4.3 Participants  

Eligible participants were adults aged >18 with a diagnosis of progressive MS according to the 

2017 revisions of the McDonald criteria (171) (primary progressive MS or secondary progressive 

MS without superimposed relapses), and availability of a home freezer for storing urine samples. 

To minimise skewing of recruitment to an older and more disabled cohort (and thus maximise the 

chances of detecting significant changes in measures of disease progression), eligible participants 

aged ≥60 or with EDSS score ≥6.0 were initially held in reserve. Exclusion criteria were use of 

disease-modifying or immunosuppressive treatment in the last 6 months, or pregnancy.  

The study setting was the Wessex region of southern England (the counties of Hampshire, Dorset, 

Wiltshire, and West Sussex), with a combined population of approximately 3.2 million (172). 

According to the latest UK prevalence figures (173) this would suggest a population of just under 

6000 individuals with MS in the study region. Participants were recruited by (1) referrals from 

neurologists and MS nursing teams in hospital and community settings, and (2) advertisement 

through local branches of the MS Society, MS Trust, and MS therapy centres as well as through 

electronic media. All study visits were conducted at either University Hospital Southampton NHS 

Foundation Trust or Poole Hospital NHS Foundation Trust.   



Chapter 3 

38 

3.4.4 Sample size   

As this was a pilot study addressing a novel hypothesis, an estimate of effect size could not be 

obtained from the literature. However, pooled data for brain atrophy in progressive MS indicated 

that if the cohort were divided into two equal-sized groups based on exposure one would require 

a sample size of 56 over 2 years to detect a 50% difference with 80% power (174).  

3.4.5 Statistical analysis  

The pre-specified primary outcome was brain atrophy, while the other outcomes were secondary. 

A priori, the data was to be analysed by grouping of study participants into high and low 

inflammatory responders to enable between-group comparisons of outcome measures. 

P < 0.05 was used to reject the null hypothesis though individual P values in the region of 0.05 

were considered modest degrees of evidence, whichever side of the threshold (175). 

All statistical analyses in this and further chapters were conducted using SPSS version 24 (IBM 

Corp., Armonk, NY, USA). Frequency distributions, normal probability plots and Kolmogorov–

Smirnov testing were used to test for normal distribution of raw or logarithmically transformed 

data. 

3.4.6 Testing of SIENA-ZEFRAM 

In a sub-study, the performance of the ZEFRAM modification to SIENA was tested by examining 

the correlation of brain atrophy progression to clinical progression. Atrophy measurements by the 

SIENA-ZEFRAM method were compared against the two methods commonly used in the 

literature, namely SIENA with the Popescu optimisations alone (127), or with Popescu 

optimisations and lesion filling (132). The results are shown in Appendix D. 

3.5 Results  

3.5.1 Participants  

In total 53 participants completed the study and were included in the final analysis. Eligible 

participants were recruited from April 2013 to September 2017. The last visit of the last 

participant was in August 2020. One participant completed the study but was excluded from the 

analysis as they developed aggressive relapsing MS shortly after study exit and their eligibility was 

revised. The STROBE diagram (176) for the study is shown in Figure 16.  
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Figure 16 Path of all eligible and recruited participants through the SIMS study.  

* 1 participant developed aggressive relapsing MS shortly after study exit and was 

excluded from the analysis due to revision of their eligibility. + includes one 

participant who died. 

3.5.2 Adverse events  

One participant died unexpectedly after one month on the study. This was classed as an unrelated 

serious adverse event, and their data was not included in the analysis.  

3.5.3 Data quality  

Since the primary outcome was brain atrophy, study entrance and exit dates for each participant 

were determined according to dates of baseline and follow-up MRI scans. Mean follow-up 

duration was 2.5 years (range 1.3-3.2 years). 50 (94%) participants achieved at least 2 years of 

follow-up, and 39 (74%) participants achieved at least 2.5 years of follow-up. The completion 

rates for all outcome measures are outlined in Table 3, and described in more detail below.  
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Table 3 Number (percent) of participants with complete data for outcome measures. 

For clinical measures missing data were imputed from recent assessment if available; 

the number imputed in this way is shown in square brackets. In the ‘both timepoints’ 

column participants with imputed data are counted as complete.  

EDSS = Expanded Disability Status Scale, MSFC = Multiple Sclerosis Functional 

Composite, MSIS = Multiple Sclerosis Impact Scale, FS = Fatigue Scale, BDI = Beck 

Depression Inventory. 

Data source Baseline Follow-up Both timepoints 

Radiological progression measures 

Brain atrophy n/a n/a 53 (100%) 

Regional brain 

volumes 

53 (100%) 53 (100%) 53 (100%) 

Lesion measures 53 (100%) 53 (100%) 53 (100%) 

Spinal cord area 52 (98.1%) 52 (98.1%) 51 (96.2%) 

Clinical progression measures 

EDSS 50 (94.3%) [3]  50 (94.3%) [1] 51 (96.2%) 

MSFC 53 (100%) 51 (96.2%) [2] 53 (100%) 

MSIS-29 52 (98.1%) [1] 53 (100%) 53 (100%) 

FS 53 (100%) 53 (100%) 53 (100%) 

BDI 53 (100%) 53 (100%) 53 (100%) 

71.7% of participants achieved the target diary completion rate of 75%. Mean diary completion 

rate was 80.0%. 90.6% of participants achieved the target urine collection completion rate of 75%; 

mean collection rate was 87.4%.  

2 participants required recall for a repeat imaging session, in both cases for repeat spinal cord 

imaging. 

SIENA/SIENAX: Grey-white matter contrast was good in all MP-RAGE images. The Popescu (127) 

recommendations for BET require extreme tolerances, and in this cohort 32 (60%) of cases were 

found to be sub-optimal during manual quality control. In all these cases brain extraction was too 

conservative, leaving large amounts of non-brain tissue which later confounded FAST 
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segmentation, and therefore atrophy measurement. All cases achieved satisfactory results after 

manual adjustment. 

LST: CSF suppression and lesion contrast were good in all FLAIR images. The recommended initial 

threshold (κ= 0.3) was suitable in all cases. During initial study set-up FLAIR sequences were 

omitted in 6 participants at the first timepoint; in these cases, a lesion mask was manually created 

on the T2 image using FSLeyes (177) and used for lesion filling and black hole detection. For 

consistency, in these cases manual lesion segmentation was used at both timepoints (even 

though FLAIR images were available for all cases at the second timepoint). Manual lesion masking 

was conducted in a randomised order, maintaining blinding as to subject and timepoint. A 

comparison of cases with manual versus automatic lesion segmentation showed no significant 

difference in baseline lesion volume (4.2 vs 6.2 ml, P=0.54, t-test) but a trend to lower lesion 

count (11.2 vs 20.1, P=0.06, t-test) in manual cases.  

PropSeg: In a randomly selected sample of spinal cord images (n=5), contrast-to-noise ratio (CNR) 

between spinal cord and surrounding CSF was approximately 5:1, less than in other reports (153) 

though the algorithm performed well overall. The quality of segmentation was good in 51 (96%) 

cases, however, in 2 (4%) cases an acceptable segmentation could not be achieved; one due to 

poor CNR and one due to movement artefact. In 31 (58%) cases manual editing was required, and 

in 9 (17%) cases the automating vertebral labelling failed and was done manually. 

3.5.4 Baseline clinical and radiological data  

Baseline descriptive data for the study group are given in Table 4 and Table 5. Values for MSFC are 

not shown in Table 4, as this measure was expressed as a z-score calculated using the baseline 

mean. Hence the whole group mean z-score was by definition zero and conveys no information. 

There was no significant difference in group means between PPMS and SPMS (P = 0.62, t-test).  

Compared to the PPMS group, the SPMS group had significantly more females (36.7 vs 82.6%, P = 

0.0008, Fisher’s exact test) and longer disease duration (9.4 vs 16.8 years, P = 0.001, t-test). The 

SPMS group also experienced greater psychological impact (MSIS-Psych 19.8 vs 16.0, P = 0.02, t-

test) and fatigue (FS 17.3 vs 14.0, P = 0.05, t-test), and there was a trend for greater depression 

scores (BDI, 6.4 vs 4.1, P = 0.08, t-test). There were also trends for higher EDSS (5.4 vs 6.0, P = 

0.07, t-test), lesion count (17.2 vs 22.8, P = 0.10, t-test), and black hole volume in SPMS (2.9 vs 5.8 

ml, P = 0.06, t-test), and lower WM volume (0.68 vs 0.66 litres, P =0.10, t-test). 

 

 



Chapter 3 

42 

Table 4 Baseline demographic and clinical data for the SIMS study. 

For scalar variables, values are mean (SD). Percentages are rounded.  

PPMS = primary progressive multiple sclerosis, SPMS = secondary progressive 

multiple sclerosis, EDSS = Expanded Disability Status Scale, MSFC = Multiple Sclerosis 

Functional Composite, MSIS = Multiple Sclerosis Impact Scale, FS = Fatigue Scale, BDI 

= Beck Depression Inventory. 

Variable  PPMS group 

(n=30)  

SPMS group 

(n=23)  

Whole group 

(n=53)  

P-value for 

PPMS vs SPMS 

Demographics 

Age (years)  54.0 (9.9) 53.3 (4.6) 53.7 (8.0) 0.73 

Sex (% female)  36.7 82.6 56.6 0.0009 

MS disease duration (years)  9.4 (8.1) 16.8 (7.4) 12.6 (8.6) 0.001 

Body mass index (kg/m2)  28.3 (5.2) 28.1 (6.9) 28.2 (5.9) 0.88 

Smoker (%)  16.7 8.7 13.2 0.92 

Statin use (%)  33.3 26.1 30.2 0.75 

Co-morbidities (%)  20.0 21.7 20.8 0.57 

Clinical measures 

EDSS (points) 5.4 (1.6) 6.0 (0.8) 5.9 (1.3) 0.07 

MSIS-Phys (points)  46.6 (14.1) 50.1 (12.0) 48.2 (13.2) 0.33 

MSIS-Psych (points)  16.0 (5.4) 19.8 (5.7) 17.7 (5.8) 0.02 

FS (points)  14.0 (6.3) 17.3 (5.6) 15.5 (6.2) 0.05 

BDI (points)  4.1 (4.2) 6.4 (4.8) 5.1 (4.6) 0.08 

 

 

 

 

 

 



Chapter 3 

43 

Table 5 Baseline radiological data for the SIMS study. 

Values are mean (SD). 

Variable  PPMS group 

(n=30)  

SPMS group 

(n=23)  

Whole group 

(n=53)  

P-value for 

PPMS vs SPMS 

Normalised brain volumes (l)      

  - Whole brain  1.43 (0.07) 1.42 (0.06) 1.43 (0.07) 0.65 

  - Grey matter  0.75 (0.06) 0.76 (0.05) 0.76 (0.05) 0.63 

  - White matter  0.68 (0.03) 0.66 (0.03) 0.67 (0.03) 0.10 

  - Cortical grey matter  0.59 (0.05) 0.60 (0.04) 0.60 (0.04) 0.63 

  - Ventricles  0.06 (0.03) 0.06 (0.02) 0.06 (0.03) 0.76 

Lesion count  17.2 (11.4) 22.8 (12.2) 19.7 (12.0) 0.10 

Lesion volume (ml)  4.2 (6.5) 7.1 (7.0) 5.5 (6.8) 0.13 

Black hole volume (ml) 2.9 (4.6) 5.8 (6.2) 4.2 (5.5) 0.06 

Cervical cord area (mm2) 59.7 (7.9) 60.9 (5.8) 60.2 (7.0) 0.55 

 

 

 

 

 

 

 

 

 

 

 

 



Chapter 3 

44 

Both physician- and patient-reported clinical measures of disability correlated well with each 

other, as shown in Table 6. 

Table 6 Correlation matrix between baseline clinical measures of disability in the SIMS study. 

Values are correlation coefficient and P-value, all by Spearman’s rank test. All values 

were significant (P < 0.05); cells are colour-coded according to the strength of 

correlation (at intervals of r > 0.3, 0.5, or 0.7). EDSS = Expanded Disability Status. 

MSFC = Multiple Sclerosis Functional Composite. MSIS = Multiple Sclerosis Impact 

Scale (-Phys = Physical subscore, -Psych = Psychological subscore). FS = Fatigue Scale. 

BDI = Beck’s Depression Inventory. For MSFC, more negative scores reflect more 

severe disability. 

Variable EDSS MSFC MSIS-Phys 
MSIS-

Psych 
FS BDI 

EDSS  
-0.48 

0.0003 

0.616 

<10-6 

0.36 

0.007 

0.34 

0.01 

0.34 

0.01 

MSFC 
-0.48 

0.0003 
 

-0.61 

10-6 

-0.38 

0.004 

-0.44 

0.001 

-0.30 

0.03 

MSIS-Phys 
0.62 

<10-6 

-0.61 

10-6 
 

0.65 

<10-6 

0.61 

10-6 

0.59 

<10-5 

MSIS-

Psych 

0.36 

0.007 

-0.38 

0.004 

0.65 

<10-6 
 

0.74 

<10-9 

0.75 

<10-9 

FS 
0.34 

0.01 

-0.44 

0.001 

0.61 

10-6 

0.74 

<10-9 
 

0.53 

<10-4 

BDI 
0.34 

0.01 

-0.30 

0.03 

0.59 

<10-5 

0.75 

<10-9 

0.53 

<10-4 
 

Median brain volume was significantly lower in smokers compared to non-smokers (1.37 vs 1.44 

litres, P = 0.02, t-test). Lesion volumes and counts were significantly negatively correlated with 

brain volume (for lesion volume: ρ = -0.43, P = 0.001, for lesion count: ρ = -0.35 , P = 0.01, all 

Spearman’s). In a multiple linear regression 41% of the variance in brain volume could be 

explained by age, gender, EDSS, lesion volume, and disease duration (see Table 7).  
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Table 7 Multivariable regression of predictors of baseline brain volume. 

Unadjusted r2 of the whole model was 0.41. Regression method was ‘enter’. 

EDSS = Expanded Disability Status Scale. 

Predictor β P-value 

Age, per year -0.30 0.02 

Female sex 0.32 0.02 

Lesion volume, per ml -0.37 0.004 

EDSS, per point -0.08 0.53 

Disease duration, per 

year 

-0.15 0.27 

Whole model  0.0001 

Total brain volume or spinal cord area were not correlated with any of the clinical measures of 

disability. There were trends for cortical volume correlation with MSFC, MSIS-Phys, and FS. In 

contrast, lesion measures were strongly correlated with many clinical measures of disability, 

including MSFC, MSIS-Phys, and MSIS-Psych , as shown in Table 8. 

Mean BMI was significantly higher in statin users than in non-users (31.7 vs 26.7, P = 0.004, t-

test).  

Statin use itself was not associated with any significant difference in brain volume (P = 0.34, t-

test), though there was modest evidence for slightly lower cortical grey matter volume in statin 

users (0.58 vs 0.60 litres, P = 0.07, t-test); 
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Table 8 Correlation matrix between radiological and clinical measures of disability. 

Values are correlation coefficient and P-value, all by Spearman’s rank test. Significant 

correlations (P<0.05) are flagged in red. EDSS = Expanded Disability Status. MSFC = 

Multiple Sclerosis Functional Composite. MSIS = Multiple Sclerosis Impact Scale (-

Phys = Physical subscore, -Psych = Psychological subscore). FS = Fatigue Scale. BDI = 

Beck’s Depression Inventory. 

Radiological 

measure 
EDSS MSFC MSIS-Phys 

MSIS-

Psych 
FS BDI 

Brain 

volume  

-0.18 

0.20 

0.20 

0.23 

-0.16 

0.24 

-0.06 

0.24 

-0.21 

0.14 

-0.05 

0.72 

GM volume -0.19 

0.23 

0.21 

0.13 

-0.22 

0.12 

-0.13 

0.36 

-0.21 

0.13 

-0.14 

0.33 

WM 

volume 

-0.10 

0.49 

0.03 

0.83 

0.02 

0.91 

0.07 

0.63 

-0.09 

0.52 

0.06 

0.67 

Cortical 

volume 

-0.17 

0.22 

0.23 

0.09 

-0.26 

0.06 

-0.13 

0.37 

-0.24 

0.09 

-0.18 

0.21 

Lesion 

count 

0.13 

0.34 

-0.42 

0.002 

0.33 

0.02 

0.29 

0.04 

0.23 

0.10 

0.16 

0.25 

Lesion 

volume 

0.14 

0.32 

-0.42 

0.002 

0.30 

0.03 

0.27 

0.05 

0.28 

0.05 

0.20 

0.16 

Black hole 

volume 

0.14 

0.34 

-0.44 

0.001 

0.30 

0.03 

0.26 

0.06 

0.27 

0.06 

0.17 

0.23 

Spinal cord 

area 

-0.07 

0.64 

0.09 

0.53 

-0.09 

0.56 

0.20 

0.17 

0.06 

0.67 

0.07 

0.63 
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3.5.5 Clinical and radiological progression during follow-up  

The study group was examined for evidence of brain atrophy during the follow-up period, as well 

as evidence of progression in the secondary outcome measures. The group mean annualised brain 

volume change was -0.43%, and significantly less than zero (P = 10-10, one sample t-test). Based on 

the reported pathological cut-offs for brain atrophy rate (178), 25 (47.2%), 20 (37.7%), and 16 

(30.2%) of participants were in the pathological range at specificity levels of 80%, 90%, and 95% 

respectively. The group means for the other radiological measures are shown in Table 9. There 

were no differences between groups for any of the measures. 

Table 9 Radiological progression during follow-up.  

All values are annualised group mean (standard deviation). 

Radiological measure of change PPMS group 

(n=30)  

SPMS group 

(n=23)  

Whole group 

(n=53)  

P-value for 

PPMS vs 

SPMS 

Brain volume (%/year) -0.43 (0.39) -0.42 (0.37) -0.43 (0.38) 0.97 

Lesion volume (ml/year) 0.19 (0.37) 0.16 (0.70) 0.17 (0.53) 0.86 

Lesion count (lesions/year) 0.40 (2.10) 0.02 (1.59) 0.23 (1.89) 0.46 

Black hole volume (ml/year) 0.07 (0.31) 0.11 (0.68) 0.09 (0.50) 0.80 

Spinal cord cross-sectional area 

(%/year) 

-2.1 (2.0) -2.4 (1.8) -2.3 (1.9) 0.63 

For the cross-sectional measures, pairwise testing (t-test) of entrance and exit values 

(uncorrected for between-participant differences in follow-up duration) showed significant 

increases in ventricular volume (56.1 vs 58.4 ml, P < 10-5) and lesion volume (5.5 vs 6.8 ml, P = 

0.02), and a decrease in spinal cord area (60.2 vs 56.8 mm2, P < 10-10). There was a trend for a 

decrease in grey matter volume (0.76 vs 0.75 litres, P = 0.07). Similarly, the annualised percentage 

change in these measures was significantly different from zero (one-sample t-test) for ventricular 

volume (P < 10-5), lesion volume (P = 0.02), and spinal cord area (P < 10-10). 

In a stepwise multivariable linear regression with brain atrophy rate as outcome and age, gender, 

disease duration, disease category, smoking, BMI, and statin use as predictors, and either baseline 

EDSS, MSFC, or brain volume as predictors representing disease severity, only baseline MSFC (β = 

0.22, P = 0.003, i.e. less severe disability predicts slower brain atrophy) remained in the final 

model, which explained 16% of the variance in atrophy rate.  

Group values for the annualised change clinical progression measures are shown in Table 10. 
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Table 10 Group values for annualised change in clinical progression measures. 

Values are mean (SD). For MSFC and SC, negative values reflect worsening. 

EDSS = Expanded Disability Status Scale, MSFC = Multiple Sclerosis Functional 

Composite, MSIS = Multiple Sclerosis Impact Scale, FS = Fatigue Scale, BDI = Beck 

Depression Inventory. 

Clinical measure  PPMS group 

(n=30)  

SPMS group 

(n=23)  

Whole group 

(n=53)  

P-value for 

PPMS vs SPMS 

EDSS (points) 0.2 (0.3) 0.0 (0.4) 0.1 (0.3 0.22 

MSFC (z-score) -0.4 (0.7) -0.1 (0.3) -0.3 (0.6) 0.04 

MSIS-Phys (points) 1.2 (3.3) 0.5 (3.5) 0.9 (3.4) 0.50 

MSIS-Psych (points) 0.7 (2.1) 0.1 (2.0) 0.4 (2.1) 0.32 

FS (points) 0.9 (2.5) -0.1 (2.2) 0.5 (2.4) 0.12 

BDI (points) 0.3 (1.5) -0.3 (1.5) 0.0 (1.5) 0.17 

Progression in MSFC was significantly worse in the PPMS group compared to the SPMS group 

(change in z-score -0.4 vs -0.1, P = 0.04, t-test, Cohen’s d = 0.57). 
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Clinically important progression in EDSS (as defined in Section 3.3.4) occurred in 30 (56.6%) 

participants. The number of participants with a clinically important progression in clinical 

measures is shown in Table 11.  

Table 11 Proportion of participants with clinically important progression in secondary 

outcome measures. 

Values are number (%). 

EDSS = Expanded Disability Status Scale, MSFC = Multiple Sclerosis Functional 

Composite, MSIS = Multiple Sclerosis Impact Scale, FS = Fatigue Scale, BDI = Beck 

Depression Inventory. 

 

Clinical measure PPMS group 

(n=30)  

SPMS group 

(n=23)  

Whole group 

(n=53)  

P-value for 

PPMS vs SPMS 

EDSS  18 (60.0) 12 (52.2) 30 (56.6) 0.72 

MSFC 19 (63.3) 11 (47.8) 30 (56.6) 0.72 

MSIS-Phys 7 (23.3) 4 (17.4) 11 (20.8) 0.78 

MSIS-Psych 5 (16.7) 2 (8.7) 7 (13.2) 0.88 

FS 16 (53.3) 11 (47.8) 27 (50.9) 0.69 

BDI 4 (13.3) 2 (8.7) 6 (11.3) 0.83 
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As shown in Table 12, there was a significant positive correlation between brain atrophy and 

MSFC progression rate (for both variables, more negative values imply faster progression). There 

was also a trend for correlation between spinal cord atrophy and EDSS progression rate (for spinal 

cord atrophy more negative values imply faster progression, whereas for EDSS the converse is 

true). 

Table 12 Correlation matrix between longitudinal clinical and radiological measures of 

progression. 

All variables are annualised measured of change over time. 

Values are correlation coefficient and P value, all by Spearman’s. 

EDSS = Expanded Disability Status Scale, MSFC = Multiple Sclerosis Functional 

Composite, MSIS = Multiple Sclerosis Impact Scale, FS = Fatigue Scale, BDI = Beck 

Depression Inventory. 

 Brain 

atrophy 

Lesion 

volume 

change 

Lesion 

count 

change 

Black hole 

volume 

change 

Spinal cord 

area change 

EDSS 

change 

0.02 

0.88 

-0.05 

0.71 

0.04 

0.76 

0.09 

0.54 

-0.26 

0.07 

MSFC 

change 

0.38 

0.005 

0.14 

0.33 

-0.02 

0.89 

0.15 

0.30 

0.09 

0.53 

MSIS-Phys 

change 

-0.07 

0.64 

-0.08 

0.55 

0.13 

0.37 

0.007 

0.96 

0.04 

0.76 

MSIS-Psych 

change 

-.11 

0.45 

-0.14 

0.31 

-0.05 

0.72 

-0.09 

0.54 

0.11 

0.45 

FS change -0.13 

0.36 

0.35 

0.01 

0.14 

0.33 

0.31 

0.03 

0.03 

0.83 

BDI change -0.15 

0.28 

-0.24 

0.09 

0.07 

0.63 

-0.07 

0.62 

-0.04 

0.80 

3.5.6 Inflammatory episodes and systemic inflammatory response 

A total of 463 unique inflammatory episodes were recorded, an average of 8.7 per participant. 

After correcting for differences in follow-up duration, the mean annualised episode rate was 3.3 
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(SD = 2.1) per year. Infections were the most frequent episodes (365 reported episodes, 78.8% of 

total). The breakdown of episode types and their annualised rates are shown in Table 13. There 

were no significant differences between PPMS and SPMS groups, apart from a trend for more 

frequent vaccination in the PPMS group (0.7 vs 0.5 per year, P = 0.07, t-test, Cohen’s d = 0.5). 

When classified by site, the most frequent infections were upper respiratory (35.8%), lower 

respiratory (14.8%), skin (12.6%), bladder (11.2%), and gastrointestinal (10.4%). 

Table 13 Annualised rate of reported systemic inflammatory events. 

Values are group mean (SD). Visceral infections are lower respiratory tract or 

bladder.  

Episode type  PPMS group 

(n=30)  

SPMS group 

(n=23)  

Whole group 

(n=53)  

P-value for 

PPMS vs SPMS 

All episodes 3.2 (2.0) 3.4 (2.2) 3.3 (2.0) 0.73 

Infections 2.4 (1.8) 2.9 (2.3) 2.6 (2.0) 0.37 

Visceral infections 0.6 (0.9) 0.8 (0.9) 0.7 (0.9) 0.66 

Antibiotic infections 0.3 (0.4) 0.4 (0.8) 0.3 (0.6) 0.56 

Vaccinations 0.7 (0.5) 0.5 (0.4) 0.6 (0.5) 0.07 

Other 0.1 (0.2) 0.0 (0.1) 0.2 (0.2) 0.40 

In the analysis of longitudinal UNCR data, mean (SD) peak height during at-risk periods 

(considering all episode types and excluding reported episodes without peaks) was 99.4% (78.0%). 

There was no significant difference between PPMS and SPMS groups (93.6 vs 102.6, P = 0.68, t-

test).  

In a one-way ANOVA there was no significant difference in mean peak height between categories 

of systemic inflammatory episode (P = 0.08), however for categories other than infections, most 

participants reported no episodes during the study period. Although the mean peak height was 

higher for infections requiring antibiotics compared to all episodes, this was not significant (203.0 

vs 99.4%, P = 0.10, Tukey’s post-hoc test). 

Mean (SD) baseline UNCR (outside at-risk periods) was 189.7 (49.9) μmol/mol. In a linear 

regression, baseline UNCR was found to increase with age (P = 0.04, β = 0.27), with a trend for an 

additional effect of disease severity (assessed by MSFC, P = 0.06, β = -0.26).  
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Table 14 Comparison of UNCR peak heights between systemic inflammatory episode 

categories. 

There was no significant difference between categories in a one-way ANOVA (P = 

0.08). P-values shown here are from a Tukey post-hoc test comparing episode 

categories to all episodes. 

Episode type Mean (SD) 

peak height 

(%) 

P-value for 

comparison to all 

episodes 

Number (%) of 

participants 

reporting at least 

one episode 

All episodes 99.4 (78.0) - 49 (92.5) 

Infections 110.5 (88.2) 0.99 49 (92.5) 

Visceral infections 139.1 (158.5) 0.82 25 (47.2) 

Antibiotic 

infections 

203.0 (293.3) 0.10 14 (26.4) 

Vaccinations 88.8 (129.2) 0.99 25 (47.2) 

Other 45.1 (20.2) 0.95 6 (11.3) 

Participants were divided into two equal-sized groups based on peak height, with a cut-point at 

the median value (73.1%), resulting in two groups with high and low inflammatory responses. 

There were no significant differences in baseline variables between the ‘high response’ and ‘low 

response’ groups, as shown in Table 15. There was no significant difference in baseline MSFC 

between the two groups (0.0 vs 0.1, P = 0.35, t-test). 
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Table 15 Comparison of baseline variables between high and low response groups. 

Continuous variables by t-test, categorical by Fisher’s exact test. 

EDSS = Expanded Disability Status Scale, MSFC = MS Functional Composite, MSIS = 

MS Impact Scale, FS = Fatigue Scale, BDI = Beck Depression Inventory. 

Variable Low response (n = 27) High response (n = 26) P-value 

Age (years)  55.3 52.0 0.15 

Sex (% female)  55.6 57.7 0.55 

Disease category (% SPMS) 52.2 47.8 0.55 

MS disease duration (years)  12.0 13.3 0.60 

Body mass index (kg/m2)  27.9 28.5 0.74 

Smoker (%)  18.5 7.7 0.42 

Statin use (%)  37.0 23.1 0.37 

Inflammatory co-morbidities (%)  22.2 19.2 0.53 

EDSS (points) 5.5 5.8 0.50 

MSIS-Phys (points)  47.3 49.0 0.65 

MSIS-Psych (points)  16.6 18.8 0.18 

Fatigue score (points)  15.4 15.5 0.97 

BDI (points)  5.5 4.8 0.57 

Whole brain volume 1.43 1.43 0.81 

Grey matter volume 0.76 0.76 0.71 

White matter volume 0.68 0.67 0.28 

Cortical grey matter volume 0.59 0.60 0.40 

Ventricular volume 0.06 0.06 0.77 

Lesion count  17.1 22.3 0.11 

Lesion volume (ml)  5.0 6.0 0.58 

Black hole volume (ml) 3.6 4.7 0.49 

Cervical cord area (mm2) 59.1 61.4 0.23 
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The frequency of visceral (versus non-visceral) infection was not significantly higher in the high 

response group compared to the low response group (0.45 vs 0.32 episodes/year, P = 0.46, 95% CI 

for difference -0.53-0.24), though there was a trend for more frequent antibiotic-requiring 

infections in the high response group (0.35 vs 0.10 episodes/year, P = 0.08, 95% CI 0.53-0.02; both 

t-test). 

3.5.7 Brain atrophy and systemic inflammation  

The primary hypothesis was tested using a factorial ANCOVA with annualised brain atrophy rate 

as the outcome (Table 16). The exposure variables were the host systemic inflammatory response 

(high or low responder) and the annualised rate of systemic inflammatory episodes (discounting 

reported episodes without UNCR peaks, as discussed in Section 3.3.2). To adjust for confounding 

the following variables were also included in the model: statin use, smoking, gender, baseline 

MSFC, and age. MSFC was chosen (over EDSS) to represent baseline disability due to the superior 

predictive value for longitudinal brain atrophy in this dataset. 

Adjusted for confounders, brain atrophy rate was significantly faster in the high response group 

compared to the low response group (-0.59 vs -0.37 %/year, P =0.02, partial η2 = 0.12). The 

adjusted difference between groups was 0.23%/year (95% CI 0.04 to 0.42%). This equates to a 

62% faster brain atrophy rate in the high response group. There was no significant effect of 

episode rate (P = 0.56). The final model explained 20% of the variance in brain atrophy. There was 

also a highly significant effect of baseline disability measured by MSFC (P = 0.004, partial η2 = 

0.17). Restricting the analysis to the high response group only, episode rate remained non-

significant but showed a trend towards greater brain atrophy with more frequent episodes (P = 

0.07, partial η2 = 0.16). 

The model was robust to removing all non-significant confounding variables; in an ANCOVA with 

brain atrophy as outcome, exposure variables of response group and episode rate, and baseline 

MSFC as covariate, response group remained significant (P = 0.03, partial η2 = 0.09) as did baseline 

MSFC (P = 0.003, partial η2 = 0.16, overall model r2 = 0.19). The estimated marginal mean 

difference between groups in this model was 0.21%/year (95% CI 0.02-0.39). 
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Table 16 ANCOVA showing the effect of systemic inflammatory response group on brain 

atrophy rate. 

Adjusted r2 of the model was 0.20. 

MSFC = Multiple Sclerosis Functional Composite. 

Variable P-value Partial η2 

High/low inflammatory 

response group 

0.02 0.12 

Episode rate 0.56 0.008 

Age 0.99 <10-7 

Gender 0.30 0.02 

Baseline MSFC 0.004 0.17 

Statin use 0.35 0.02 

Smoking 0.74 0.002 

In a sensitivity analysis, the study group was divided into brain atrophy progressors and non-

progressors according to the reported cut-off (-0.40%/year) at the 80% specificity level (178). In a 

binary logistic regression with brain atrophy progression status as dependent and including the 

same variables as in the full model above, response group significantly predicted progression 

status (P = 0.01, method ‘enter’). The odds ratio for progression in the high response group 

compared to the low response group was 9.6 (95% CI 1.7-53.8, model Nagelkerke pseudo-r2 = 

0.47). Baseline MSFC remained a significant predictor of progression status (P = 0.006). The 

analysis was repeated adjusting the cut-off to the 90 and 95% specificity levels (-0.46 and 

0.52%/year respectively); the effect of response group was greater at the 90% level (P = 0.01, OR 

= 11.1) and greater still at the 95% level (P = 0.004, OR = 21.6). No other variables were 

significant. 

Mean baseline UNCR (outside of at-risk periods) did not predict brain atrophy rate when used 

instead of response group in the primary analysis, either as a continuous variable (P = 0.49, partial 

η2 = 0.01), or when dichotomised (P = 0.16, partial η2 = 0.04). There was no significant difference 

in mean baseline UNCR between brain atrophy progressors and non-progressors (P =0.82, t-test). 

In another sensitivity analysis, the study population was divided into two subgroups by disease 

severity (using the customary EDSS threshold of greater than or equal to 6.0, the level above 

which individuals require assistance with walking), and the primary analysis was repeated within 
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each subgroup. In individuals with restricted walking, brain atrophy was more pronounced in 

people with a high (versus low) inflammatory response (n= 41, P = 0.02, partial η2 = 0.15), 

whereas this effect was not seen in less disabled people (n = 12, P = 0.52, partial η2 = 0.11). 

Raising the EDSS threshold to 6.5 (requirement for constant bilateral walking assistance) made the 

effect more pronounced (n = 19, P = 0.004, partial η2 = 0.55). In these individuals, being in the 

high response group was associated with a 2.4-fold increase in brain atrophy rate (estimated 

marginal means -0.74 vs -0.31 %/year). Mean baseline UNCR was not significantly higher in 

individuals with restricted walking at either the EDSS 6.0 (177.8 vs 193.2, P = 0.32,) or EDSS 6.5 

(181.8 vs 203.9, P = 0.15, both t-test) thresholds. Mean peak height was also no different in the 

more disabled individuals (by EDSS 6.0 threshold 93.3 vs 91.5%, P = 0.92; by EDSS 6.5 threshold 

85.4 vs 103.5%, P = 0.49, both t-test). 

3.5.8 Secondary clinical outcomes and systemic inflammation  

The analysis was repeated replacing brain atrophy rate with the secondary clinical outcomes. 

Response group did not have a significant effect on any of the clinical outcomes in any of these 

analyses (Table 17). 
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Table 17 No associations between systemic inflammation and secondary clinical outcomes. 

Change in the clinical scores was examined against systemic inflammatory response 

group and episode rate. All episodes were considered. In the logistic regression, 

progression status was binarized according to the cut-off of -0.52%/year. 

EDSS = Expanded Disability Status Scale, MSFC = Multiple Sclerosis Functional 

Composite, MSIS = Multiple Sclerosis Impact Scale, FS = Fatigue Scale, BDI = Beck 

Depression Inventory. 

Change variable ANCOVA with dependent as brain 

atrophy rate 

Logistic regression with 

dependent as progression 

status 

P-value for 

response group 

Partial η2 P-value for 

response 

group 

OR 

EDSS 0.22 0.03 0.59 0.59 

MSFC 0.84 0.01 0.66 1.3 

MSIS Phys 0.70 0.003 0.50 1.7 

MSIS Psych 0.92 <10-4 0.65 0.7 

FS 0.77 0.002 0.84 1.1 

BDI 0.40 0.02 0.68 1.9 

 

 

 

 

 

 

 



Chapter 3 

58 

3.5.9 Secondary radiological outcomes and systemic inflammation 

The analysis was repeated replacing brain atrophy rate with the secondary radiological outcomes. 

No significant associations were found, as shown in Table 18. 

Table 18 No associations between systemic inflammation and secondary radiological 

outcomes. 

Change variable P-value for response group Partial η2 

Grey matter volume 0.29 0.03 

White matter volume 0.09 0.06 

Cortical grey matter volume 0.29 0.01 

Lesion volume 0.26 0.03 

Lesion count 0.90 0.003 

Black hole volume 0.32 0.02 

Cervical cord atrophy 0.28 0.03 

 

3.6 Discussion 

3.6.1 Key results 

This study found signals of an association between systemic inflammatory episodes and brain 

atrophy in MS, in that the magnitude of the host inflammatory response was associated with 

atrophy. 53 individuals with progressive MS were followed-up for a mean duration of 2.5 years, 

over which time 56.6% of the group experienced clinically meaningful EDSS progression. Systemic 

inflammatory episodes occurred with a mean annual frequency of 3.3, the vast majority infections 

(78.8%). UNCR elevations associated with reported episodes were highly variable, with a mean 

peak height of 99.4%, i.e. roughly twice as high as baseline. The cohort was split into ‘high 

response’ and ‘low response’ groups of equal size, according to peak height. The high response 

group experienced a 62% faster rate of brain atrophy, and nearly 10-fold increased odds of 

significant brain atrophy. The effect was seen predominantly in those individuals with more 

severe MS and restricted walking, in whom a high inflammatory response was associated with 

more than a doubling in the rate of brain atrophy. 
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3.6.2 Strengths 

This study had a prospective design and was a priori powered to address the primary hypothesis. 

The study protocol minimised experimenter bias and all radiological measures including the 

primary outcome were obtained on the same MR scanner. Internal validity was supported by the 

correlations between study measures of progression. Potential confounders for brain atrophy 

were included in the analysis, namely age (179), sex (180), baseline disability (181), statin use 

(170), and smoking (182), which was robust to the presence or absence of confounders. When 

participants were dichotomised according to high or low systemic inflammatory response, there 

was no evidence of selection bias in baseline variables between the two groups. The key finding 

was robust to different statistical approaches. External validity was demonstrated by several 

findings which recapitulated previously reported data. Brain and regional volumes were similar to 

literature values for progressive MS (183), though measured lesion volumes were slightly lower 

(184).  The effect of smoking on brain volume has previously been reported (185). As expected, 

individuals with a greater lesion burden demonstrated greater brain atrophy (186), and the 

factors predicting brain volume were in concordance with a regression model previously reported 

(183). The association between lesion measures and clinical disability was more clear-cut and has 

also been reported previously (187). 

3.6.3 Limitations 

The enumeration of inflammatory episodes in this study relied on self-reporting by participants. 

Differences in symptom perception, healthcare-seeking behaviour, and cognition may have 

influenced reporting. Self-reported episodes such as vaccination or surgery are binary, but self-

diagnosed infection is more subjective. Independent clinical corroboration of self-reported 

infection was not routinely sought, creating the potential for over-reporting. The design was 

pragmatic; to perform clinical assessment of every self-reported infection would have required 

significant resources. However, reported episodes without an associated UNCR peak were 

excluded from analysis, mitigating the effect of over-reporting. Data was also collected on 

antibiotic use, with the assumption that prescription of antibiotics implied confirmation of 

infection by a clinician. However, infection episodes requiring antibiotics were rare (no episodes 

in 73.6% of participants), and hence were unsuitable for detailed analysis. Categorisation of 

infection episodes by site was difficult based solely on self-report, though since the aim of this 

study was to study the host inflammatory response to reported episodes, the breakdown by 

specific infection types was not important for addressing the primary hypothesis. However, it is 

likely that certain infections generate a more potent systemic inflammatory response and may 

therefore be more relevant for MS disease progression.  



Chapter 3 

60 

As well as over-reporting, there may have been under-reporting. UNCR peaks without reported 

symptoms were seen and may have represented un-recognised or under-reported episodes, 

which may have blunted the sensitivity of the analysis. Diary reporting was encouraged with 

regular reminders and review of the diary at every face-to-face visit. The mean diary completion 

rate was 80%. The 28.3% of participants who did not complete the target 75% completion rate 

were included in this analysis. There was the potential for diary data to have been missing not-at-

random, in that participants may have been more likely to forgo diary completion during acute 

illness. However, participants were sent weekly reminder texts and study staff offered help when 

diaries were not completed. However, the diary was supplemented by a detailed questioning for 

acute episodes during the six-monthly visits, and participants could (and did) report episodes 

retrospectively in a following diary entry.  

UNCR was chosen to assay systemic inflammation as it has previously been shown to be a simple 

and robust measure that is well-tolerated by participants (117). Since the interferon (IFN)-γ 

pathway is a master checkpoint for many cytokines in the inflammatory response (118), UNCR 

theoretically integrates inflammatory stimuli regardless of type. However, studies have shown 

differential responsivity to bacterial and viral infections (188), for example. Weekly sampling was 

chosen over daily in consideration of tolerability and practicality, however, UNCR fluctuations 

between days are common (117) and so short-lasting peaks may have been missed or biological 

variation over-interpreted. The rationale for using the maximum above-baseline UNCR value 

during the at-risk period was to best capture the peak as a measure of the intensity of 

inflammatory response, as far as possible. This method of analysing the combined clinical and 

laboratory longitudinal record of inflammatory events was one of several considered. However, 

condensing the history of an individual over many years into just two variables (peak height and 

episode rate) is necessarily a simplification. In individuals with multiple peaks, heights often 

varied between peaks, hence expressing a combined value using the mean may have given undue 

prominence to outliers. Also, by using the maximum peak height during episodes no weight was 

given to the duration of the inflammatory response, which may be of importance.  

Whole-brain, tissue, and lesion volumes were used as the radiological outcomes in this study, 

however, there is increasing evidence for the utility of more specialised volumetrics of GM 

atrophy in the brain and spinal cord (189) and especially in the deep GM (139), as well as other 

measures such as diffusion tensor imaging (190) and proton magnetic resonance spectroscopy 

(191). Lesions were examined in the brain, but spinal cord lesions are also of value (192). The 

reliance on only start- and end-point imaging in this study was a limitation, as multiple imaging 

time-points over a longitudinal study improve power (174), and also ameliorate the effect of 

drop-out (12 participants in this study). With two time-points it is also impossible to discern a 
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possible non-linear trajectory of atrophy (174). Imaging at multiple time-points would also have 

allowed examination of progression rates during epochs with and without inflammatory episodes.  

Although the group mean was significantly less than zero, positive values of brain atrophy (i.e. 

increase in brain volume over time) were seen in 2 (3.8%) cases, the highest value being 

0.17%/year. Both cases underwent the same quality control as the others and were judged 

acceptable. Previous studies have reported similar outlying cases of a similar or greater 

magnitude, for example in about 2% of people with MS in one study (178). Technical variation 

may occur due to gradient distortion effects associated with inconsistent subject positioning along 

the z-axis (193), as well as processing errors in SIENA. This may be particularly relevant for 

subjects with little or no atrophy during the measurement interval; in one study, it was reported 

that technical sources of variability are the dominant factor at levels of volume change below -

0.7% (194). However, biological variation in brain volume may also contribute; the effect of 

hydration status on brain volume, for example, is well-documented and can be in the order of 

disease-related changes (195). In the absence of a validated method, no attempt was made to 

measure and correct for hydration status. Inflammation and oedema as part of MS lesion 

evolution may also lead to an increase in brain volume (196). Hence cases with apparent brain 

volume increase were included in the final analysis, without manipulation.  

The primary exposure variable, UNCR peak height, was dichotomised to provide two equal-sized 

groups to examine for the primary outcome, as the study was powered for this method of 

analysis. However, this dichotomisation has a cost in information loss and may inflate the type 1 

error rate (197). Since the dichotomisation was made using the median, the cut-point is neither 

meaningful nor generalizable.   

3.6.4 Interpretation 

This study was adequately powered for the primary outcome. A cautious interpretation would be 

that higher host responses to systemic inflammatory episodes are associated with faster brain 

atrophy. 

If a high host response to inflammatory stimuli is associated with brain atrophy, one might expect 

individuals with more frequent episodes to atrophy faster. However, episode rate was not 

significant in the main analysis, though there was a trend (P = 0.07) when examining the high 

response group alone. This suggests that the frequency of episodes is more relevant in those 

individuals with a high host response. There may be a threshold effect, whereby any inflammatory 

stimulus above the threshold leads to an effect on the brain. This would be in keeping with the 
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finding that the effect of the host response on brain atrophy was more pronounced in individuals 

with more severe MS, in whom the threshold might be lower. 

The subgroup analysis suggested than individuals with more severe MS (and restricted walking) 

were more susceptible to the effects of a high inflammatory response. These individuals had 

neither higher baseline UNCR nor higher UNCR peaks with reported episodes, but the effect of 

systemic inflammation on their brains was heightened. This echoes a common clinical finding, and 

may be linked to the concept of ‘microglial priming’, whereby in response to neurodegeneration 

microglia proliferate and enter an activated state in which their response to systemic 

inflammation is exaggerated (81). Microglial priming contributes to exacerbation of EAE triggered 

by systemic inflammation (198) and there is evidence for their activation in MS (199). 

It is also important to consider reverse causation. For example, an active systemic inflammatory 

process which is part and parcel of MS, characterised by Th17 and B-cells (200), may cause 

heightened responses to infective stimuli. However, baseline UNCR (outside of at-risk periods) did 

not predict brain atrophy. 

3.6.5 Implications and future directions 

Although brain atrophy is reported to correlate well with clinical outcomes (201), and correlated 

well with MSFC change in this study, it is appropriate to be cautious about a radiological outcome 

without confirmation of clinical benefit. A definitive study is needed to confirm or refute the 

findings of this study. 

A key question is whether the high response status is modifiable. As discussed, the nature of this 

study precludes a conclusion as to whether the high response status reflects a high burden of 

inflammatory episodes, or other factors. However, there may be relatively simple opportunities 

for the prevention of systemic infection in pwMS which are currently under-utilised, and which at 

the least this study should draw attention to. For example, UTI was common in this cohort, as is 

typical (47); and yet UTI is reported to be under-diagnosed and under-treated in pwMS (202). 

Simple interventions have been suggested in consensus guidance (203), and there is modest 

evidence for the benefit of cranberry tablets for UTI prevention in individuals with spinal cord 

injury (204). Other infections such as gingivitis are also common in pwMS (205), as in the general 

population, and gingivitis has been implicated in neuroinflammation and BBB disruption (206). 

Infections remain a leading cause of mortality (48) and morbidity (49) for pwMS, and so there is 

an existing rationale for their prevention and treatment. 
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A wide variation in host inflammatory response was seen in this study and future work should 

examine the factors behind this. The response to an inflammatory stimulus is determined by both 

host and stimulus factors. It is possible that individuals in the high response group experienced 

more potent inflammatory stimuli, for example more severe or longer infections, or received sub-

optimal treatment of episodes. It is also possible that individuals in the high response group 

possessed a more potent systemic inflammatory response (or vice versa), perhaps driven through 

genetic variation (207). Immunosenescence has been reported to affect both adaptive and innate 

immunity (208), though the low response group was not significantly younger than the high 

response group. Other host factors could have contributed variation in the response to 

inflammatory stimuli, for example vitamin D deficiency, which is common in MS (209). Most 

proliferating immune cells express the vitamin D receptor, including macrophages (210) where 

vitamin D is required for the production of the antimicrobial peptide cathelicidin (211). 

Understanding the factors which determine the host response will help translate the findings of 

this study into clinical benefit. 

This study was designed to look for an association, but further work is needed to examine the 

mechanisms which mediate possible interplay between the host response to systemic 

inflammation and brain atrophy. The remainder of this thesis examines whether BBB disruption 

during systemic inflammation may be a relevant mechanism. 
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Chapter 4 Development and Validation of a Dynamic 

Contrast-Enhanced Magnetic Resonance Imaging 

Protocol 

4.1 Introduction 

The previous chapter described a study of the association between systemic inflammation and 

disease progression in MS. BBB disruption during inflammatory episodes is suggested as a 

possible mechanism. To probe this idea further, a method is required for non-invasive study of 

BBB permeability in human subjects. In this chapter I describe the initial development of a DCE-

MRI protocol. Hypotheses derived from biological expectations are used to the validate the 

protocol. 

4.2 Hypotheses 

If Ki derived from DCE-MRI truly equates to the permeability-surface area product (PS), it is a 

compound marker of BBB permeability and surface area, in which case the following hypotheses 

can be stated, in order to validate the protocol:  

1. That Ki is higher in areas with a higher vascular surface area available for tracer exchange. 

This can be tested by comparing Ki within-subject between grey and white matter in 

controls, as it has been histologically established that vascular density in GM is higher 

than in WM (212). Since GM and WM are easily identifiable, this gives a useful way to test 

assumptions about Ki. Assuming a very simple vascular architecture model comprising 

cylindrical vessels with constant radius, both surface area and cerebral blood volume 

(CBV) scale with vessel density, and CBV should then predict Ki.  

2. That there is no correlation between cerebral blood flow (CBF) and Ki. This can be tested 

in controls across grey and white matter. According to the Crone-Renkin equation, when 

CBF is much greater than PS (which is expected at the BBB), there should be no 

correlation between CBF and PS.  

3. That Ki is higher in areas with gross pathological BBB disruption. This can be tested by 

comparing Ki in active MS plaques, identified as visibly contrast‐enhancing lesions (CELs), 

with normal-appearing brain tissue of the same type.  
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4. That Ki is higher in areas with subtle pathological BBB disruption. This can be testing by 

comparing Ki in the normal-appearing white matter (NAWM) of people with MS with that 

of healthy controls, as BBB disruption which is undetectable by conventional contrast MRI 

has been demonstrated histologically in MS NAWM (31, 213).  

In addition, for future analysis it is desirable to reduce operator dependence in region of interest 

(ROI) placement and facilitate batch processing. Automated tissue segmentation can enable this 

whilst also allowing diffuse abnormalities to be captured. As previous authors have used ROI 

methods, an additional hypothesis is:  

5. That there is good agreement between Ki measured from ROI and segmentation methods. 

This can be tested by comparing results for NAWM within-subject according to method.  

4.3 Methods 

4.3.1 Initial protocol development  

The initial protocol was developed based on expert opinion. In particular, the work of the Larsson 

group in Copenhagen was a strong influence, as their protocol was the first to detect subtle BBB 

disruption in the normal-appearing white matter (NAWM) of pwMS (23) where previous studies 

with technical and modelling differences had not  (214-216). The following features were given 

priority during method development:  

• Whole-brain coverage, as it is not known where BBB changes during infection may 

localise. Other groups have sacrificed coverage in favour of resolution when the 

hypothesis is targeted to a specific region (217), but this would be unsuitable for the 

current study. 

• Adequate resolution to discriminate important regions of interest (ROIs) such as lesions 

without significant partial volume effect. Unfortunately, signal is proportional to voxel 

volume and so increasing resolution decreases signal-to-noise ratio (SNR). 

• Baseline T1 mapping, rather than using literature values. T1 error leads to significant error 

in the estimation of pharmacokinetic parameters (218) and so subject-specific 

measurement is preferable, though this requires that the measurement be accurate. 

Since T1 values in MS are prolonged relative to controls (219) the use of a literature value 

would likely lead to significant errors. 

• Input function measurement from the MR signal itself, rather than using literature values. 

Individual measurement has the advantage of capturing within-subject and between-

subject differences which may be related to factors such as age, sex, health, and 
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haematocrit. The trade-off is that measurement of the AIF necessitates a fast time 

resolution of the dynamic sequence to capture bolus passage. This method was preferred 

to the alternatives, namely (1) using population average values, for reasons of capturing 

variation, or (2) analysing sequential blood samples taken from an arterial catheter during 

the DCE-MRI sequence, for reasons of subject tolerability and practicality.  

• Minimal overall acquisition time, to improve subject tolerability. This is particularly 

relevant given the intention to scan acutely unwell subjects, some with disability.  

To achieve these requirements a fast low-angle shot (FLASH) spoiled gradient echo sequence was 

selected. FLASH was a natural choice as it delivers fast acquisition times for whole brain volumes 

and has a long history in DCE-MRI (220). The principle of FLASH is that a low flip angle ensures 

that some longitudinal magnetisation remains after each excitation; a short TR is then feasible as 

despite the incomplete relaxation in the steady-state there is a reasonable amount of longitudinal 

magnetisation remaining.  

3D imaging was selected in preference to 2D. In a multi-slice 2D acquisition, each slice is selected 

through a combination of a gradient in the z-axis and a slice-selective excitation pulse. In a 3D 

acquisition, the whole volume is excited by a single non-selective pulse, and position in the z-axis 

is encoded through an additional phase encoding direction. Therefore, a 3D acquisition takes 

longer due to the additional phase encoding steps, each of which takes one TR. FLASH allows the 

use of an extremely short TR (much shorter than T1). This makes it practical to acquire a whole-

brain 3D volume within a reasonable time. The other benefits of 3D acquisition are (1) the 

absence of slice gaps, (2) the absence of cross-talk between slices, as they are encoded rather 

than excited, (3) inherently higher SNR, as the data is re-sampled by phase encoding in the third 

dimension, (4) ability to reformat in different orientations. A downside is that any motion artefact 

will tend to be propagated along two axes, as there are two phase encoding directions.  

Imaging was conducted on a 3 Tesla (T) platform. The benefit of 3T over 1.5T is an increase in MR 

signal, which increases linearly with magnetic field strength (221). This is important when 

considering the relatively small signal changes that may occur with subtle BBB disruption. The 

main downside of imaging at higher field strengths is radiofrequency (RF) field inhomogeneity. 

Recalling the Larmor equation, the resonance frequency is dictated by the gyromagnetic ratio and 

the field strength. At 1.5T this is approximately 64 MHz, compared to 128 MHz at 3T. At this 

increased frequency, the wavelength in water at 3T becomes about 26 cm (compared to 52 cm at 

1.5T).  As the wavelength becomes closer to the diameter of body structures (e.g. the head), RF 

waves become increasingly prone to complex shielding and interference effects, which leads to an 
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inhomogeneous field.  This is of crucial importance for flip angle accuracy, as discussed in depth 

later.  

T1 mapping was achieved using the variable flip angle (VFA) method with FLASH sequences. The 

gradient echo signal equation (Equation 10) can be rearranged into linear form as 

Equation 14 

S
sinα

=  𝐸𝐸1
S

tanα
+ 𝑆𝑆0(1− 𝐸𝐸1) 

Therefore, if signals are acquired at more than one flip angle, with all other factors held constant, 

and plotted on axes of x = S/sin(𝛼𝛼) and y = S/tan(𝛼𝛼), then the fitted line allows calculation of both 

T1 (from the slope) and S0 (from the intercept). In this work, T1 mapping by the VFA method was 

implemented using MATLAB code written and kindly provided by Professor David Atkinson, 

University College London. 

Once baseline T1 has been established by the VFA method, the dynamic sequence requires one 

flip angle only. It is assumed that proton density and scanner gain remain constant between 

acquisitions, and hence the baseline value of S0 can be used in the calculation of T1 during 

dynamic imaging. For each dynamic image, T1 can then be calculated voxelwise by solving 

Equation 10 for T1, using the measured signal S and the baseline S0. The signal-time curve for each 

voxel can be converted to a T1-time curve, and then to a concentration-time curve using the 

known relaxivity of contrast agent. Several other methods for T1 mapping are available but were 

considered impractical given the desired temporal resolution (222). The inversion-recovery (IR) 

and saturation-recovery methods are well-established, but time-consuming.  

Any of the standard paramagnetic contrast agents could in theory be used for DCE-MRI. Newer 

macrocyclic agents are used in favour of older linear agents, given the concerns regarding 

potential gadolinium deposition (223). Gadovist (Gd-DO3A-butrol, Gadobutrol; Bayer; Newbury, 

UK) was chosen as it is widely used in our institution, has a relatively high relaxivity (224), and is 

formulated with a relatively high concentration (1 mM, double that of most other agents) which 

allows a small volume for rapid bolus injection. Half the standard clinical dose was used to avoid 

truncation artefacts of the bolus peak and provide an adequate washout curve (215). The bolus 

injection was given at a rate fast enough to ensure a sharp peak with high arterial concentration 

with the first pass, which is at least 2-4 ml/s (101).  

In addition to the DCE sequence the protocol also included imaging of structure and pathology to 

aid interpretation. A T1-weighted MP‐RAGE sequence was used for structural imaging as it 

provides excellent contrast between grey and white matter and is widely used for tissue 
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classification (225). The inclusion of a high-resolution anatomical image was also desirable for 

potential image registration. Finally, standard clinical T2-weighted and 2D FLAIR sequences were 

included to aid identification of MS lesions and other pathology (11). 

4.3.2 Protocol description  

Imaging was performed on the 3T MR platform (Skyra, Siemens, Erlangen, Germany) at 

Southampton General Hospital, using a 20‐element phased‐array head and neck coil.   

The dynamic sequence used a 3D spoiled gradient echo sequence (FLASH) with TR = 2.48 ms, TE = 

0.99 ms, flip angle = 15°, linear phase ordering, GRAPPA undersampling with parallel imaging 

factor = 2, acquired matrix = 192 × 144 × 30, voxel size = 1.3 × 1.3 × 5.0 mm3, field of view = 250 × 

188 × 150 mm3, reconstructed into 30 slices of thickness = 5.0 mm. The dynamic sequence 

comprised 300 dynamic frames at a time resolution of 3.2 s, giving a total scan duration of 16 min. 

The parameters were selected to give the maximum coverage and resolution with an acceptable 

time resolution.  

Intravenous contrast injection was given after the 10th time point using an automated injector 

(Medrad; Newbury, UK), with speed 3 ml/s, followed by a 30 ml saline flush at the same rate. 

Contrast agent was Gadovist at a dose of 0.05 mmol/kg.   

Data for T1 mapping by the VFA method was acquired prior to the DCE sequence using a 3D 

gradient echo sequence with identical coverage and matrix, with a series of flip angles (5, 10, 15 

and 18°). Prior to the dynamic acquisition the following sequences were also performed:  

• 3D MP‐RAGE sequence (TR = 2200 ms, TE = 2.45 ms, TI = 900 ms, flip angle = 8°, field‐of‐

view 263 × 350 × 350 mm3, voxel size 1.0 × 1.0 × 1.0 mm3).  

• Axial T2‐weighted sequence (turbo spin echo; TR = 3600 ms, TE = 9.4 ms, field‐of‐view 263 

× 350 × 350 mm3, voxel size 0.3 × 0.3 × 4.0 mm3, 35 slices).  

• Coronal fluid‐attenuated inversion recovery (FLAIR) sequence (TR = 9000 ms, TE = 81 ms, 

TI = 2500 ms, field‐of‐view = 186 × 220 × 160 mm3, 40 slices).   

After the dynamic acquisition, a post‐contrast MP‐RAGE with identical parameters to the pre‐

contrast image was also performed. 

4.3.3 Analysis description 

Lesions were segmented by the lesion growth algorithm from LST (140), as detailed in the 

previous chapter. CELs were identified through visual inspection of the post‐contrast T1 image. In 
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each subject four NAWM ROIs were drawn in the centrum semiovale on the axial FLAIR image and 

then applied to the dynamic sequence after registration. In controls, grey matter ROIs were drawn 

in the thalami, one in each hemisphere. The operator could not be blinded to group due to the 

obvious presence of lesions in the RRMS cases, but the Ki values were only calculated after 

finalization of ROI placement, to minimize the potential for bias. The high‐resolution T1 image was 

first brain‐extracted using BET (126). Tissue‐type segmentation was then performed using FAST 

(130) and the resulting tissue probability map was transformed into dynamic space and binarised 

with a 100% threshold. For RRMS cases, lesion filling was performed prior to segmentation using 

the LST toolbox. NAWM voxels were defined as those within the WM mask with a zero value in 

the lesion probability map (Figure 17).  

 

Figure 17 Examples of tissue and lesion segmentation. 

All images are the same slice from a single individual with RRMS. 

An analysis pipeline was constructed in MATLAB to extract a signal–time series for each voxel. The 

mean behaviour of voxels within either ROI (for the manual ROI method) or tissue mask (for the 

segmentation method) was used for further analysis. Baseline T1 and S0 combined with contrast 

agent relaxivity was used to convert the signal–time series into a concentration–time series. The 

arterial input function (AIF) was measured for each subject by determining the maximal signal 

change within an axial ROI drawn manually over the supraclinoid segment of the right internal 

carotid artery. The same AIF was used for both ROI and segmentation methods. Ki and CBV were 

calculated from the AIF and tissue concentration curve using the Patlak model (MATLAB code 

written and kindly provided by Professor Henrik Larsson, University of Copenhagen). The linear 

part of the Patlak plot, i.e. the last two‐thirds of the data points, were included in the fitting 

procedure, to allow for steady state arterial concentration. Perfusion estimation was done by 

Tikhonov deconvolution of the tissue concentration with the AIF (using all data points), which is a 

general form of singular value decomposition having a regularization term (226). Values of Ki were 

reported as ml/100g/min. In the ROI method, the mean of ROIs was quoted for each subject.  
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4.3.4 Participants 

Healthy adult individuals without systemic or neurological disease (including migraine) were 

recruited by advertisement. Adults with RRMS were recruited from the MS service at the Wessex 

Neurological Centre, Southampton, UK. Inclusion and exclusion criteria are shown in Table 19. All 

participants had normal renal function according to the institutional cut-off for contrast 

administration (estimated glomerular filtration rate above 60 ml/min/1.73m2). Scans were 

performed in an interleaved fashion to prevent the possibility of systematic bias due to 

longitudinal scanner drift. 

Table 19 Inclusion and exclusion criteria 

Inclusion criteria for healthy 

controls 

Inclusion criteria for people 

with MS 

Exclusion criteria for all 

Healthy adult without known 

systemic or neurological 

disease. 

Adult with diagnosis of 

relapsing-remitting MS by a 

neurologist. 

Inability to have an MRI scan 

(incompatible metal implants, 

claustrophobia, morbid 

obesity) or gadolinium-based 

contrast (renal failure, history 

of contrast allergy). 

 

4.3.5 Statistical analysis 

Appropriate two‐tailed tests were used to detect significance between groups for parametric or 

non‐parametric data. ANCOVA was used to compare RRMS and control Ki, to enable inclusion of 

covariates. Multivariate linear regression was employed to examine CBV, CBF and tissue type as 

predictors of ROI‐determined Ki. A p‐value of <0.05 allowed rejection of the null hypothesis. 

Bland–Altman analysis was used to assess agreement between the ROI and segmentation 

methods, as this has been shown to be the most appropriate tool for this purpose (227). The 

intraclass correlation coefficient (ICC) was used to assess reliability, incorporating both agreement 

and correlation (228). 

4.3.6 Ethical approval 

The study was approved by the National Research Ethics Service Committee South Central 

(reference 12/SC/0176) and the institutional review board (ERGO 46018). Experiments were 
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conducted in accordance with the Declaration of Helsinki and all subjects gave informed written 

consent.  

4.4 Results  

13 control individuals and 12 patients with RRMS were recruited. The RRMS group was older (P = 

0.01, t-test), and age was therefore factored into all further analyses comparing groups, since BBB 

permeability increases with age (83). The gender ratio between groups was not significantly 

different (P = 0.673, Fisher's exact test). All RRMS subjects had typical MS lesions, and three 

patients had a total of four visibly contrast‐enhancing lesions (CELs). Tolerability of the scanning 

protocol was good, except for one RRMS subject who experienced discomfort towards the end of 

the session and required omission of the post‐contrast MP‐RAGE; for this subject all pre‐contrast 

sequences and the full DCE sequence were acquired and included in the analysis, but the 

presence of CELs could not be assessed. 

Hypothesis 1: In controls, Ki was significantly higher in GM than in WM (P = 0.001, Wilcoxon). CBV 

was significantly higher in grey than white matter (P = 0.005, Wilcoxon), with a mean pair‐wise 

grey/white matter CBV ratio of 1.9 (range 1.0–3.6). The results are shown in Figure 18. A 

multivariate linear regression including ROI‐derived CBV, CBF and tissue type was performed to 

ascertain the extent to which these could explain Ki. All variables were included in the final model, 

which explained 82% of the variance in Ki (r2 = 0.816). Only CBV predicted Ki (β = 0.036, P < 10−8). 

 

 

Figure 18 Pairwise plots of Ki and CBV values in white matter (WM) and grey matter (GM), for 

individual control subjects. 

Hypothesis 2: CBF did not correlate with Ki (Spearman's ρ = 0.32, P = 0.111).  
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Hypothesis 3:  Mean Ki in CELs (ROI method) was 0.139 ml/100g/min, significantly higher than 

NAWM in either RRMS (0.052 ml/100g/min, P = 0.002, t-test) or controls (0.020 ml/100g/min, P = 

0.005, Mann–Whitney).   

Hypothesis 4: Ki in NAWM was significantly higher in RRMS than controls by both the ROI method 

(P = 0.014, ANCOVA, no effect of age) and the segmentation method (P = 0.019, ANCOVA, no 

effect of age). The results are shown in Table 20. 

Table 20 Results for BBB permeability calculations in normal-appearing white matter. 

Values are mean (standard deviation). Analysis is by ANCOVA incorporating age as a 

covariate. HC = healthy control, RRMS = relapsing-remitting multiple sclerosis, ROI = 

region of interest, EMM = estimated marginal mean. 

 Measured values p-value for 

group 

Partial-ε2 

for group 

p-value 

for age 

EMM 

Ki 

(ml/100g/min) 

HC 

(n = 13) 

RRMS  

(n = 12) 

HC 

(n = 13) 

RRMS 

(n = 12) 

ROI 0.020 

(0.038) 

0.052 

(0.037) 

0.014 0.246 

 

0.789 0.003 0.051 

Segmentation 0.003 

(0.027) 

0.059 

(0.045) 

0.019 0.226 

 

0.090 0.010 0.052 

 

Hypothesis 5: A Bland–Altman plot comparing ROI and segmentation methods showed no clear 

difference or proportional bias between the calculated Ki values for NAWM (Figure 19). The 

difference in values by each method was not significantly different from zero (P = 0.638, one‐

sample t-test). Linear regression (with difference in Ki between the two methods as dependent, 

and mean Ki as predictor variable) confirmed absence of proportional bias (P = 0.859). The two‐

way mixed intra‐class correlation coefficient showed good single measure consistency (0.610). 
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Figure 19 Bland-Altman plot comparing Ki values by region-of-interest (ROI) and segmentation 

methods. 

HC = controls, RRMS = relapsing-remitting multiple sclerosis. 

4.5 Discussion 

4.5.1 Key results 

This pilot study confirms the validity of Ki as measured by DCE-MRI as a marker of BBB 

permeability. The test of hypotheses 1-4 support the idea that Ki as measured by DCE-MRI does 

correspond with the PS product, and therefore is a marker of BBB permeability. The test of 

hypothesis 4 suggests that DCE-MRI can detect BBB leakage more than an order of magnitude 

below the level found in CELs by conventional imaging. In addition, the test of hypothesis 5 shows 

how automated tissue segmentation can replace the need for manual ROI placement, capturing 

more diffuse abnormality whilst reducing operator dependence and providing ease of batch 

processing.  
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4.5.2 Strengths 

Since its inception there has been some concern over the exact meaning of parameters measured 

by DCE-MRI, though correlation of Ki with an established measure of permeability by PET has 

previously been demonstrated (229). This study used a novel approach, instead comparing Ki to 

the biological expectations of the PS product. Histological study in the human brain has shown 

that vascular volume is higher in GM than WM, with a mean GM/WM ratio of 2.9 (212). Other 

histological (230) as well as imaging studies (231, 232) support this finding. If one assumes that 

the mean vessel radius is the same in GM and WM (in the absence of any evidence to the 

contrary), the GM/WM CBV ratio should be equal to the GM/WM vascular surface area ratio. If Ki 

truly corresponds to the PS product, the larger vascular surface area in GM should contribute to a 

higher Ki in GM versus WM in the healthy brain. The above results support this and show that 

CBV, which scales with surface area, predicts Ki. When controlling for CBV, neither CBF nor tissue 

type predict Ki.  

This study was also able to replicate the finding of abnormal BBB permeability in the NAWM of 

individuals with RRMS (23), in a different population and setting, and using a different protocol. 

Given concerns of a ‘replication crisis’ in the neuroimaging field (233), this is a reassuring finding. 

4.5.3 Limitations 

This MRI protocol in this study was developed based on expert guidance, however, it is possible 

that elements were sub-optimal for the detection of subtle leakage. No attempt was made to 

correct for B1 inhomogeneity, which can lead to errors in T1 measurement and propagate into 

tracer kinetic analysis (234). A manually drawn carotid AIF was used, which is prone to artefacts of 

partial volume and flow-related enhancement. The half-dose of contrast agent used may have 

impaired the detection of signal enhancement (11). 

Age was significantly higher in RRMS versus control groups. Increasing age is associated with 

higher BBB permeability (83, 217), so this was a possible confounder. However, age was included 

as a covariate, and a significant effect of age on Ki was not observed in this small dataset (see 

Table 20). 

Although ROI and segmentation methods gave similar results, if we take the mean difference 

between controls and RRMS to be meaningful, then the difference between 95% limits of 

agreement exceeded this level, so the ROI and segmentation methods cannot be used 

interchangeably. However, the two methods showed good agreement in ratio of change, as 

evidenced by the ICC. 
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4.5.4 Implications and future directions 

This study demonstrates that DCE-MRI is an appropriate tool for measuring subtle BBB 

permeability changes. Whilst in vitro and animal models are of limited applicability to the human 

BBB (65, 235), this study provides increased confidence in the use of DCE-MRI as a validated non-

invasive method for clinical and research applications in humans. 

To maximise the performance of the technique for the detection of subtle BBB leakage, a 

systematic approach is needed to investigate and optimise each element of the acquisition and 

analysis pathway. Some elements likely to be of importance are discussed briefly in the 

Limitations section above. Therefore, this study led to a dedicated optimisation study designed to 

explore these issues in detail. This is the focus of the next chapter.  
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Chapter 5 Optimisation of the Dynamic Contrast-

Enhanced Magnetic Resonance Imaging Protocol 

5.1 Introduction 

It is anticipated that if disruptive BBB change occurs during systemic infection, it may be subtle. In 

this chapter I describe a series of experiments conducted to optimise several aspects of the 

protocol (previously described in Chapter 4) to maximise sensitivity to detect an effect. A 

systematic approach was taken to identify and correct potential major sources of error during 

acquisition and processing. As with most MR sequence development, the final acquisition 

protocol must include trade-offs to balance the desired properties with the inevitable penalties. In 

this case the fast time resolution required for dynamic imaging imposes a limit on acquisition 

time. However, through judicious selection of parameters it is possible to balance the trade-offs 

favourably. Based on participant feedback and scanner logistics total scan time was capped at 60 

minutes, and competing needs were balanced against this threshold. To analyse the large image 

datasets, an automated software pipeline was developed incorporating several features designed 

to improve parameter estimation, reduce operator-dependence, and maximise the extraction of 

useful information. Since the optimisations described in this chapter includes a mix of those which 

are novel and those which have been previously described, a specific declaration is given in 

Appendix E. 

5.2 Checking linearity of the RF transmitter   

A specified flip angle is achieved by adjusting the RF transmitter amplitude whilst keeping the 

duration fixed. One potential source of error is if the transmitter does not scale linearly. An 

experiment was conducted to test the linearity of amplitude scaling, using a homogenous 

spherical phantom (T1 = 374ms, T2 = 287ms) and the same 3D FLASH sequence from the DCE-MRI 

protocol. Parameters were set to remove the effects of both T1- and T2*-weighting (TR = 1500 ms, 

TE = 0.99 ms). The RF pulse duration was fixed, and amplitude varied to achieve nominal flip 

angles of 5, 10, 15, 20°. Signal was measured from a fixed circular ROI in the centre of the object.  

Simulation using the signal equation (Equation 10) shows that in this range the relationship 

between flip angle and signal is expected to be linear (Figure 20). Therefore, if transmitter 

amplitude scales linearly then the measured signal in this flip angle range should also scale 

linearly. The absolute values of signal calculated depend on S0, but the relationship between flip 
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angle and signal should hold true as S0 is fixed between acquisitions (proton density and scanner 

gain do not change). Therefore, the signal can be expressed as a fraction of the signal from a 20° 

acquisition. As expected, the graph of measured data is also linear. Therefore, flip angle, and 

transmitter amplitude, must be scaling as expected. 

 

Figure 20 Linear scaling of signal in relation to flip angle, in both the simulated and in measured 

data. 

5.3 Establishment of a T1 mapping phantom  

For further studies it was essential to have a reference standard for T1 measurements. 

Experiments were conducted using the validated and CE-marked T1MES phantom comprising nine 

agarose gel tubes doped with nickel chloride (236). T1 values were established using the reference 

method of inversion recovery (IR) (222). This is comprised of a spin echo sequence with a 

preceding 180° inversion pulse, separated by an inversion time (TI). The 180° pulse tips 

longitudinal magnetisation so that it is pointing in the opposite direction to B0. After the pulse 

magnetisation gradually regrows to the equilibrium value, in the same direction as B0. The spin 

echo sequence reads out whatever magnetisation has recovered by time TI, which is dependent 

on T1. Signals are acquired at a range of TI and plotted. A curve can then be fitted to the data to 

solve the following equation for T1 (222):  

Equation 15 

𝑆𝑆 = 𝑀𝑀0(1 − 2𝑒𝑒−𝑇𝑇𝑇𝑇 𝑇𝑇1⁄ ) 

Acquisition was performed at TI = [25, 50, 100, 200, 500, 800, 1300, 2000, 3000, 4000, 6000] ms, 

TR = 8000 ms, TE = 25 ms. The long TR (several times longer than T1) ensures full relaxation in 

between successive inversion pulses. Due to the very long acquisition time, images were acquired 
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from one slice only. Standardised circular ROIs were drawn in the centre of each tube and the 

mean signal value extracted. Signal was plotted along a range of TI times and the T1 recovery 

curve fitted by least-squares (Figure 21).  

 

Figure 21 T1 recovery curves for the nine tubes of the T1MES phantom at 3T. 

The letter designations of the tubes are those given by the manufacturer. Signal is 

measured in arbitrary units (au). 

The resulting T1 values are shown in Table 21, with the corresponding manufacturer’s value where 

available. There was good agreement between the calculated values and the available values 

from the manufacturer. The measured values were used as reference for further experiments. 
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Table 21 Calculated T1 by inversion recovery (IR) for the T1MES phantom at 3T. 

The letter designations of the tubes are those given by the manufacturer.  

Tube Manufacturer’s quoted T1 

(ms) 

Measured T1 by IR 

(ms) 

I 424 425 

M n/a 1140 

C 451 461 

H 555 569 

L n/a 1464 

J n/a 1645 

G 294 292 

K n/a 787 

A 250 251 

 

5.4 Signal averaging 

SNR can be improved by signal averaging, that is collecting and averaging together several images. 

The signals are present in each of the averaged images so their contributions to the final image 

are additive. Noise is random so it does not add but instead cancels as more signals are averaged. 

The SNR improvement from signal averaging is proportional to the square root of the number of 

images averaged (NEX = number of excitations). Due to the increase in acquisition time, it would 

not be possible to average signals in the dynamic run, as to do so would significantly compromise 

the time resolution. However, time is less of a factor during T1 mapping, and these sequences are 

relatively short to begin with (roughly 5 seconds per flip angle). Hence the impact of increasing 

NEX during T1 mapping was tested. The phantom was imaged with the existing T1 mapping 

protocol (flip angle = [5, 10, 15, 18°], TR = 2.48 ms), with NEX = 1 and NEX = 4. T1 was calculated 

using the VFA method and quoted as the mean per ROI in the centre of each tube. T1 accuracy 

was reported as the percentage error from the reference IR measurement. As shown in Table 22, 

signal averaging was associated with a significant improvement in mean percentage error with T1 

consistently under-estimated (-21.4 ± 3.3% vs. -29.9 ± 5.2%, P = 0.006, paired t-test). The 

improvement in T1 measurement is worthwhile since it is directly carried forward into the 

calculation of contrast agent concentration.  
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Table 22 Improvement in T1 measurement accuracy by signal averaging in the variable-flip 

angle (VFA) mapping sequence. 

NEX = number of excitations. P = 0.006 for a paired t-test of mean percentage error. 

Reference T1 

(ms) 

NEX = 1 NEX = 4 

T1 (ms) Error (%) T1 (ms) Error (%) 

425 309 -27.4 339 -20.2 

1140 826 -27.5 963 -15.5 

461 290 -37.0 350 -24.1 

569 428 -24.8 464 -18.4 

1464 1057 -27.8 1124 -23.2 

1645 1257 -23.6 1340 -18.5 

292 208 -28.9 221 -24.3 

787 492 -37.5 597 -24.1 

251 165 -34.4 191 -23.8 

Mean (SD) error  -29.9 (5.2)  -21.4 (3.3) 

 

5.5 Flip angle choice  

A simulation was conducted in MATLAB to determine the optimum flip angle for the dynamic 

acquisition, using the signal equation (Equation 8) and TR = 2.48, T1 = 1000 ms (a rough estimate 

for brain tissue), and flip angles = [5, 10, 15] °. The effect of a range of gadolinium concentrations 

was considered, within the range likely to be encountered (Figure 22). Even though a smaller flip 

angle gives higher signal at low concentrations (because it is closer to the Ernst angle), it is seen 

that the greatest sensitivity and dynamic range to changing concentration is achieved with the 

higher flip angle. This is important to maximise the detection of subtle permeability changes. 

Therefore, a flip angle of 15° was chosen for the dynamic acquisition.  
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Figure 22 Simulated effect of flip angle on sensitivity of MR signal to gadolinium concentration. 

A formula for determining the optimum angles for VFA T1 mapping has previously been published 

(237), and on this basis flip angles in the VFA sequence were revised to [5, 7, 15].  

5.6 Correction for B1 inhomogeneity  

Flip angle is determined by the amplitude, duration, and shape of the RF pulse. These parameters 

are calculated by the scanner to achieve the nominal flip angle for all spins within the field of 

view. However, in practice this is confounded by spatial inhomogeneity of the transmit field, due 

to penetration and interference (dielectric resonance3, particularly at 3T and higher, causes the RF 

field to be higher near the centre of the object than near its periphery), coil geometry, and non-

ideal slice profiles. The VFA method of T1 mapping is especially sensitive to misrepresentation of 

flip angle. The nominal flip angle (set by the user) can differ from the true flip angle (experienced 

by the voxel). The effect can be simulated. Values of signal were simulated in MATLAB for a 

hypothetical tissue (T1 = 1000 ms) at a range of flip angles, and T1 calculated using the VFA 

 
3 Biological tissues may be dielectric materials, poor conductors which become polarised in an electric field. 
Complex reflection and refraction effects occur as electromagnetic radiation encounters tissues and tissue 
boundaries. 
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method with two angles. For each flip angle pair, an error was then introduced whereby the 

nominal flip angle used in the VFA calculation deviated from the true flip angle by a prescribed 

amount. As shown in Figure 23, a relatively small error in flip angle can lead to a large error in T1 

calculation. Errors in T1 are propagated to errors in calculating concentration of contrast agent 

which leads to errors in kinetic analysis (234).  

 

Figure 23 Simulated effect on flip angle error on T1 calculation by the variable flip angle 

method. 

Values are for a hypothetical tissue with T1 = 1000 ms. The true flip angle deviates 

from the nominal value by a percentage error and gives rise to an error in calculated 

T1. 

Therefore, a method of determining and correcting for voxel-wise values of true flip angle is 

desirable 4. The double-angle method is considered a reference technique for flip angle mapping 

 
4 Some confusion in terminology arises because in much of the literature the terms B1+, B1, and 
actual/true/measured flip angle are used interchangeably. Generally, ‘B1’ is used to refer to a scaling factor 
which relates actual to nominal flip angle and is used as such in this work. If there were no inhomogeneity, 
B1 would be 100% throughout the field of view, and the flip angle experienced by every voxel would be 
exactly that which was specified on the scanner console. 
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but is slow (238). The slice-selective preparation pulse method (SS-Pre) (239) is of particular 

interest as it is one of the few methods which allows whole-brain mapping in the order of 10 

seconds, with excellent agreement with the double-angle method. A slice-selective sinc 

preparation pulse (relatively robust to off-resonance) is used, with a nominal flip angle (𝛼𝛼nominal). 

After this excitation, residual transverse magnetisation is spoiled. Immediately afterwards, a 

TurboFLASH sequence is performed to readout the residual longitudinal magnetisation (MZ, giving 

signal SSSPre). A proton density image with the same imaging parameters but without a preparation 

pulse is also acquired (capturing fully recovered longitudinal magnetisation, M0, giving signal SPD). 

The relationship between MZ and M0 is given by:  

Equation 16 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
𝑆𝑆𝑃𝑃𝑃𝑃

=
𝑀𝑀𝑍𝑍

𝑀𝑀0
= cos(𝐵𝐵1 ∙ 𝛼𝛼𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛) 

Equation 17 

𝐵𝐵1 = cos−1 �
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
𝑆𝑆𝑃𝑃𝑃𝑃

� 𝛼𝛼𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛�  

Ideally 𝛼𝛼nominal of the pre-pulse should be close to 90° (to maximise the effect on the cosine), but 

not 90° as in that case there would be no residual longitudinal magnetisation and the readout 

would just be of noise. Hence a value of 80° is sensible. 

The SS-Pre method was tested in the phantom and acquired with the same coverage as the T1 

mapping and dynamic sequences, but with a reduced matrix size of 64 x 64 x 15 (acquisition time 

= 12 seconds). Mapping is usually performed at low resolution, as spatial variation in flip angle is 

expected to be low in frequency (240). VFA data was collected with flip angle = [5, 7, 15]°, TR = 

2.48 ms, NEX = 4. The SS-Pre data were then interpolated with a cubic spline to match the 

geometry of the VFA data (192 x 144 x 30). Most authors also apply a filter to reduce noise. Based 

on a published method (240), the interpolated maps were filtered by a 3D Gaussian kernel (σ= 

4.2, size = 10 mm) within an intensity-based mask of the phantom (or a skull-stripped brain mask 

in further human imaging). For each voxel, the scaling factor B1 was then calculated between the 

measured flip angle and the nominal flip angle (80°) and expressed as a percentage. T1 was then 

calculated by the VFA method, either with or without the additional voxel-wise B1 correction 

factor. Instead of using a single circular ROI in each tube, 3D cylindrical ROIs were used to better 

capture the effects of spatial variation in all axes. T1 accuracy was calculated as in Section 5.4. As 

shown in Table 23, B1 correction was associated with a significant improvement in accuracy 

(mean error -13.6 ± 5.6 vs. 21.6 ± 5.2%, P <10-8, paired t-test). Hence B1 correction by this method 

was included in the final protocol. 
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Table 23 Significant improvement in T1 measurement accuracy by adding B1 correction. 

P < 10-8 for a paired t-test of mean percentage error. T1 values were calculated from 

the same acquisition as in Table 22; the reported values without B1 correction differ 

slightly as different ROIs were used. 

Reference T1 

(ms) 

Without B1 correction With B1 correction 

T1 (ms) Error (%) T1 (ms) Error (%) 

425 350 -17.6 384 -9.6 

1140 830 -27.2 916 -19.6 

461 376 -18.4 419 -9.1 

569 440 -22.7 487 -14.4 

1464 1039 -29.0 1160 -20.8 

1645 1230 -25.2 1356 -17.6 

292 245 -16.1 268 -8.2 

787 603 -23.4 650 -17.4 

251 215 -14.3 237 -5.6 

Mean (SD) error  -21.6 (5.2)  -13.6 (5.6) 

 

5.7 Correction for incomplete spoiling 

As discussed previously (Section 1.8), the signal for a spoiled gradient echo sequence such as 

FLASH can be formulated algebraically (Equation 10), but this requires the assumption that 

transverse magnetisation returns completely to zero in between consecutive pulses. If the 

assumption holds, then signal depends only on the steady state of longitudinal magnetisation; in a 

balance of reduction by excitation and recovery described by T1. If TR is much longer than T2 (the 

time constant for decay of transverse magnetisation), then this assumption is met through 

relaxation alone. At shorter TRs, however, a method of spoiling transverse magnetisation is 

required. In FLASH (and most other spoiled sequences) this is achieved through RF-spoiling. The 

phase of sequential RF-pulses is offset every time, which after every excitation favours phase 

cancelling of transverse magnetisation from previous excitations. It has been recognised for some 

time that the accuracy of T1 measurement using FLASH is contingent on perfect spoiling (220). 
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Most published brain DCE-MRI studies have used a TR of <10ms, and published guidelines suggest 

that a TR <3ms is ‘ideal’ (101). T2 of brain tissue is in the region of 80-110 ms (241). It has 

previously been demonstrated that incomplete spoiling occurs as TR becomes very short (242, 

243). As a result, the measured signal may be different to that predicted from the signal equation, 

and if so the VFA method fails to produce an accurate T1. 

An experiment was conducted to test the effect of increasing TR on the accuracy of T1 estimation. 

The phantom was imaged with the familiar 3D FLASH sequence, flip angle = [5,7, 15]°, and TR = 

[2.48, 10, 25, 40] ms. T1 was calculated and compared to the reference IR method. Results are 

shown in Table 24. In a one-way repeated measures ANOVA there was a significant difference in 

T1 error according to TR (P < 10-6), and in the post-hoc test with Bonferroni correction significant 

differences were seen when increasing TR to 10 ms and longer. These results suggest a 

breakdown of T1 mapping accuracy at very short TRs, which may be due to incomplete spoiling. 

Though significant the improvement on increasing TR further than 10 ms was relatively small, and 

any improvement must be weighed against the significant increase in acquisition time.  

Table 24 Significant improvement in T1 mapping accuracy by increasing TR. 

There was a significant effect of TR in a repeated measures ANOVA (P < 10-6). P-

values shown here are for the post-hoc test with Bonferroni correction. 

TR (ms) Mean (SD) T1 

error (%) 

P-value for 

comparison to TR 

= 2.48 

2.48 21.7 (2.4) - 

10 4.4 (3.0) <10-7 

25 3.4 (2.3) <10-5 

40 3.6 (3.0) <10-5 

Increasing TR to 10 ms is acceptable in the T1 mapping sequence, as it is still possible to image a 

whole brain volume in 25 seconds. However, TR cannot be increased in the dynamic sequence 

within the constraints of the desired time resolution. This poses a problem. In the DCE-MRI 

analysis, T1-time (and then concentration-time) curves are calculated by passing measured signal 

in the dynamic acquisition into the gradient echo signal equation (Equation 10) together with the 

other known parameters: signal in the fully relaxed state (S0) which is carried forward from the 

VFA measurement, flip angle, and TR. The error in the dynamic signal measured at shorter TR still 

propagates into the T1 calculation.  
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One solution is to correct the signal from the dynamic sequence for the error potentially 

introduced by incomplete spoiling. A correction method has previously been proposed by 

Baudrexel et al (243), in which a factor (C) is used to modify the flip angle (α  α’) term in the 

signal equation  in order to offset the error due to incomplete spoiling. It was shown that C is 

independent of T1, but dependent on flip angle and TR according to the parameters of a two-

dimensional polynomial. Using these calculated parameters C and therefore α’ can be calculated 

for any combination of flip angle and TR and passed into the signal equation.  

The applicability of the Baudrexel correction was tested in a phantom experiment. VFA data was 

collected with flip angle = [5, 7, 15]° and TR = 2.48 or 10ms. B1 mapping and correction was 

applied as in Section 5.6. 2D ROIs were drawn in each tube. The actual flip angle calculated using 

B1 correction was further corrected by the Baudrexel method, and then used for VFA calculation. 

Percentage absolute error from reference was calculated. As shown in Table 25 the Baudrexel 

correction significantly reduced error at TR = 2.48ms (26.1 vs 13.4%, P = 0.0003, paired t-test) and 

to a smaller degree at TR = 10ms (9.8 vs 7.9%, P = 0.02, paired t-test). Despite correction, error 

was still significantly reduced with the longer TR (13.4 vs 7.9%, P = 0.0001, paired t-test). 

Table 25 Significant improvement in T1 mapping accuracy with correction for incomplete 

spoiling. 

Values are percentage error from the reference value. 

Reference T1 

(ms) 

TR = 2.48ms TR = 10ms 

Uncorrected Corrected Uncorrected Corrected 

425 20.7 12.0 3.3 1.6 

1140 34.0 17.4 18.3 14.7 

461 14.5 5.4 3.7 5.5 

569 20.3 9.6 1.9 0.6 

1464 30.4 8.6 11.9 7.5 

1645 25.7 3.4 4.4 0.2 

292 46.2 40.8 34.3 33.9 

787 27.7 14.2 9.4 6.2 

251 15.3 9.3 1.4 1.1 

Mean (SD) error 26.1 (10.0) 13.4 (11.1) 9.8 (10.7) 7.9 (10.8) 
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Considering these results, it was decided to apply the Baudrexel correction to the dual TR DCE-

MRI protocol in combination with voxelwise B1 correction (first using the B1 map to find the 

actual flip angle, then correcting this for incomplete spoiling). Firstly, it is shown that the most 

accurate VFA T1 mapping is achieved by combining the longer TR (10ms) with the Baudrexel 

correction. Secondly, in the dynamic sequence the flip angle for each voxel can be corrected for 

the shorter TR (2.48ms). 

As discussed in the start of this section, since the effect of incomplete spoiling becomes more 

prominent as TR becomes shorter than T2, one would expect some variation in the completeness 

of spoiling in tissues with different values of T2, such as GM and WM (241). This is potentially 

important if the Baudrexel correction is used in the comparison of different tissues or brain 

regions. However, it has been demonstrated that the correction is valid to within 2% for the range 

of T2 values likely to encountered in the brain (243). Also, since the Baudrexel correction did not 

perfectly correct the T1 values, it is likely that though incomplete spoiling is an important source 

of error, it is not the only one. In particular, the effect of longitudinal relaxation during the 

excitation pulse itself may become relevant at a very short TR, and should be examined in future 

work. 

5.8 Motion correction  

Subject tolerability of the lengthy dynamic acquisition is variable, and in preliminary work some 

datasets were corrupted by motion artefact. More subtle motion artefact could alter the signal-

time curves measured from static ROIs, and lead to errors in kinetic analysis. There could also be 

bias due to differences in motion between groups (244), for example people with MS might be 

less able to tolerate lying still for the duration of the scan, and therefore move more. For these 

reasons it is desirable to implement motion correction of the dynamic time-series. Prospective 

methods were considered (245) but deemed infeasible due to logistical constraints. Retrospective 

motion correction was achieved offline by rigidly registering all dynamic images to the first VFA 

image using FSL-FLIRT (129). Two-step registration via the high-resolution MP-RAGE image was 

used to provide superior results for two registering relatively low-resolution images. All other 

images (remaining VFA images, B1 maps) were also registered to the first VFA image in this way. 

Visual inspection of the dynamic time-series after motion correction demonstrated improved 

image alignment and removal of gross subject head motion. Correspondingly, visual inspection of 

sample signal-time curves showed smoothing, and a reduction in rapid non-physiological signal 

changes during the washout phase (see Figure 24). 
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Figure 24 Example of visual improvement in signal-time curves after motion correction. 

This is signal in the internal carotid artery over time, in an individual who visibly 

moved during the acquisition. There is a sudden change in signal during the washout 

phase, which is removed by motion correction. The two large peaks in signal in the 

initial phase reflect two bolus injections of contrast and are followed by dampened 

recirculation peaks. 

In addition to the qualitative evaluation, motion correction was also evaluated quantitatively. 

After the initial rapid signal changes of bolus passage and recirculation (here defined arbitrarily as 

the first 100 time points), it is expected that changes in signal over time be gradual, reflecting 

distribution and elimination. Hence the standard deviation of the second derivative of the latter 

part of the signal-time curve provides a measure of temporal noise (246). Noise measured in this 

way can be divided by mean signal over the same period, to give SNR. 37 scans (acquired 

throughout the project) were re-analysed, and SNR calculated for the carotid AIF with or without 

motion correction. The AIF was chosen as this had previously been found to be particularly 

sensitive to noise and artefact related to motion. Motion correction gave a small but significant 

improvement in mean SNR (42.5 to 47.3, P = 0.003, paired-t-test). There was modest evidence for 

a greater absolute SNR improvement in MS cases versus controls (2.8 vs 8.8, P = 0.06, t-test), 

compatible with greater noise attributable to subject motion in MS cases. 

5.9 Measurement of signal drift 

Signal drift is a poorly understood phenomenon whereby signal intensity in a voxel changes during 

the measurement period simply as a function of time. This can arise through heavy cycling of the 

RF fields during operation, and heating (247). Since these changes are independent of contrast, if 

unaccounted for these can have a significant effect on pharmacokinetic analysis (92). To assess 

the presence of signal drift in the MR scanner, a healthy control individual was imaged with the 
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dynamic sequence (as described in Section 3.2), but without the injection of contrast. Ten ROIs 

were drawn in white and grey matter and for each drift was calculated as the weighted least-

squares slope of mean signal over time, expressed as a percentage per second of mean baseline 

signal over the first 10 time points. There is no standardised method for reporting drift but this 

incorporates a possible effect of baseline signal and is similar to a published method (92). By this 

method mean drift was <10-7 % per second, and not statistically different from zero (P = 0.62, one 

sample t test). Visual examination of the signal-time curves also suggested the absence of 

significant drift (example shown in Figure 25). On this basis further attempts to measure and 

correct for signal drift were not pursued in this study. 

 

Figure 25 No evidence of linear signal drift over time. 

This is an example case. The plot shows signal from a region of white matter over the 

duration of the dynamic acquisition (blue), and the regression line (orange). Signal is 

measured in arbitrary units (au); for reference, the signal difference between white 

and grey matter is in the region of 100-200 au. 

5.10 Improving input function measurement  

Based on the literature, the bolus injection protocol was changed from a single half-dose injection 

of 0.05 mmol kg−1 Gadovist, to a double half-dose injection scheme, with 0.05 mmol kg−1 

Gadovist given at the 10th and 45th time points. This scheme has the benefit of maximising total 

contrast dose, to improve the contrast-to-noise ratio (11), whilst minimising the peak blood 

contrast concentration during bolus first-pass, which contributes to AIF measurement errors due 

to truncation artefact and T2* effects (94, 248) (though truncation artefact would tend to affect 

measurements of perfusion rather than permeability). This injection protocol has been tested by 

the Larsson group at the University of Copenhagen (unpublished data), and hence was not 

examined in detail in this work. 
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Measuring an AIF from the internal carotid artery (ICA) has several pitfalls, most importantly:  

• Partial volume artefact: since the artery is a relatively small structure, voxels located 

peripherally in the ROI will not just consist of blood (voxel size here is 1.3 x 1.3 x 5 mm). 

The contribution of these non-vascular voxels dampens the measured arterial waveform. 

Also, low-level subject motion can easily displace the artery from the ROI entirely if the 

ROI location is fixed between sequential images.  

• Flow-related enhancement (also known as inflow artefact): spins within the imaging 

volume develop a new steady-state equilibrium magnetisation. Therefore, less 

magnetisation can be tipped into the transverse plane, and signal is lower than otherwise. 

A voxel in the artery, however, will contain fewer or none of these spins, as its contents 

are continually replenished by unsaturated spins from outside the volume. These spins 

contribute to an artefactually higher signal from the artery. This makes the T1 

measurement artificially low, which propagates through the analysis.  

To address these difficulties manual AIF ROIs were drawn with great care, making sure to examine 

the frames just prior to and during contrast arrival, and selecting a region in which pre-contrast 

enhancement (flow-related) was minimal. The supraclinoid segment of the ICA was usually most 

suitable for this purpose. Baseline T1 of the ROI was checked, to ensure that the value was 

reasonable for blood (or as good as possible). However, this process was time-consuming and 

dependent on the operator. 

A potential solution to flow-related enhancement in other contexts is to extend the imaging 

volume so that spins entering the artery are not unsaturated. However, in healthy adults the peak 

systolic velocity in the internal carotid artery can approach 125 cm/second (249), and the mean 

lengths of the common and internal carotid arteries are 13 cm and 8.5 cm respectively (250). 

Therefore even if the volume were extended to the aortic arch, acquisition time were 1 second, 

and the AIF were created in the most distal ICA segment, unsaturated spins from outside the 

volume could still easily enter the ROI during acquisition.  

A venous outflow function (VOF) obtained from the superior sagittal sinus (SSS) near the torcula is 

less susceptible to both artefacts, as it is larger, and the vessel proximal to the ROI lies within the 

imaging volume, and hence spins entering the ROI should be saturated. In this region the vein also 

tends to be easy to identify, straight, and perpendicular to the imaging volume. Many studies 

have used a venous input function in favour of an arterial one, and there is evidence that the 

choice makes little difference (251). The theoretical downside is that the shape and timing of the 

venous function will not exactly match the arterial function (it will be dampened), and this may 

affect parameter calculation, especially of CBF. As a compromise a rescaling approach was 
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employed. It is an established principle of tracer kinetics that the time integral of the 

concentration-time curve is conserved throughout the vascular tree. Hence the carotid AIF was 

rescaled to a venous function derived from the SSS using a derivative-free method in MATLAB to 

minimise the difference in area under the curve (252) (code adapted from that written and kindly 

provided by Professor Henrik Larsson, University of Copenhagen). An example is shown in Figure 

26. 

 

Figure 26 Scaling of arterial input function according to the venous outflow function. 

The arterial function is scaled to match the area under the curve of the venous 

function.  

Next, the process of identifying AIF and VOF voxels was automated, to reduce operator-

dependence and enable seamless batch processing. High-resolution atlases of brain arterial (253) 

and venous (254) anatomy were used to manually generate standard binary masks of the ICA and 

SSS respectively. Using a two-step process, each mask was transformed from MNI space to 

subject T1 MP-RAGE space using FSL’s non-linear registration tool FNIRT (255), and then to 

dynamic space using FLIRT. The signal-time curves of all voxels within either artery or vein mask 

were then evaluated according to criteria based on those suggested by Mouridsen et al (256), by 

choosing voxels (1) with rapid signal changes shortly after the known times of bolus injection, (2) 

in the top decile of area-under-the-curve, (3) in the bottom quartile of roughness. Visual 

inspection of the resulting masks showed good results (see Figure 27). The median signal-time 

curves from ICA and SSS masks were then used for AIF and VOF respectively.  
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Figure 27 Demonstration of automatic input function detection. 

Standard masks of internal carotid artery (top panel) and superior sagittal sinus 

(bottom panel) are transformed into the space of the dynamic images. Signal-time 

curves from all masked voxels (blue lines) are refined by selection of voxels meeting 

expectations of signal behaviour from knowledge of typical signal-time curves 

(orange lines). 

5.11 Automated tissue segmentation 

Tissue-type segmentation was performed using FSL-FAST to generate probabilistic maps of WM, 

GM, and CSF. Automated lesion segmentation was performed using the lesion growth algorithm 

from LST version 20.0.15 (140) as previously described (Section 3.3.3.4). FLAIR imaging was 

changed from a 2D to a 3D sequence (TR = 5000 ms, TE = 397 ms, TI = 1800 ms, field‐of‐view = 256 

× 248, voxel size 1.0 x 1.0 x 1.1 mm3, 176 slices) which is superior for the detection of MS lesions 

(257) and the acquisition for which this technique has been best validated (140, 258). LST also 

performs well with age-related WM lesions (259, 260); this is useful as the algorithm can be 

applied uniformly to all cases (MS or control). In cases with lesions, lesion filling of the MP-RAGE 

image was also conducted using LST and the prepared lesion mask, prior to tissue-type 

segmentation with FAST. The lesion mask was subtracted from the WM mask to give a NAWM 

mask. The mask of all lesions was combined with the tissue masks to give masks of WM and GM 

lesions, as well as all lesions. All masks were then transformed into dynamic space using FSL-FLIRT 

and binarised with a pre-specified threshold (0.95). Since Ki measurement is prone to outlier 
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results in non-brain tissue (without a BBB), vessels, or CSF, the median value of voxels within each 

mask was quoted as the representative value for that tissue. 

5.12 Final protocol and analysis pipeline 

The final protocol incorporated all of the incremental advances described above. Total acquisition 

time was 40 minutes. The detailed exam card with all sequence parameters is given in Appendix F.  

The analysis pipeline was developed in MATLAB and optimised for parallel execution on an 8-core 

workstation running Linux Red Hat 7. The development of an automated pipeline enabled high-

throughput analysis of a large volume of scans by a single operator. Figure 28 outlines the flow 

through the pipeline. Execution time was approximately 2 hours per case; the majority occupied 

with motion-correction (c. 20 minutes) and voxel-wise parameter fitting (c. 60 minutes). All 

intermediate files of analysis were stored and available for manual quality control. An example of 

voxelwise parameter maps is given in Figure 29. 

This protocol was optimised for the detection of subtle BBB leakage. However, there is limited 

evidence regarding the measurement variability of DCE-MRI (261). Certain of the optimisations 

described here might be expected to reduce variability, by removing effects dependent on the 

scanner (such as B1 inhomogeneity), subject (such as motion), or operator (such as manual ROI 

creation). If the aim is to use DCE-MRI to study change in Ki within a subject over time, then a 

study of the measurement variability of this protocol is essential. This is dealt with in the next 

chapter. 



Chapter 5 

95 

 

Figure 28 Image processing pipeline. 

‘Dynamic space’ refers to the shared space of dynamic and VFA acquisitions.  
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Figure 29 Example of voxelwise parameter maps. 

From left to right, these are five slices from a single individual with MS. The B1 map 

has been interpolated, but the other maps have not been altered in any way. 

 



Chapter 6 

97 

Chapter 6 Assessment of Measurement Variability in 

Dynamic Contrast-Enhanced Magnetic Resonance 

Imaging 

6.1 Introduction 

The previous chapters covered the development and optimisation of DCE-MRI. The SIBIMS Study 

(Chapter 7) will use DCE-MRI to perform BBB permeability measurements at two timepoints, to 

address the hypothesis of BBB disruption during systemic infection. If DCE-MRI is to be used for 

this purpose, it is crucial to quantify measurement variability over the relevant time interval.  

6.2 Aims 

1. Establish the minimum detectable effect size for the SIBIMS study, by quantifying 

measurement variability over the relevant time interval (two months) and in the relevant 

population (adults aged 40-80). 

2. Establish a dataset to test and refine the optimisation strategies outlined in Chapter 5, to 

maximise robustness of the protocol to detect subtle BBB changes. 

6.3 Background 

Within a subject, the measured value of any biomarker will fluctuate over time due to two 

components: analytical imprecision and biological variation. Analytical imprecision reflects 

inherent variation in the measurement method itself. For Ki measurement by DCE-MRI there are 

several sources of analytical imprecision, outlined in Table 26. As per the definition of precision 

(262), these factors influence the closeness of repeated independent measurements of Ki 

obtained under a stipulated set of conditions, and assuming that the ‘ground truth’ value of Ki is 

invariant. In this context, ‘a stipulated set of conditions’ means that the acquisition hardware, 

protocol, and analysis pipeline remain constant. ‘Independent’ means that each sequential 

measurement is taken such that it is not influenced by the previous measurement(s); importantly 

this means leaving an adequate time interval for complete washout of contrast agent. 

 



Chapter 6 

98 

Table 26 Possible sources of analytical imprecision in BBB permeability measurement with 

DCE-MRI. 

AIF = arterial input function, ROI = region of interest. 

Source of analytical imprecision Possible countermeasures 

Subject 

Motion 

Ensure subject comfort; 

software motion-correction; 

prospective motion-correction 

Body temperature 
Measurement of subject 

temperature 

Contrast agent 

pharmacokinetics 

Measurement of individual AIF 

per subject 

Hardware 

Noise, which arises in the MR 

signal from sources including 

Johnson noise5 from the human 

body, coil and receiver 

electronics, and extraneous RF 

fields. 

Select acquisition parameters to 

optimise SNR (coil selection, 

voxel size, field of view, 

bandwidth, number of 

excitation); post-acquisition 

filtering; averaging of signals 

from multiple voxels in ROI 

B1 inhomogeneity 
Shimming; B1 mapping and 

correction 

Environment Ambient temperature 

Control of ambient 

temperature; measurement of 

temperature 

Operator 

Operator-dependent 

components of analysis, for 

example placement of ROIs for 

AIF or tissue function extraction 

Automated AIF extraction (or 

use of a standard AIF); 

automated tissue ROI 

placement or voxel-wise 

analysis 

As with any biomarker, Ki is also subject to biological variation. This reflects intrinsic changes in 

the true value occurring in the absence of any change in health or disease state. The most 

 
5 Johnson noise (or thermal noise) arises because the charge carriers within a conductor (usually electrons) 
experience random motion as a function of temperature. 
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important source of biological variation is usually fluctuation around a ‘set point’ as part of 

normal homeostasis. For some biomarkers, important biological variation may also occur over the 

lifecourse or in a cyclical fashion; these may also be relevant for Ki (217, 263). Possible factors 

which may influence BBB permeability without any apparent change in health or disease state are 

outlined in Table 27. These are all hypothetical, as there is limited human evidence for the 

relevance of these factors or the strength of each effect. 

Table 27 Possible sources of biological variation in BBB permeability. 

Source of biological variation Possible countermeasures 

Systemic inflammation, which may increase 

permeability (62). Episodes of systemic 

inflammation can occur in healthy individuals 

without overt symptoms (117). 

Screening for symptoms of systemic 

inflammation; biochemical indices of systemic 

inflammation. 

Medication, for example non-steroidal anti-

inflammatory drugs (NSAIDs) may 

reduce permeability (63). 

Drug history; avoidance of acute medications 

before scanning. 

Menstrual cycle, for example oestrogen may 

reduce permeability (263). 

Menstrual history; synchronise repeated scans 

to same point in cycle. 

Diet, for example chronic saturated fat intake 

may increase permeability (264), whereas 

caffeine may reduce it (265). 

Dietary history. 

Physical exercise, which may reduce 

permeability (266). 
Record physical activity. 

Shear stress on vascular endothelium, which 

may increase permeability (267). Shear stress is 

dependent on blood flow and viscosity, which 

are themselves subject to biological variation 

(268, 269). 

Measure plasma viscosity. 

The total random variation in serial within-subject measurements is therefore a combination of 

both analytical imprecision and biological variation. Any change must exceed the likely bounds of 

random variation to be considered significant. When a new method is developed for the 

measurement of some biomarker its analytical imprecision should be determined experimentally, 

usually by performing replicate analyses on a stable sample according to recognised protocols 
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(270). Serial measurements from healthy volunteers can then be used to determine what 

component of random variation reflects biological variation (271).  

There are challenges in transferring this gold-standard methodology from the laboratory to DCE-

MRI. It is impossible to measure the same ‘sample’ in simultaneous replicate. A scan-rescan study 

can be used to estimate analytical imprecision, and when the interval between scans is short it is 

assumed that the effect of biological variability is minimised. However, for measurements to be 

independent the interval must be long enough to allow for complete washout of contrast agent, 

as residual contrast may alter the pharmacokinetics. For gadobutrol this is 72 hours (272). As 

there is no data on biological variation in BBB permeability (by DCE-MRI or any other method) it is 

impossible to know whether this interval is appropriate. Many of the possible factors described in 

Table 27 could conceivably operate within an interval of days.  

Another approach is to study analytical imprecision using a phantom, in which the effects of 

biological variation are removed. Perfusion phantoms are available (273). However, not all 

sources of imprecision operate within a phantom, and therefore it is difficult to apply the findings 

to in vivo measurements. While it would be ideal to be able to quantify the relative contribution 

of technical and biological components to the total variability between two repeated 

measurements with a defined interval, the most pressing need is to quantify the total variability 

itself, in order to enable sample size calculations for studies such as SIBIMS (Chapter 7). The 

pragmatic approach, which is most applicable to the intended use case, is to study within-subject 

scan-rescan variation over the duration of interest. This is essential since a comprehensive study 

of this kind has not been performed and would be of use to investigators worldwide. In one study, 

most subjects were scanned with an interval of 1 day, which raises the possibility that the 

measurements were not independent due to inadequate contrast washout (274). In another 

study, the median interval was 16.5 months (275), a timescale over which the effects of disease 

progression are difficult to untangle from biological variation.  

6.4 Methods  

6.4.1 Study design 

Participants were scanned in two separate sessions, as close as possible to two months apart. The 

rationale for this time interval was to mirror the protocol of the SIBIMS study (Chapter 7), as the 

results of this study will directly inform the calculation of the minimum detectable effect size in 

SIBIMS. First and second scans were performed in an interleaved fashion to prevent the possibility 

of systematic bias due to longitudinal scanner signal drift.  
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6.4.2 Ethical approval  

The study was approved by the National Research Ethics Service Committee London Surrey 

(reference 18/LO/2015) and the institutional review board (ERGO 46018). Experiments were 

conducted in accordance with the Declaration of Helsinki and all subjects gave informed written 

consent.  

6.4.3 Study participants  

Healthy adult individuals were recruited by advertisement. Inclusion criteria were as follows: age 

40-80 (comparable to the age of the progressive MS population to be studied), no systemic or 

neurological disease (including migraine), no regular medication use, and no family history of MS. 

All subjects were examined by a neurologist (me) prior to inclusion. Baseline demographic and 

clinical data was collected at inclusion.  

6.4.4 Measurement of potential sources of biological variation  

Evidence of systemic inflammation was sought at each scanning session through clinical 

questioning, temperature measurement, and SicknessQ (276), a validated questionnaire which 

records the incidence and severity of sickness behaviour symptoms. In the event of a 

symptomatic episode (such as infection) the scan was deferred until complete symptomatic 

recovery. A drug history including NSAID score (277) was also recorded.  

6.4.5 Measurement of asymptomatic systemic inflammation  

In addition to the above urinary neopterin was also measured by UPLC-MS of a morning urine 

sample from each session (method detailed in Section 3.3.2). Blood samples were also taken at 

each session and analysed for the inflammatory markers C-reactive protein (CRP) and erythrocyte 

sedimentation rate (ESR).  

6.4.6 Measurement of haematocrit 

Haematocrit was measured in a venous blood sample taken from an arm vein at each scanning 

session and scaled for the effect of vessel size using the factor 0.85 (107, 108). The effect on 

variability of converting Ki to Ktrans using the contemporaneous small vessel haematocrit was 

examined. 
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6.4.7 DCE-MRI protocol and analysis 

DCE-MRI was performed to calculate voxel wise whole-brain Ki according to the optimised 

protocol detailed in Chapter 5, though for logistical reasons the following non-essential 

acquisitions were omitted: FLAIR, T2, short TR VFA mapping, post-contrast MP-RAGE. The 

following optimisation steps were testable in silico: 

• B1 correction (see Section 5.6) 

• Baudrexel correction for incomplete spoiling (see Section 0) 

• Motion correction (see Section 5.8) 

• Automatic AIF detection (see Section 5.10) 

• AIF rescaling (see Section 5.10) 

As previously described, these optimisation steps have all been tested in terms of their effects on 

components of the analysis pipeline (Chapter 5). However, the ultimate purpose is to improve the 

accuracy and precision of Ki measurement, not, for example, T1 or SNR per se, and so it is 

important to know the effect of these optimisations on the parameter of final interest. Therefore, 

the analysis was repeated with (1) no optimisations, (2) each optimisation in turn, (3) all 

optimisations. Ki, CBV, and CBF were calculate for the whole brain, GM, and WM. The effect of the 

Baudrexel correction was tested alongside the other optimisations, though since this is a 

systematic correction post-acquisition an obvious effect on Ki was expected. 

Importantly, an a priori decision was made regarding negative Ki values, which sometimes arise in 

Patlak fitting. Random noise can be positive or negative. Although it is theoretically impossible for 

the true value of BBB permeability to be negative, if the true value is close to zero (as is likely in 

the healthy brain), then negative Ki values may be measured because of noise. In other studies, 

negative values have been removed by a positivity constraint (92), upper percentile (274), positive 

threshold (275), or instead by reporting the volume fraction of detectable leaking tissue (278). 

However, since the object of this study is to account for analytical imprecision including random 

noise components, no positivity constraint was applied to the data (neither to Ki values nor to 

concentration-time curves).  
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6.4.8 Statistical analysis  

The validity of Ki measured by DCE-MRI was tested against the biological expectations set out in 

Section 4.2. Briefly, these are that: 

• CBV (and Ki) should be higher in GM than WM, due to the higher vascular density in GM. 

This was tested using a pairwise within-subject comparison. The GM/WM CBV (or Ki) ratio 

was reported. Histological study suggests that the GM/WM CBV ratio should be 

approximately 2.9 (212). 

• CBV should predict Ki, since Ki is a compound marker of vascular permeability and surface 

area. In other words, the higher Ki in GM should be explained by the higher CBV in GM. 

This was tested in a multivariate linear regression with Ki as dependent, and CBV, CBF, 

and tissue type as predictors. The β coefficient and P value were quoted for CBV. 

• Ki should not correlate with CBF, as predicted by the Crone-Renkin equation for a low 

permeability tissue. This was tested in the regression in the point above. 

In addition, summary Ki values (whole brain, WM, or GM) were examined, as well as the 

percentage of voxels with negative Ki values, out of all voxels analysed. These tests were 

performed on only the first scans of all participants to ensure independence of observations 

(chosen arbitrarily). 

Paired scan-rescan data was used to calculate metrics for variability analysis, using published 

guidance (279). Within-subject coefficient of variation (COV) is widely used for this purpose. The 

within-subject COV derived from this study was used to derive sample sizes for future studies, 

according to published methods (280). The 95% limits of agreement for the within-subject 

differences were also calculated and used to indicate the minimum detectable change. In 

addition, Bland-Altman analysis was used to assess agreement between scanning sessions.  

To determine the effect of the optimisation steps, analyses were conducted with either no 

optimisations, each optimisation in turn, or all optimisations. Results were compared between 

these methods using one-way repeated measures ANOVA with post-hoc tests using Bonferroni 

correction where appropriate. 

In an exploratory analysis to investigate the possible effect of potential sources of biological 

variation, correlations were examined between inter-session differences in Ki and inter-session 

differences in the potential source measures. The effect of time of day on Ki values and variability 

was also examined. 

P < 0.05 was used to reject the null hypothesis. 
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6.5 Results 

6.5.1 Participants 

Recruitment began in August 2019 and was halted by the COVID-19 pandemic in March 2020. 7 

participants completed the study. An additional 3 participants had the first scan but were unable 

to complete the study due to the pandemic. Baseline demographics are shown in Table 28.  

Table 28 Baseline demographics for participants in the variability study. 

Continuous variables are given as mean (SD). 

N 7 

Age (years) 56.0 (7.3) 

Sex (% female) 85.7% 

Ethnicity (% White British) 100% 

Body mass index (kg/m2) 24.6 (2.3) 

Smoker (%) 0% 

Handedness (% right-handed) 100% 

 

6.5.2 Effect of optimisation steps on measurement validity 

For the first scans of all participants, the effect of optimisation steps on the value of whole-brain 

Ki, individually or in combination, is reported in Table 29. Optimisations significantly decreased 

mean Ki (P = 0.03) and increased the GM/WM CBV ratio (P = 0.01) and percentage of negative 

voxels (P = 0.02). In the post-hoc tests the only single optimisations with a significant effect versus 

no optimisation were the B1 and Baudrexel corrections. B1 correction significantly increased the 

GM/WM Ki ratio (P = 0.0003) and CBV ratio (P = 0.0004). Baudrexel correction significantly 

decreased Ki (P = 0.03) and increased the percentage of negative voxels (P = 0.01). 
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Table 29 Effect of optimisation steps on values of whole-brain Ki and measures of validity. 

P-value is from a one-way repeated measures ANOVA with analysis method as the 

within-subject factor. 

Regression parameters are from a multivariate linear regression with Ki as 

dependent, and CBV, CBF, and tissue type as predictors. CBF or tissue type did not 

predict Ki in any model. 
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Mean (SD) Ki 

(ml/100g/ml) 

0.54 

(0.41) 

0.52 

(0.39) 

0.56 

(0.43) 

0.28 

(0.20) 

0.50 

(0.20) 

0.30  

(0.12) 

0.11 

(0.06) 

0.03 

Mean (SD) Ki 

difference from 

analysis with no 

optimisations 

(ml/100g/min) 

n/a -0.02 

(0.09) 

0.02 

(0.03) 

-0.27 

(0.30) 

-0.04 

(0.48) 

-0.26 

(0.33) 

-0.43 

(0.42) 

n/a 

Voxels with negative 

Ki values (%) 

5.67 

(7.86) 

1.34 

(1.84) 

5.67 

(7.86) 

15.21 

(11.31) 

9.44 

(7.63) 

5.70 

(7.90) 

19.97 

(9.00) 

0.02 

Mean (SD) within-

subject GM/WM Ki 

ratio 

1.05 

(0.35) 

0.80 

(0.17) 

1.48 

(0.39) 

1.95 

(1.22) 

0.96 

(0.46) 

1.06 

(0.35) 

1.74 

(1.97) 

0.25 

Mean (SD) within-

subject GM/WM CBV 

ratio 

1.14 

(0.23) 

1.00 

(0.16) 

1.51 

(0.28) 

2.10 

(0.99) 

1.15 

(0.23) 

1.14 

(0.23) 

2.12 

(1.06) 

0.01 

β coefficient for CBV 

to predict Ki (P-value)  

0.37 

(0.21) 

0.28 

(0.34) 

0.34 

(0.26) 

0.38 

(0.19) 

0.71 

(0.007) 

-0.04 

(0.91) 

0.62 

(0.04) 

n/a 

Given the significant effect of the B1 correction on the GM/WM CBV (and Ki) ratios, a further 

investigation was conducted into potential B1 differences between GM and WM. For each of the 

scans analysed above, mean B1 was calculated in GM or WM segments. B1 was higher in WM 

compared to GM (103.41 vs 101.33%, P = 0.04, t-test). 
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In an ANCOVA with Ki (using all optimisations) as outcome, individual participants as factors, and 

time of day as covariate, there was no effect of time of day on measured values of Ki (P = 0.38). 

6.5.3 Scan-rescan variability 

The mean (SD) interval between scan-rescan sessions was 10.0 (2.2) weeks. The within-subject 

variability metrics are reported in Table 30, including the effect of optimisation steps individually 

or in combination. COV improved from 79% to 32% with the use of all optimisation steps, but in a 

one-way repeated measures ANOVA there was no significant difference in COV between the 

different methods (P = 0.27). In the post-hoc tests, no single optimisation had a significant effect 

compared to no optimisations. 

Table 30 Scan-rescan variability results for whole-brain Ki. 
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Mean (SD) within-

subject difference in 

repeated Ki 

measurements 

(ml/100g/min) 

-0.17 

(0.68) 

-0.12 

(0.58) 

-0.16 

(0.70) 

-0.27 

(0.29) 

-0.03 

(0.35) 

-0.07 

(0.16) 

-0.01 

(0.07) 

Mean within-subject 

coefficient of variation 

79% 78% 81% 56% 39% 38% 32% 

95% limits of 

agreement 

(ml/100g/min) 

-1.49-

1.16 

1.25-

1.02 

-1.53-

1.21 

-0.84-

0.30 

-0.71-

0.65 

-0.38-

0.25 

-0.12-

0.14 

Difference between 

95% limits of 

agreement 

(ml/100g/min) 

2.66 2.27 2.73 1.14 1.37 0.62 0.26 

The data analysed with all optimisations was taken forward for Bland-Altman analysis (Figure 30). 

There was no evidence of proportional bias on the plot or by linear regression (P = 0.26).  
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Figure 30 Bland-Altman plot of scan-rescan Ki measurements. 

Values are from the analysis with all optimisations. 

Figure 31 shows the scan-rescan Ki values in the analysis with all optimisations. Four participants 

had inter-session differences very close to zero (mean COV 14%), whereas three participants had 

more substantial differences (mean COV 56%). These two groups did not differ in any baseline 

parameters, though there was modest evidence that the group with greater variability were 

scanned with a shorter interval (8.3 vs 11.3 weeks, P = 0.06, t-test). For all participants, there was 

no correlation between the scan-rescan Ki difference and the difference in time of day that scans 

were performed (P = 0.84, Pearson’s).   
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Figure 31 Scan-rescan results for whole brain Ki, using all optimisations. 

Each line represents an individual. 

The analysis was repeated using all optimisations but restricting to WM or GM voxels; COV was 

42% or 90% respectively (no significant difference by paired t-test, P = 0.18).   

6.5.4 Potential sources of biological variation 

There were minimal differences between measurements of potential sources of biological 

variation at each scanning session, as shown in Table 31. There were no significant correlations 

between inter-session differences in Ki (by the fully optimised method) and inter-session 

differences in these variables. Neither was there any correlation between inter-session Ki 

difference and inter-session interval (P = 0.29, Pearson’s).  
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Table 31 Investigation of potential sources of biological variation in Ki. 

Values are mean (SD). P-values are from a paired t-test comparing sessions.  

* For all but one participant, CRP was below the lower limit of detection at both 

sessions. 

NSAID = non-steroidal anti-inflammatory drug, UNCR = urinary neopterin-to-

creatinine ratio, CRP = C-reactive protein, ESR = erythrocyte sedimentation rate. 

Measure First session Second session P-value 

SicknessQ 0 (0) 0 (0) n/a 

NSAID score 0 (0) 0 (0) n/a 

Temperature 36.7 (0.2) 36.7 (0.2) 0.44 

UNCR (μmol/mol) 126.54 (62.35) 135.12 (43.61) 0.65 

CRP 4* 4* n/a 

ESR 3.0 (1.5) 3.3 (2.2) 0.18 

6.5.5 Sample size calculation using measured variability 

Using the measured variability in within-subject Ki over a relevant timeframe, it is possible to 

calculate the sample sizes required to demonstrate an estimated change in means. Results are 

shown in Table 32. The fully optimised method (COV = 32%) is used here. 

Table 32 Sample sizes required to demonstrate a change in Ki in a longitudinal study. 

Based on a two-sample two-sided test with type 1 error 0.05 and 80% power. 

% change in mean 5 10 15 20 25 30 35 40 

N per group 626 148 62 33 20 13 9 6 

6.5.6 Effect of haematocrit correction 

There was a trend for a small difference in venous haematocrit between scanning sessions (0.39 

vs 0.41, P = 0.10, paired t-test, mean within-subject COV 2.9%). However, converting Ki to Ktrans 

(using the method with all optimisations) had no effect on variability (mean COV 32.1% vs 32.4%, 

P = 0.77, paired t-test). 
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6.6 Discussion 

6.6.1 Key results 

Within-subject COV of whole-brain Ki measured using paired DCE-MRI in healthy control subjects 

over 2 months was 79%, but reduced to 32% with the optimisation steps discussed in Chapter 5. 

At this level of measurement variability, a sample size of 33 would be required to detect a 20% 

change in Ki in repeated measurements, with type 1 error 0.05 and 80% power. The combination 

of optimisation steps also significantly lowered the values of Ki measured, and increased in the 

GM/WM Ki and CBV ratios in line with biological expectations. None of the proposed sources of 

biological variation explained Ki variability in this dataset.  

6.6.2 Limitations 

The sample size of this study was unfortunately limited by the pandemic but, since systematic 

study of measurement variability for quantitative imaging biomarkers is a relatively emergent 

field, it is not dissimilar to some published reports (281, 282). The potential for type 2 error may 

have been high, and some statistical tests were difficult to interpret in the small sample. However, 

trends were observed which are compatible with the theoretical underpinnings.  

This study was designed pragmatically to capture measurement variability, without attempting to 

separate components of biological variation and analytical imprecision. An exploratory analysis of 

potential sources of biological variation did not yield any confirmation of effects for these sources. 

However, these sources were hypothesised based largely on the pre-clinical literature of animal 

and in vitro studies, this study was likely under-powered to detect a true effect, and the range of 

variation within these potential sources was small. Moreover, no attempt was made to account 

for analytical imprecision within the measurements of these potential sources themselves. An 

additional measurement timepoint would have been useful; for example, if participants were 

scanned at both a short and a long interval, the difference in variability between interval 

durations could give an indication as to the relative effects of analytical imprecision and biological 

variability.  

The precision profile of a biomarker may vary within the range of the measurand or within 

different subpopulations (279). In this study, there was no evidence of proportional bias in the 

Bland-Altman plot, but in a larger sample it would have been appropriate to compare COV 

between males and females or older and younger individuals, for example.  
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The rationale for the choice of participants was to provide a group comparable to that in the 

SIBIMS study (Chapter 7). However, only healthy controls were included, not people with MS. This 

decision was made since biological variation of Ki – intrinsic changes in the true value occurring in 

the absence of any change in health or disease state – would be impossible to distinguish from 

pathological changes in people with MS, a condition in which BBB disruption is an integral feature 

of disease (24).  

6.6.3 Interpretation 

This study provides a rationale for using the optimisation steps tested here. These analysis steps 

cannot influence biology, and hence the reduction in COV from 79% to 32% by their application 

suggests the presence of significant analytical imprecision. The effect seems to be synergistic, as 

the combination of all optimisations gives a greater reduction in variability than any one step in 

isolation. The two steps with greatest effect (though not significant in the post-hoc tests) are both 

concerned with improving input function measurement; this is perhaps unsurprising, as deriving 

an input function from a small ROI susceptible to partial volume and inflow artefacts is 

challenging, and prone to operator-dependence (282). In analyses using different optimisations 

(or none), the within-subject GM/WM Ki ratio was always greater than 1, as expected and 

recapitulating previous results (see Section 4.4). When using all optimisations, the GM/WM CBV 

ratio came closer to the value of 2.9 reported from histological study (212), and CBV was able to 

predict Ki, demonstrating the expected behaviour of the PS product. 

In particular, B1 correction significantly increased the GM/WM Ki (and CBV) ratios. Examining a 

typical B1 map (Figure 32), it is apparent that B1 is higher in the brain centre compared to the 

edge. This is a characteristic distribution, attributed to constructive interference of standing 

waves induced from dielectric resonance (283). Hence WM will tend to experience a higher flip 

angle than cortical GM.  A systematically higher flip angle in WM will give rise to a positive bias in 

signal relative to GM. This positive bias will inflate Ki in WM, and erode the GM/WM difference. 

This highlights the importance of B1 correction when using DCE-MRI for regional measurements. 
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Figure 32 Example B1 map from an individual in the measurement variability study. 

B1 is higher in the brain centre compared to the edges. 

There was a suggestion of greater measurement variability in GM compared to WM, a finding 

which has been reported before (274). This may be due to the smaller number of GM voxels 

available for analysis, and the higher likelihood of partial volume artefact for cortical GM, which 

may include CSF and pial microvessels (despite the strict threshold enforced here). Alternatively, 

there may be greater biological variation in GM permeability related to neurovascular coupling to 

activity and metabolism, as is reported for perfusion (284). 

The optimisation steps also influenced Ki values measured, in general bringing the values down. It 

is reassuring that the values for Ki measured when using all optimisations were broadly similar to 

those in other DCE-MRI studies, using different protocols and scanners (23, 91, 105, 106). The 

greatest effect for an individual step was seen with the Baudrexel correction, supporting the work 

done in Section 0. An effect with this optimisation was to be expected since this is a systematic 

correction post-acquisition. A full factorial analysis was not conducted here given the small 

sample, but there is likely to have been an interaction between B1 and Baudrexel corrections, 

since the latter relies on the flip angles measured by the former. Since there is no ‘gold-standard’ 
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method for determining BBB permeability in humans, it is not possible to compare Ki measured by 

DCE-MRI to ground truth and comment on the accuracy. For example, the effect of optimisation 

steps was to bring the group mean Ki value closer to 0.03 ml/100g/min, the reported Ki value in 

healthy control individuals using positron emission tomography and the tracer 68Ga-EDTA (285). 

However, the behaviour of 68Ga-EDTA is unlikely to be directly comparable to that of gadobutrol 

due to differences in molecular mass (360 vs 605 Daltons) and other physiochemical properties 

including protein binding (286), and so a direct comparison is not possible.  

As well as bringing down Ki values, optimisation steps also tended to increase the proportion of 

voxels with negative values. Dealing with negative values, which are common in DCE-MRI, is an 

unresolved issue (261). Other studies have imposed constraints to remove the effect of such 

voxels, though recent consensus guidance recommends against this (100). If the true value of Ki in 

the healthy brain is close to zero, then it is likely that negative values will arise due to random 

noise, especially when measurements are made at a voxelwise level with low contrast-to-noise 

ratio. If these voxels are excluded, then the reported value of Ki will be biased. Hence in this study 

a simple average (median) of all voxels was used, as recommended. 

Within the study group, four participants had very little variation whereas three had more 

substantial variation. Group comparison did not reveal any baseline factors to distinguish these 

groups. The finding that the group with higher variation tended to have a shorter inter-session 

interval is difficult to explain and is likely to be a chance finding. Also, there was no evidence of a 

time of day effect on variability. Time of day could influence Ki values either through analytical 

imprecision, for example through gradient coil heating during scanner use (287), or biological 

variation, as many physiological processes display diurnal variation. However, no effect of time of 

day on Ki values was seen in this study. 

Of the remaining 32% variation, it is difficult to determine what component is biological and what 

is analytical variation. None of the potential sources of biological variation explored here were 

proven to be relevant, though none showed significant within-subject variation. Other factors as 

outlined in Table 27 may be relevant.  

Other studies have examined the measurement variability of DCE-MRI in the brain and are 

summarised in Table 33. Reported COVs are lower, however, significant methodological 

differences are relevant. Importantly, previous studies have used a much shorter timeframe, days 

rather than months, which may reduce the impact of some sources of biological variation. Also, 

these studies tended to use small regions of interest rather than the whole brain or tissue 

segments, and many used constraints on Ki values to limit the effects of random noise. Also, B1 

inhomogeneity was likely less of a problem with the lower field strengths used in earlier studies. 
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Table 33 Summary of studies reporting measurement variability in brain DCE-MRI. 

For comparison, whole brain volume is approximately 1.3 litres. 

Author Participants Field 

strength 

(Tesla) 

Inter-

session 

interval 

Region of 

interest 

Constraints COV 

Jackson et 

al, 2003 

(281) 

Glioma (n = 9) 1.5 36-56 hours Tumour 

(~70ml) 

Voxels 

constrained 

by Ki, ve, and 

fit quality 

7.7% 

Roberts et 

al, 2006 

(282) 

Glioma (n =4) 1.5 36 hours Tumour 

(~50ml) 

Only visibly-

enhancing 

voxels 

included 

8% 

Wong et 

al, 2017 

(274) 

Cerebrovascular 

disease (n = 16) 

3 1-8 days (1 

day for 

most) 

Periventricular 

white and 

grey matter 

(~250ml) 

75th 

percentile 

WM = 

11.6%, 

GM = 

14.4% 

DCE-MRI has also been extensively studied in the oncology field, and though there are differences 

with brain DCE-MRI, there are findings of relevance to the current study. For example, the COV of 

Ki is reported as 19.1% (288) or 24% (289) for visceral tumours over one week, and around 40% 

for neck muscle over two weeks (290). 

The within-subject COV of haematocrit found here was very similar to the reported value of 2.8% 

(115). Since measurements were made at each scanning session, it was possible to correct each 

individual’s Ki values to Ktrans at each timepoint. However, this correction had no effect on the 

variability of BBB permeability measurements. There may have been an improvement in accuracy, 

though as discussed above this is difficult to prove. 

6.6.4 Implications and future directions 

There is an unmet need for technical and biological validation of DCE-MRI (261). With the 

increasing use of quantitative imaging biomarkers, knowledge of measurement variability is 

needed to allow meaningful interpretation of serial measurements. This is relevant to both 

research and clinical practice; serial BBB permeability measurements have shown value in 
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predicting treatment response in MS (106), but also other conditions such as CNS lymphoma 

(291). For some imaging techniques, within-subject COV of repeated measurements is reported to 

be excellent, for example only 5% for fractional anisotropy measurements with diffusion tensor 

imaging (292), which is useful for longitudinal study of white matter integrity. However, such 

studies are usually conducted with healthy volunteers aged 20-30, typically male, and over a 

timeframe of days. Therefore, it is debatable whether metrics of variability derived in this way can 

be applied to different demographic groups, and to studies conducted over a longer time interval.  

Separating the effects of biological variation and analytical imprecision is inherently challenging in 

a human imaging study, but the former cannot be ignored when imaging biomarkers are used to 

assess change over time. This study answers a specific question, namely the minimum detectable 

effect for the SIBIMS study (Chapter 7). However, the finding that analytical imprecision can be 

reduced by the optimisation steps demonstrated is applicable to other studies using DCE-MRI, 

and the possible role of biological variation warrants further study.  

Chapter 4, Chapter 5, and Chapter 6 have dealt with the development, optimisation, and testing 

of the DCE-MRI protocol, and the aim throughout has been to hone a technique suitable for 

detecting subtle BBB permeability changes which may occur during systemic infection. The use of 

DCE-MRI for this purpose is described in the next chapter. 
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Chapter 7 Systemic Infection and the Blood-brain 

barrier 

7.1 Introduction 

The SIMS Study, detailed in Chapter 3, sought evidence of an association between systemic 

infection and disease progression in MS. In subsequent Chapters, DCE-MRI has been developed 

and validated as a tool for the assessment of subtle BBB disruption. Could BBB disruption link 

systemic infection with changes in the brain? Animal studies have shown mixed results. Homing in 

on one infection removes a source of variation. UTI is a good exemplar of systemic infection to 

study, as it is common in people with MS (47), and participants are likely to be able to tolerate a 

DCE-MRI scan (unlike respiratory tract infections, which lead to coughing). SIBIMS (Systemic 

Inflammation and the Blood-brain barrier in Multiple Sclerosis) is a prospective observational 

study of the BBB changes associated with UTI, in people with and without MS. The optimised DCE-

MRI protocol is used to study BBB disruption occurring during UTI in humans.  

7.2 Hypotheses 

1. The primary hypothesis is that an episode of UTI is associated with BBB disruption 

detectable by DCE-MRI.  

The secondary hypotheses are that: 

2. During UTI, the magnitude of BBB disruption is associated with the magnitude of the 

systemic inflammatory response, as characterised by blood and urine markers of 

inflammation. Individuals with a high inflammatory response will experience greater BBB 

disruption than those with a low response. 

3. During UTI, disruptive BBB changes in the brain of a person with MS are magnified 

compared to a healthy individual. People with MS will, all other things being equal, 

experience greater BBB disruption during infection than healthy controls. 

4. During UTI in people with MS, the magnitude of BBB disruption is associated with the 

severity of symptom exacerbation. People with MS who have greater BBB disruption 

during infection will also have more severe symptom exacerbation. 



Chapter 7 

118 

7.3 Considerations in study design 

The hypotheses could have been addressed by collecting data at a single time point from a range 

of participants, with and without infection, and correlating the two measures. However, such a 

method intrinsically lacks statistical power as there is likely to be large between-participant 

variation at each time point (as was seen in Chapter 6). This is reduced by a within-participant 

design, where data is collected at two time points from each participant: one infection and non-

infection. The non-infection time point therefore acts as each participant’s own control against 

their infection time point. There are number of possible study designs to achieve this, outlined in 

Table 34. 

The most practical study design was to scan participants with current infection, and then re-scan 

again once fully recovered. The difference in Ki between the two imaging time points represents 

disruptive BBB change associated with UTI (with the caveats outlined above). This design has been 

used to investigate BBB changes associated in a study of migraine aura (293), a similarly 

spontaneous and unpredictable acute event.  
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Table 34 Considerations in study design for assessing within-participant change associated 

with infection. 

BBB = blood-brain barrier, LPS = lipopolysaccharide. 

Design Disadvantages 

Identify a population in whom infection is 

likely; collect data at the point of 

recruitment and then again when 

spontaneous infection occurs. 

Inefficient use of resources; assuming likelihood of 

infection in the population is not 100%, then some 

participants will have data only from the first time 

point. Also, the interval between the two points is 

unpredictable and will vary between participants, 

allowing longitudinal changes in the measures to 

become confounders (e.g. if BBB permeability increases 

with age (83)). 

Identify participants with current infection; 

collect data at the point of recruitment and 

then again once fully recovered. 

Assumes that the post-infection state is identical to the 

pre-infection state. Potential confounding effect of 

impaired recovery (e.g. if BBB permeability increases 

during infection and then fails to recover, the apparent 

BBB change will be minimal). 

Controlled human infection model; collect 

data, provoke infection (e.g. influenza), 

collect data again. 

Ethically challenging, especially in people with MS in 

whom infection is believed to cause deterioration. 

Experimental inflammation model; collect 

data, provoke experimental inflammation 

(e.g. lipopolysaccharide challenge, 

vaccination), collect data again. 

Alternatively identify participants who are 

scheduled to receive an inflammatory 

stimulus for clinical reasons (e.g. 

vaccination, elective surgery) and collect 

data before and after. 

Relevance to naturalistic infection is debatable. Ethically 

challenging if provoking an inflammatory state purely for 

research purposes, especially in participants with MS. 
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7.4 Methods 

7.4.1 Study design 

The timing of each scan was critical to maximise the difference between states. For the infection 

scan, this was based on a robust case definition of UTI, comprising both (1) acute lower urinary 

tract symptoms (LUTS), and (2) pyuria > 10-7 cells/L. Pyuria has been shown to be the single best 

marker of UTI (53). For the non-infection scan, this was (1) resolution of acute LUTS, (2) 

completion of antibiotic treatment (if deemed appropriate by the clinical team), (3) normalisation 

of pyuria. The minimum interval between scans was set at eight weeks, based on the observation 

that the ‘at-risk period’ for infection-associated symptom exacerbation extends to five weeks 

after infection onset (41), and that UNCR may remain elevated for six weeks after infection onset 

(294). These criteria were pragmatic, balancing the need to separate the scan time points as much 

as possible to allow fully recovery, whilst avoiding too long an interval which could bring into play 

possible long-term BBB changes over time.  

Given that UTI is a spontaneous and unpredictable event, recruitment was maximised by 

operating two streams in parallel: participants with a tendency to recurrent UTI recruited in 

anticipation of developing acute UTI in the future (‘cold’), and participants with acute UTI at the 

time of recruitment (‘hot’). An overview of the final study design, and flow of participants through 

the study, is shown in Figure 33. 

In the ‘cold’ recruitment stream: Participants attended an initial visit to complete informed 

consent procedures and clinical data collection. A urine sample was collected to enable 

comparison with future samples. Participants were educated in the symptoms of UTI and 

instructed to report episodes, with regular reminders. In the event of a reported UTI, the 

participant was assessed (usually at home) and urine microscopy was performed. Upon meeting 

the case definition of UTI, DCE-MRI was performed as soon as possible. Urine sample collection 

and clinical data collection were also repeated. After eight weeks and once the criteria for 

recovery were met (recovery of LUTS and pyuria and completion of treatment), DCE-MRI, urine 

sample collection, and clinical data collection were repeated.  

In the ‘hot’ recruitment stream: Participants followed the same pathway, with the initial visit 

omitted. Informed consent was obtained during the acute infection.  
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Figure 33 Overview of final design for the SIBIMS study. 

Participants recruited through ‘hot’ or ‘cold’ streams enter at different points but 

otherwise undertake the same study activities. The path through the study and the 

activities are identical for participants with MS and for controls, except for MS-

specific clinical assessments which are omitted in controls.  

7.4.2 Ethical approval 

The study was approved by the National Research Ethics Service Committee London Surrey 

(reference 18/LO/2015) and the institutional review board (ERGO 46018). Experiments were 

conducted in accordance with the Declaration of Helsinki and all subjects gave informed written 

consent.  

7.4.3 Participants 

Both people with and without MS were studied, allowing this study to examine whether BBB 

responses to systemic inflammation are abnormal in MS. Both groups followed the same 

pathway. The study was focussed on progressive forms of MS, where insights into the biology of 

disease progression are desperately needed (295). Relapsing forms of MS were excluded to avoid 

the confounding effects of relapses on BBB permeability (24). Healthy control individuals had no 

known significant neurological disease or symptoms. All potential participants (MS or control) 

were examined by a neurologist (me) prior to inclusion. 
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People with MS were recruited from the population served by the Wessex Neurological Centre, 

Southampton, UK, as well as from local patient groups and advertisement. Neurologically healthy 

control individuals without MS were recruited from urology and gynaecology clinics as well as 

from general practice and by advertisement. The age range was 18-80. Controls under the age of 

40 were held in reserve as it was anticipated that most individuals with MS would be above the 

age of 40. General exclusion criteria were inability to have an MRI scan (incompatible metal 

implants, claustrophobia, morbid obesity) or gadolinium-based contrast (renal failure, history of 

contrast allergy).  

7.4.4 Research techniques 

The primary outcome was BBB permeability measured as whole-brain Ki by DCE-MRI, according to 

the protocol detailed in Chapter 5. Secondary outcomes were regional measurements of Ki. All 

DCE-MRI scans were quality-controlled by (1) examination of images during acquisition, and 

repetition of sequences during the imaging session if necessary, (2) post-acquisition review of all 

images by an experienced neuroradiologist, (3) visual inspection of key intermediate steps of 

analysis, including input functions, Patlak plots, T1 maps, and tissue and lesion masks. The 

presence of CELs was assessed on the post-contrast MP-RAGE image by an experienced 

neuroradiologist, for all scans at all time points. A mask of CELs was created manually.  

In the study of measurement variability, the use of Ktrans did not improve precision (Section 6.5.6). 

Since there was no strong reason to prefer one over the other, and since haematocrit represents 

another source of measurement uncertainty, Ki was used in preference to Ktrans. 

Systemic inflammatory response to UTI was measured in several different ways, to maximise 

robustness to change. The following measurements were made at both infection and non-

infection timepoints, at the same time as DCE-MRI: 

1) Body temperature. 

2) Blood leukocyte count, C-reactive protein (CRP), and erythrocyte sedimentation rate 

(ESR).  

3) UNCR in a morning sample, as detailed in Section 3.3.2. In subjects attending an initial 

visit an additional sample was collected prior to UTI. 

Microscopy for pyuria was performed by a single operator using a counting chamber (Glasstic 10, 

Kova International, Garden Grove, CA, USA) and a fresh unspun sample of urine. Each sample was 

also tested with a standard dipstick (Multistix 10 SG, Siemens, Erlangen, Germany). A sample 

taken during the acute UTI was also sent for standard culture and reported according to the 
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standard Kass criteria (296). Microscopy was chosen as the objective arbiter of infection as it is 

immediate and effective (53), whereas culture automatically adds a delay of at least 48 hours, and 

the predictive value of dipstick is limited, especially for ruling out infection (297). 

Clinical and demographic data were collected at the first study visit, comprising: demographics, 

MS disease classification, MS disease duration, weight, height, handedness, smoking history, drug 

history, and past medical history (MS-specific questions omitted in controls). At every study visit a 

detailed inventory of LUTS and sickness behaviour symptoms were collected using validated 

questionnaires (54, 276). For people with MS, a comprehensive assessment of disease severity 

was also performed using validated metrics as described in detail in Section 3.3.4 (EDSS, MSFC, FS, 

and BDI), as well as a self-assessment (298) and physician assessment of spasticity (modified 

Ashworth scale) (299). In addition, at the infection time point all participants recorded the effect 

of the infection on activities of daily living, and at the non-infection time point recorded their 

overall perception of recovery using the Patient Global Impression of Improvement (PGI-I) (300).  

In pwMS, the MSSID (MS Symptom and Impact Diary) was used to capture MS symptoms and 

detect possible changes association with infection (301). The first part of the MSSID asks about 

fourteen common MS symptoms and their effect on function, broadly grouped as factors of 

mobility, emotional/physical fatigue, and overall impact. Higher scores reflect better functioning; 

the maximum score of 15 means no MS symptoms (or MS symptoms present but with not even 

slight functional impact) and no overall impact of MS, whereas the minimum score is 1. To 

increase sensitivity to detect symptom change, the MSSID was modified by the inclusion of an 

additional question at repeat sittings. Participants were asked ‘Last time you completed this 

questionnaire you mentioned some symptoms. Have any of these symptoms changed compared to 

usual?’. Answers for each symptom were given as a five-point Likert scale ranging from ‘a lot 

worse’ (-2 points) to ‘a lot better’ (+2 points) and including the option of ‘no change’ (0 points), 

and the average quoted for each participant. All of the above mentioned clinical assessments are 

shown in Appendix C. 

Brain, tissue, and lesion volumes were also calculated as previously described (Sections 3.3.3.3 

and 3.3.3.4) using the non-infection reference point.  

7.4.5 Sample size 

The effect size was estimated from a study which examined the CSF/serum albumin ratio around 

the time of systemic inflammation in hospital patients (83). A moderate infection (with a five-fold 

rise in CRP) gave rise to a three-fold increase in CSF/serum albumin ratio. The means and standard 

deviations from this study were used for the power calculation. Correcting for a paired design 



Chapter 7 

124 

(eliminating between-participant variation), the power is 96% with a sample size of 27. 

Accounting for 10% dropout, the sample size was set at 30 in each group (i.e. 30 people with MS 

and 30 controls). The study of measurement variability performed in Chapter 6 has so far 

confirmed this sample size for an effect size of 20%. 

7.4.6 Statistical analysis 

The primary hypothesis was tested using an appropriate parametric or non-parametric paired test 

to compare whole brain Ki between infection and non-infection timepoints. To test for a 

difference in BBB response to infection between control and MS groups, a mixed ANOVA was 

performed with group as the between-subject factor and timepoint (infection or non-infection) as 

the within-subjects factor. Secondary hypotheses were tested using correlation methods to 

examine the changes in Ki in relation to markers of inflammation and symptoms. Exploratory 

outcomes examined Ki changes in selected brain regions (WM, GM, or lesions). 

P < 0.05 was used to reject the null hypothesis though individual P values in the region of 0.05 

were considered modest degrees of evidence, whichever side of the threshold (175). 

7.5 Results 

7.5.1 Participants 

Recruitment began in March 2019 and was halted by the COVID-19 pandemic in March 2020. The 

path of recruited participants is shown in Figure 34.  
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Figure 34 Path of recruited participants through the SIBIMS study. 

‘Cold’ recruitment was of participants in anticipation of developing a UTI in future. 

‘Hot’ recruitment was of participants with current acute UTI. Numbers in each group 

are given as total (controls/MS). Of those unable to complete the first DCE-MRI, this 

was due to unavailability of either the participant (4 cases), scanner (3 cases), or 

researcher (1 case). For those unable to complete the second DCE-MRI this was due 

to pandemic restrictions. One participant withdrew from the study for personal 

reasons. 

7.5.2 Baseline clinical and radiological data 

12 participants completed the study and were analysed for the primary outcome. Baseline 

demographic data and disease characteristics for these participants are shown in Table 35. 
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Table 35 Baseline characteristics of the SIBIMS study population. 

Values are mean (SD). P-value is for a t-test between control and MS groups (Fisher’s 

exact test for categorical variables). * The lesion measures in the control group were 

strongly influenced by the presence of small vessel disease, as discussed below. 

BMI = body mass index, EDSS = expanded disability status scale, SPMS = secondary 

progressive multiple sclerosis. 

Variable Controls (n = 6) MS (n = 6) P-value 

Age (years) 59.8 (17.7) 51.0 (7.8) 0.30 

Sex (% female) 50 83.3 0.55 

BMI (kg/m2) 26.4 (1.6) 27.9 (5.5) 0.55 

Smoker (%) 0 0 n/a 

Catheterisation (%) 66.7 16.7 0.50 

MS disease category (% 

SPMS) 

n/a 83.3 n/a 

MS disease duration 

(years) 

n/a 17.8 (8.4) n/a 

EDSS (points) n/a 6.5 (0.8) n/a 

Lesion count 10.2 (9.5) * 20.8 (11.1) 0.11 

Lesion volume (ml) 2.87 (5.24) * 3.40 (3.45) 0.84 

Black hole volume (ml) 0.80 (1.27) * 1.85 (2.09) 0.33 

Normalised brain volumes (l) 

  - Whole brain 1.44 (0.09) 1.39 (0.04) 0.32 

  - White matter 0.72 (0.04) 0.67 (0.02) 0.03 

  - Grey matter 0.72 (0.06) 0.72 (0.04) 0.91 

  - Cortical grey matter 0.59 (0.04) 0.57 (0.04) 0.50 

  - Ventricles 0.08 (0.05) 0.05 (0.01) 0.26 
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7.5.3 Data quality 

There was no missing data for any of the key study measures. One participant recruited ‘cold’ 

attended an initial visit but was unable to provide a urine sample. A blood sample during infection 

was not obtainable for one participant due to difficulties with venepuncture. Haemolysis 

compromised the analysis of one sample for CRP (during infection) and three samples for ESR (all 

during infection). 

All scans passed the quality control steps described in Section 7.4.4. One participant required 

repetition of T1 mapping sequences during acquisition due to obvious motion artefact, and one 

participant required repetition of the dynamic sequence due to malfunction of the contrast 

injector (both repetitions during the same imaging session). 

The calculation of MSFC requires conversion of component data into z-scores, usually based on 

the group means and standard deviations of the study population. However, the sample size was 

smaller than anticipated and normality could not be demonstrated on either the raw or 

transformed data. Hence MSFC z-scores were calculated using group means and standard 

deviations from the SIMS study (Chapter 3). 

7.5.4 Evidence of infection and recovery 

All participants met the case definition for UTI, with both subjective and objective evidence in the 

form of symptoms and pyuria respectively. As shown in Table 36, group values for urine leukocyte 

count and LUTS score were significantly higher during infection compared to non-infection (for 

urine leukocyte count 362.7 vs 0.6 cells/μl, P = 0.04; for LUTS 16.1 vs 4.8 points, P = 0.0002, both 

paired t-test). There was also evidence of effects on the brain during infection, with sickness 

behaviour symptoms detected by SicknessQ (11.6 vs 2.3 points, P = 0.0003, paired t-test). Other 

blood and urine markers including UNCR were relatively insensitive to the presence of infection. 

4 (33.3%) participants had a positive MSU culture during defined infection, in 2 cases with E.coli 

and in 2 with mixed growth. 11 (91.7%) participants had initiated antibiotic treatment prior to 

collection of the MSU sample. Pyuria during infection was significantly greater in those with 

positive MSU culture compared to those without (988.8 vs 49.6 cells/μl, P = 0.04, t-test). 11 

(91.7%) of participants received antibiotic treatment during UTI at the discretion of their own 

physician. 3 (27.3%) of these individuals required a second course of antibiotics. No participants 

were hospitalised during infection. 
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Table 36  Comparison of infection and inflammation markers during infection and non-

infection timepoints. 

Values are mean (SD). The lower limit of detection for CRP is 1 mg/l, and many values 

were reported as <1 mg/l. These were treated as zero for the purposes of analysis as 

a continuous variable. 

LUTS = lower urinary tract symptoms, UNCR = urinary neopterin-to-creatinine ratio, 

ESR = erythrocyte sedimentation rate. 

Variable Infection Non-infection P-value 

Urine leukocyte count 

(cells/μl) 

362.7 (543.2) 0.6 (2.0) 0.04 

LUTS score (points) 16.1 (8.7) 4.8 (5.1) 0.0002 

SicknessQ (points) 11.6 (7.3) 2.3 (3.5) 0.0003 

UNCR (μmol/mol) 182.1 (54.3) 162.3 (58.9) 0.30 

Blood leukocyte count 

(10-9 cells/l) 

7.7 (3.4) 7.0 2.7) 0.48 

C-reactive-protein 

(mg/l) 

4.1 (4.6) 2.0 (2.6) 0.20 

ESR (mm/hour) 12.8 (9.3) 6.6 (8.5) 0.12 

Temperature (°C) 37.1 (0.4) 37.0 (0.3) 0.32 

In those participants recruited ‘cold’ where assessments had been performed prior to the onset of 

UTI, paired comparison of values between the non-infection timepoint and those prior to UTI 

onset showed no differences in urine leukocyte count (P = 0.21), UNCR (P = 0.17), LUTS (P = 0.16), 

or SicknessQ (P = 0.52, all paired t-test). According to the PGI-I, all participants rated their 

recovery from UTI as either ‘much better’ (33.3%) or ‘very much better’ (66.7%). 

7.5.5 MS worsening associated with infection 

Participants with MS uniformly experienced symptom worsening associated with UTI, reflected in 

a significant difference in MSSID between infection and non-infection timepoints (4.7 vs 8.3, P = 

0.001, paired t-test). This was also reflected in the dedicated MSSID change score which had a 

mean value of -1.59 +/- 0.28 (a score of -2 implies that all symptoms are ‘a lot worse’) and was 

significantly less than zero (P = 0.0003, one-sample t-test). Similar changes were also seen in the 
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self-rating of spasticity (see Table 37). However, no significant changes were seen in the 

physician-reported outcome measures (see Table 37). People with MS were more likely than 

controls to report impairment of one or more ADLs during infection (66.7 vs 16.7%, χ2 = 3.1, P = 

0.08, Chi-square test). 

Table 37 Changes in MS rating scales associated with infection. 

Values are mean (SD). In controls, Beck’s depression inventory did not show a 

significant change during infection (P = 0.39) 

MSSID = Multiple Sclerosis Symptoms and Impact Diary, BDI = Beck Depression 

Inventory, EDSS = Expanded Disability Status Scale, MSFC = Multiple Sclerosis 

Functional Composite. 

Score Infection Non-infection P-value 

Patient-reported outcome measures 

MSSID (points) 4.7 (1.4) 8.26 (1.4) 0.001 

Spasticity (points) 7.2 (2.8) 4.83 (0.4) 0.005 

Fatigue (points) 25.7 (7.4) 11.5 (5.8) 0.07 

BDI (points) 6.7 (4.5) 3.8 (5.8) 0.06 

Physician outcome measures 

EDSS (points) 6.5 (0.8) 6.5 (0.8) n/a 

MSFC (z-score) -0.60 (2.58) -0.86 (2.35) 0.44 

Ashworth (points) 15.8 (8.5) 12.0 (4.5) 0.17 

 

7.5.6 BBB disruption associated with infection 

DCE-MRI was performed at the infection timepoint at a mean (SD) of 3.9 (1.9) days after onset of 

UTI symptoms, with no difference between control and MS groups (4.2 vs 3.7 days, P = 0.67, t-

test). The mean (SD) interval between infection and non-infection scans was 11.7 (5.0) weeks, 

again with no difference between groups (11.1 vs 12.4 weeks, P = 0.66, t-test).   

The primary hypothesis was tested by comparing mean whole brain Ki between paired infection 

and non-infection scans. There was modest evidence of BBB disruption associated with infection 

(0.58 vs 0.38 ml/100g/min, P = 0.12, paired t-test, see Figure 35). This was a 52.6% increase in Ki 
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at the time of infection. The effect size was moderate (Cohen’s d = 0.64). There was no correlation 

between time from infection onset to scan and BBB disruption (r = 0.06 P = 0.98, Pearson’s). 

 

Figure 35 Modest evidence for BBB disruption during infection. 

The non-infection timepoint is shown to the left of the infection timepoint, for 

readability. 

To test for a difference in BBB permeability change to infection between control and MS groups, a 

mixed ANOVA was performed with group as the between-subject factor and timepoint (infection 

or non-infection) as the within-subject factor. There was no significant interaction between 

timepoint and group (P = 0.97). Neither was there a significant interaction when considering BBB 

permeability in GM-only (P = 0.55) or WM-only (P = 0.94) tissues.  

BBB disruption during infection was not strongly correlated with age (r = -0.43, P = 0.17), nor were 

there any differences between males and females (0.14 vs 0.22, P = 0.74, t-test). 
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Table 38 Changes in Ki associated with infection. 

Values for grey matter lesions are not shown as very few suitable voxels were 

identified. 

NAWM = normal-appearing white matter, WM = white matter. 

Ki (ml/100g/min) Infection Non-infection P-value 

Whole brain  0.58 (0.36) 0.38 (0.28) 0.12 

Grey matter 0.54 (0.32) 0.39 (0.30) 0.22 

NAWM 0.58 (0.34) 0.38 (0.28) 0.12 

All lesions 0.48 (0.42) 0.33 (0.24) 0.31 

WM lesions 0.48 (0.42) 0.33 (0.24) 0.31 

CELs were identified in five scans, all in people with MS. One individual had CELs only during 

infection, which had resolved in the non-infection scan. Two individuals had CELs during infection 

which again had resolved in the non-infection scan, but new CELs had appeared in different 

locations. Mean Ki in CELs was significantly higher than the individuals own NAWM from the same 

timepoint in a pair-wise comparison (0.97 vs 0.52 ml/100g/min, P = 0.04, paired t-test). Total 

lesion volume did not change between infection and non-infection timepoints, either in controls 

(2.87 vs 2.96 ml, P = 0.34) or people with MS (3.40 vs 3.43, P = 0.78, paired t-test). 

BBB disruption during infection did not correlate with sickness behaviour symptoms (r = -0.17, P = 

0.59, Pearson’s). 

There was no significant difference in haematocrit between sessions (0.41 vs 0.042, P = 0.31, 

paired t-test). 
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7.5.7 Association of systemic inflammatory response and BBB disruption 

There were no correlations between the magnitude of whole brain BBB disruption during 

infection and the magnitude of the systemic inflammatory response assessed by several 

measures, as shown in Table 39. The urothelial inflammatory response, assessed by the pyuria 

count, also did not correlate with BBB disruption (r = 0.06, P = 0.86, Pearson’s). 

Table 39 Correlations between BBB disruption and systemic inflammatory response to 

infection. 

For each measure, change between infection and non-infection timepoints was taken 

to be the response to infection. 

All by Pearson’s. 

UNCR = urinary neopterin-to-creatinine ratio. 

Measure of change Correlation coefficient P-value 

Temperature -0.21 0.51 

UNCR -0.09 0.79 

White cell count -0.05 0.88 

C-reactive protein -0.19 0.60 

Erythrocyte sedimentation rate -0.20 0.64 
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7.5.8 Non-infection analyses of BBB permeability 

Whole brain Ki was not significantly different between control and MS groups at the non-infection 

timepoint (0.40 vs 0.37 ml/100g/min, P = 0.85, t-test). There were no significant differences in 

regional analyses, shown in Table 40.  

Table 40 Comparison of BBB permeability between controls and people with MS, outside of 

infection. 

All by t-test. 

Ki (ml/100g/min) Controls (n = 6) MS (n = 6) P-value 

Whole brain 0.40 (0.34) 0.37 (0.25) 0.85 

Normal-appearing 

white matter 

0.40 (0.34) 0.37 (0.25) 0.86 

Grey matter 0.46 (0.34) 0.31 (0.26) 0.43 

Lesions 0.19 (0.26) 0.40 (0.22) 0.31 

However, five out of six (83.3%) control individuals had undiagnosed small vessel disease (SVD). 

When stratified by Fazekas grade (302), cases with more severe SVD had higher Ki than those 

without, as shown in Table 41. Except for the individual with Fazekas grade 2 SVD, who had 

treated hypertension, none of the other control individuals were known to have had conventional 

vascular risk factors (other than age). 

Table 41 BBB permeability in control individuals according to presence of small vessel disease. 

Values are mean (SD).  

Fazekas grade n Age Whole brain Ki 

0 (absent) 1 38 0.19 

1 (mild) 4 62.0 (17.3) 0.42 (0.41) 

2 (moderate) 1 73 0.51 
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In the whole study group, there was no correlation between age and whole brain Ki (r = 0.06, P = 

0.85, Pearson’s, not controlling for group). There was evidence for higher Ki in WM lesions 

compared to normal-appearing white matter in people with MS (0.40 vs 0.37, P = 0.08, paired t-

test), but not in the subgroup of control individuals with SVD lesions (0.19 vs 0.22, P = 0.36, 

paired-test). 

In people with MS, non-infection Ki did not correlate with any clinical or radiological measures of 

disease severity, as shown in Table 42. 

Table 42 Correlations of non-infection Ki and MS disease severity. 

All by Pearson’s. 

EDSS = Expanded Disability Status Scale, MSFC = Multiple Sclerosis Functional 

Composite. 

Measure Correlation coefficient P-value 

Clinical measures 

EDSS 0.28 0.59 

MSFC 0.31 0.52 

Disease duration -0.09 0.87 

Radiological measures 

Brain volume -0.14 0.79 

Lesion volume -0.66 0.16 

Lesion count -0.24 0.65 

 

7.6 Discussion 

7.6.1 Key results 

This study examined individuals during UTI and again once fully recovered. There was both 

subjective and objective evidence that the infection and non-infection states were clearly 

delineated. There was strong evidence for an effect of UTI on the brain, with a significant increase 

in sickness behaviour symptoms during UTI (P = 0.0003). There was modest evidence to address 

the primary hypothesis, as a 53% increase in Ki was seen at the time of infection (P = 0.12), 
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suggesting BBB disruption. The effect size was moderate (0.64). People with MS uniformly 

experienced symptom worsening during UTI, though there was no correlation with BBB 

disruption. 

7.6.2 Limitations 

Unfortunately, recruitment to this study was significantly impacted by the COVID-19 pandemic, 

and as a result the analysis presented here is under-powered for the primary outcome. More 

complexes analyses including covariates were planned but not suitable for this small sample. 

The limitations of this study design have been discussed previously (Section 7.3). The apparent 

difference between infection and non-infection states may have been blunted if recovery was 

incomplete, though evidence is presented against this. Alternatively, the difference may have 

been blunted if long-lasting BBB impairment occurred (i.e. if infection recovery was complete, but 

BBB recovery was incomplete). It is difficult to disprove this possibility. The fact that neurological 

symptoms recovered well points away from a long-lasting CNS response. That the MS group as a 

whole did not accrue new lesions after infection also suggests that the effect on the brain was 

transient. However, two individuals with MS did have persistent evidence of CNS inflammation 

even once fully recovered from UTI (discussed further below). Ideally it would have been useful to 

measure BBB permeability at multiple time points before, during, and after infection, but this was 

not practical in this study. 

The main outcome for this study was whole brain Ki and measures were also examined in pre-

defined tissue segments. Lesions were also examined though GM lesions were not well-identified 

in the absence of specific sequences (303). However, a significant change may have been missed 

without a more fine-grained regional analysis. It is possible that BBB disruption occurs 

predominantly in defined neuroanatomical or neurovascular regions or is spatially stochastic. 

There is animal evidence which suggests that regional vulnerabilities do exist (304). Such focal 

changes would be diluted out by examining the whole brain or large tissue segments. This could 

be overcome in an unbiased fashion by co-registering Ki maps from both timepoints and 

examining differences at the level of voxels or clusters, as is familiar in functional MRI (305); 

though a robust correction for multiple comparisons is needed with such an approach (306). Also, 

imaging was restricted to the brain, though a large burden of MS activity is in the spinal cord, 

especially in progressive disease (142), and it is possible that BBB disruption during infection 

occurs here. DCE-MRI in the spinal cord poses unique challenges due to the constrained anatomy 

but can be done (307). This may be particularly relevant to explain the increase in spasticity 

during infection that was seen in people with MS in this study. 
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DCE-MRI was performed as promptly as possible after the onset of infection (mean 3.9 days), and 

the possibility remains that BBB changes occurring at the peak of infection were missed. In a study 

using DCE-MRI to examine changes during migraine attacks, imaging was performed on average 

within 8 hours of symptom onset (293), though such rapidity was not feasible in this study. 

Conversely, BBB disruption might be delayed, as shown in an animal model (304) and in one study 

in people with MS (39). On balance it was felt that scanning as soon as possible was pragmatic, 

and in the final analysis there was no correlation between the delay in scanning and the BBB 

disruption observed.  

The measures of systemic inflammation used in this study did not detect any significant change 

associated with UTI, except for ESR, which is a good non-specific marker of the acute phase 

response (308). One possibility is that UTI is a weak systemic inflammatory stimulus, as the 

response is confined largely to the bladder. Since participants in this study had to be well enough 

to have an MRI scan at the time of infection, there was a bias towards less severe infections 

without systemic upset. There were no cases where a participant reported an infection but was 

judged too unwell to proceed to scanning, though such cases likely self-excluded. If this is the 

case, the finding of BBB disruption during UTI is even more relevant to other infections. However, 

the lack of a clear systemic inflammatory response made it difficult to correlate inflammation with 

BBB disruption, and so this hypothesis could not be clearly addressed. It is also possible that the 

chosen markers of inflammation were not optimal. Neopterin was chosen since it has good 

evidence as a non-specific marker of systemic inflammation, though there is evidence that it is 

better in viral than bacterial infections (188), and serum levels are not raised in children with UTIs 

(309). This has implications for the interpretation of the SIMS study (Chapter 3), where UTIs were 

common and neopterin was the sole marker of inflammation. Since pro-inflammatory cytokines 

such as TNF-α are implicated in BBB disruption (310), further analyses should explore correlations 

with these markers. Also, if it is the case that UTI does not induce significant systemic 

inflammation, then it remains to be explained why in this study UTI was strongly associated with 

sickness behaviour in the whole group, and with symptom exacerbation in the MS group. It could 

be that the mechanisms are independent of systemic inflammation, for example direct activation 

of the neural pathway by urothelial inflammation. Most work on the neural pathway (311) of 

neuro-immune communication has focussed on the vagus nerve, which can be stimulated by 

inflammatory cytokines (312), and potentially also directly by pathogens via Toll-like receptors 

(313). However, the bladder is richly innervated but by spinal afferents rather than the vagus 

(314). 
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As discussed previously (Section 1.6) and recently reviewed (315), BBB change may be disruptive 

or non-disruptive. DCE-MRI using an inert tracer can only comment on BBB disruption, and so it is 

not possible to determine whether non-disruptive BBB changes occurred during UTI.  

7.6.3 Interpretation 

There was modest evidence to address the primary hypothesis, that UTI is associated with BBB 

disruption. In addition, there was strong evidence for an effect of UTI on the brain, as across all 

participants there was a highly significant increase in sickness behaviour symptoms during 

infection, and in people with MS there were significant changes in all patient-reported outcome 

measures (PROMs), reflecting global worsening of MS symptoms.  

There was robust evidence for a clear delineation between infection and non-infection states, by 

subjective and objective measures of UTI. This is essential to the interpretation of the primary 

study outcome. MSU culture was only positive in one-third of individuals during infection, though 

most individuals had already taken antibiotics by the point of sample collection, which may have 

influenced the results (UTI treatment was entirely at the discretion of the individual and their 

clinical team, as to alter this for research purposes would have been unethical). Markers of 

systemic inflammation showed little change during UTI, though there was modest evidence for a 

rise in ESR.  

The worsening of MS symptoms found in PROMs was not reflected in physician-reported outcome 

measures. For EDSS, this may be due to a ceiling effect: EDSS is heavily biased towards 

ambulation, and many of these individuals were already non-ambulant prior to their infection. 

MSFC provides a much more holistic assessment of disability, though this also did not mirror the 

reported symptom exacerbation. It has previously been recognised that an individual’s perception 

of their own changing disability with MS can vary significantly from a physician’s assessment, for 

EDSS (316) and also MSFC (317), and as a result there has recently been a drive to recognise the 

unique added value of PROMs (318). 

There was no evidence for a differential BBB response between MS and control groups, though 

the sample was small. MS and control groups were well-matched in terms of age, which is known 

to affect BBB permeability (83). There were no significant differences in how the two groups 

progressed through the study. 

27/47 (53.2%) of people with MS reported UTI during their time on the study, which varied greatly 

between participants. Of reported UTIs, 30% were not confirmed according to the pre-specified 

case definition, all in people with MS. The definition was intentionally strict, to maximise the 
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signal of a potential effect. These episodes may have been mild infections, or exacerbations or 

day-to-day fluctuations in MS symptoms affecting the bladder, as are common (3). There is 

evidence that individuals with spinal cord injury such as MS are better at predicting the absence 

rather than the presence of infection (319). 

Three out of six people with MS had a visible CEL during infection, and all CELs seen during 

infection resolved by the time of the baseline scan. This is in keeping with the reported average 

duration of visible enhancement in an active MS lesion of 3 weeks (320). However, in two of these 

three individuals, distinct new CELs appeared at the time of the baseline scan. Both individuals 

had an established diagnosis of progressive MS, where CELs are relatively uncommon (321), and 

both had previous clinical imaging showing no contrast enhancement. One possible interpretation 

is that UTI triggered a self-sustaining inflammatory response within the CNS. If so, this 

phenomenon could have caused a long-lasting BBB disruption, and so minimised the apparent 

change between infection and baseline. This was identified as a weakness of this study design in 

in the planning phase (Section 7.3). The presence of CELs during infection also supports the idea 

of BBB disruption associated with infection, though suggests that this may be focal rather than 

diffuse (an argument for future regional analyses as discussed above). 

There was a low incidence of missing data for the key study measures. However, many ESR 

samples were missing due to haemolysis. Since this occurred exclusively during infection this 

raises the possibility of infection-associated haemolysis, which may be explained by several 

mechanisms (322); some of which may also be relevant for this study. Some pathogens, such as 

Plasmodium falciparum, directly infect red blood cells, while others, notably Clostridium 

perfringens, produce haemolytic toxins. Infections may also lead to antibody-mediated 

autoimmune haemolysis or increase oxidative stress on red cells. Whether these mechanisms are 

relevant for bacteria causing UTI is debatable. The enterohaemorrhagic strain of E.coli (EHEC) 

does produce the Shiga toxin, which binds to glycosphingolipids on human endothelial cells, 

primarily in the gut but also in the brain (323), and may lead to BBB disruption (324, 325). EHEC 

rarely causes UTI (326), however the genome of E.coli is notoriously changeable and 

haemorrhagic virulence factors can be seen in uropathogenic (UPEC) strains (327). In fact, UPEC 

does produce α-haemolysin which can lyse red cells (328), though this is not thought to be 

relevant clinically. Antibody-mediated haemolysis is unlikely during UTI, as these rarely produce a 

significant humoral response (329). There is little literature on oxidative stress during UTI, though 

this has been linked to BBB disruption in other pathologies (330). 

There was no significant difference in non-infection Ki between people with MS and controls, 

which is surprising given the histological and biochemical evidence for a disrupted BBB in 
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progressive MS (31, 32, 331). However, the mean value for controls was higher than that found in 

the variability study (0.40 vs 0.11 ml/100g/min, P = 0.04, t-test), which would have obscured this 

difference. Controls in SIBIMS were a similar age to those in the variability study (58.9 vs 56.0 

years). Therefore, it is unexpected that Ki values were so different. It is possible that these 

individuals had not fully recovered from their infections by the time of the non-infection scan, 

though all met the pre-specified criteria for resolution. Another possibility is that the populations 

differed in some respect. The control population in SIBIMS had no manifest neurological disease, 

however, white matter lesions were seen in this group. In all cases these were determined by an 

experienced neuroradiologist to be (previously undiagnosed) small vessel disease. Therefore, it is 

debatable whether this can be considered a true control group. However, since the control group 

was age-matched to the progressive MS population, such findings were likely to be unavoidable 

as small vessel disease is highly prevalent with increasing age (332). This could be an important 

confounder, as BBB disruption is evident (using DCE-MRI) in people with small vessel disease 

(333). Since neither FLAIR nor T2-weighted images were acquired in the variability study, it is 

possible that asymptomatic small vessel disease was missed in these individuals. However, white 

matter lesions of vascular origin may appear T1-hypointense (334), and no such areas were 

identified by an experienced neuroradiologist. 

In the MS group all lesions were interpreted as ‘MS lesions’, though it is possible if not likely that 

these individuals had co-existent small vessel disease, as people with MS have a higher risk for 

cerebrovascular disease than age-matched controls (335). In this study no attempt was made to 

discriminate individual lesions by aetiology, as though there are distinguishing features (336) this 

is difficult within an individual, and especially when lesion burden is high and tending to 

confluence. It is possible that BBB disruption occurred in MS lesions during infection, but that this 

effect was diluted out by the admixture of MS and vascular lesions. Even within MS lesions, there 

may have been heterogeneity in the BBB response to infection, as is reported in EAE (44). These 

are arguments for more focused regional analyses, as discussed previously. In fact, DCE-MRI itself 

may be a useful tool for discriminating MS lesions from vascular lesions, as this study 

demonstrated higher Ki in lesions than NAWM in people with MS but not those with small vessel 

disease (even though the difference may have been blunted due to the same dilution effect). 

Though this hypothesis of this study related to BBB disruption, it is possible that the underlying 

issue may be one of BBB repair after an insult. The Wnt/β-catenin signalling pathway plays a key 

role in maintaining barrier function (337), may be activated during neuroinflammation (338), and 

plays an important role in driving BBB repair (339). Further work should examine not only BBB 

disruption during infection but also the timeline of following repair, in both health and disease.  
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7.6.4 Generalisability 

It is important to determine whether the finding of BBB disruption during UTI is more broadly 

applicable. Since BBB disruption is reported with increasing age (83), it is possible that these 

changes would not be reproducible in a younger cohort, though no effect of age was seen in this 

sample. Whether these changes may occur during other infections or inflammatory stimuli also 

needs to be answered. UTI was chosen as a model infection, but since significant inflammation 

was not seen there is no evidence to prove or disprove the idea that BBB changes are driven by 

inflammation regardless of stimulus. However, other studies using different methods have shown 

evidence of BBB disruption in humans during post-operative delirium (340) and fatal sepsis (341). 

Since UTI in this study was generally non-severe (no participants were hospitalised, and all 

recovered) it is reasonable to suggest that the BBB changes seen here may be at the milder end of 

the spectrum. 

This study recruited a typical cohort of individuals with progressive MS. Individuals had 

established disability interfering with ambulation, slightly more so than in SIMS (mean EDSS 6.5 vs 

5.9). The sample was biased towards individuals with recurrent UTI, as these were more likely to 

be recruited. There is also the possibility that a subset of individuals with MS are more susceptible 

to the effects of infection on their disease, and that these individuals were more likely to enrol in 

the study (given its premise).  

The control population was also biased towards individuals with recurrent UTI. The finding that 

over 80% of the control population had incidental cerebral small vessel disease was unexpected 

but potentially important. Asymptomatic cerebral vascular disease is a common incidental finding 

in imaging studies, though the rate here is much higher than the 7.2% reported in one large study 

in a similar age group (342). This raises the possibility that there is an association between 

cerebrovascular disease and UTI. Since vascular risk factors contribute to chronic LUTS (343, 344), 

the SIBIMS control population may have been unintentionally biased towards individuals with 

small vessel disease. Such an association should be explored in future studies, and the nature of 

possible causation established, as this may represent a novel modifiable risk factor. 
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Chapter 8 Discussion 

8.1 Looking back 

This is a quote from a person with MS: ‘When I got the water infection, my balance got worse, I 

couldn’t walk, couldn’t talk, couldn’t think.' Why should a UTI – where the infection is nowhere 

near the brain - affect the brain in such a dramatic way? The impact of systemic infection on 

neurological disease is common, in MS but also in other conditions such as Alzheimer’s disease. 

Understanding this phenomenon is the central question of this thesis. 

Hypothesis 1 was that the host inflammatory response to systemic events such as infections is 

associated with the rate of brain atrophy in people with MS. The SIMS study (Chapter 3) found 

signals of an association, in that individuals with a high systemic inflammatory response 

experienced a 62% faster rate of brain atrophy and nearly 10-fold increased odds of significant 

brain atrophy, versus those with a low response. Those individuals with more severe MS at 

baseline were more vulnerable to this effect, and in this group a high inflammatory response was 

associated with more than a doubling in the rate of brain atrophy. This led to an investigation of 

the BBB as a possible mechanism for communication between systemic events and the brain. 

Hypothesis 2 was that Ki as measured by DCE-MRI conforms to the expectations of a BBB 

permeability marker. Testing this hypothesis was required to establish DCE-MRI as a suitable tool 

for study of the human BBB. The null hypothesis was rejected in Chapter 4 and again in Chapter 6, 

as the pre-defined biological expectations of BBB permeability marker were demonstrated to be 

met, specifically the dependence on vascular surface area and the independence from perfusion. 

Importantly, it was also shown that DCE-MRI can resolve subtle permeability changes invisible to 

conventional imaging, for example in the normal-appearing brain tissue of pwMS. Systematic 

optimisation work was conducted to improve the performance of DCE-MRI, and to establish the 

measurement variability of the technique. 

Hypothesis 3 was that an episode of systemic infection, specifically UTI, is associated with BBB 

disruption detectable by DCE-MRI. Signals of an association were shown in the SIBIMS study 

(Chapter 7), as a 53% increase in whole brain Ki was seen at the time of infection. Sickness 

behaviour and MS symptom worsening were also demonstrated, though a link to BBB disruption 

was not demonstrated. 
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8.2 Looking forwards 

The SIMS and SIBIMS studies explored novel hypotheses, and the data from these can inform 

sample size calculations for definitive studies. If these signals are confirmed, the suppression of 

systemic inflammatory stimuli may become an important avenue for the treatment of MS, and 

agents which protect the BBB against the effect of systemic inflammation (and/or inflammation 

within the CNS) may become priorities for investigation (345-347).  

If disruption of the BBB does indeed play a role in the communication of systemic events to the 

brain, then future studies should examine the precise molecular signals and mechanisms which 

mediate this disruption. In terms of molecular signals, several candidate pathways have been 

reported in animal and in vitro studies (reviewed in Section 1.6), and the relevance of these in 

humans needs to be clarified. In terms of mechanisms, it is not clear what elements of BBB 

disruption (outlined in Figure 3) are most relevant. Since serum samples have been saved from all 

the individuals in this study, preliminary work to investigate serum mediators correlated with BBB 

permeability will be possible and may inform the priorities of further studies. Identification of 

these mediators may in the future aid the targeted development of strategies for BBB protection 

and repair. 

It is unlikely, however, that the BBB is the only pathway through which systemic events impact 

the brain. The ‘neuro-immune axes’ include the neural pathway (311) as well as the 

hypothalamic-pituitary-adrenal axis (348). Where important BBB changes do occur, these may be 

non-disruptive (outlined in Figure 3) and hence unsuitable for detection by DCE-MRI. It is likely 

that both host and stimulus factors contribute to the relative prominence of these pathways 

during the response to systemic inflammation. For example, BBB disruption during systemic 

inflammation may reflect vulnerability of the diseased brain, as shown in one animal study (80). 

Therefore DCE-MRI can only be one tool in a comprehensive effort to unpick the mechanisms of 

neuro-immune communication, in health and disease.  

Meanwhile, the current COVID-19 pandemic makes further study into the effect of infections on 

MS all the more relevant. Also, as immunosuppressive drugs which predispose to infections begin 

to be widely used in people with progressive MS, understanding the role of infections in disease 

progression will better inform treatment decisions. The course of the pandemic and therefore the 

completion of the measurement variability and SIBIMS studies are uncertain, however steps will 

be taken to secure the integrity of the data already collected, for example by analysing stored 

biosamples. Recruitment to the measurement variability study may be able to restart sooner than 

SIBIMS, since this involves neither infections nor people with MS who are clinically vulnerable; if 
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possible, this data will be essential to inform the minimum detectable effect size of future 

longitudinal studies and ensure that such studies are appropriately powered. 

There are other questions which can be answered using the data generated in this thesis. People 

with MS want to know their long-term prognosis (349), and analyses of the baseline variables in 

both the SIMS and SIBIMS studies may provide useful clinical, biochemical, or radiological 

markers. This is especially important as we are now entering the era of treatments for progressive 

MS (166, 350), and personalised treatment will be important in balancing the risks and benefits of 

these drugs. 

DCE-MRI holds potential for future studies into the human BBB, to gain biological insights and to 

study conditions such as cerebrovascular disease (100) and dementia (351). Extensive technical 

work has been done in this thesis to validate and optimise DCE-MRI. One challenge of DCE-MRI is 

the masses of data it produces – in this study over 8 million dynamic voxels per scan. Recent 

developments have leveraged exponential increases in computational power and deep learning 

technologies to increase automation whilst reducing acquisition and analysis time (352-354). 

Particularly novel is the application of generative adversarial neural networks (the technology 

behind thispersondoesnotexist.com) to accelerate acquisition (355). Automating input function 

detection, as shown in this study, may make DCE-MRI more practical for clinical use. However, 

this thesis has shown that there are still fundamental methodological issues which need 

addressing such as patient movement during the scan, excitation, and spoiling for example. 

Combining advances in acquisition and computation with robust data on measurement variability 

may unlock the full potential of this tool for studying the human BBB in health and disease. This 

could be a valuable tool for personalised medicine (105, 106, 291), and potentially a useful 

adjunct to novel therapies which use BBB opening to enhance drug delivery (356, 357). Indeed, it 

has even been suggested that systemic inflammation could be used to induce transient BBB 

disruption for drug delivery (358), though this is clearly not without its risks.  

In conclusion, this thesis generates two calls to action. The first is to translate the signal of a link 

between systemic inflammation and MS into an effective intervention to halt this currently 

incurable disease. The second is to use DCE-MRI to bring accurate, precise, and non-invasive 

measurements of BBB permeability into the clinical practice of personalised medicine. Both are 

ambitious, but achievable. 
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Appendix A   SIMS Study Infection Diary 
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Appendix B   SIMS Study MRI Exam Card 
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Appendix C  Clinical measures used in SIMS and SIBIMS 

The material in this Appendix cannot be reproduced for copyright reasons. The full text can be 

viewed at the sources cited in the following sections. 

C.1 Expanded Disability Status Scale (EDSS) 

Reproduced from Kurtzke (160). 

This page is blank for copyright reasons. 
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C.2 Multiple Sclerosis Functional Composite (MSFC) 

Proforma based on that described by Polman et al (162). 

This page is blank for copyright reasons. 
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C.3 Multiple Sclerosis Impact Scale (MSIS) 

Proforma based on that described by Hobart et al (163). 

This page is blank for copyright reasons. 
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C.4 Chalder Fatigue Scale (FS) 

Proforma based on that described by Chalder et al (164). 

This page is blank for copyright reasons. 
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C.5 Beck Depression Inventory (BDI) 

Proforma based on that described by Beck et al (359). 

This page is blank for copyright reasons. 
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C.6 Activities of daily living (ADLs) 

This was the proforma devised for this study. 

 

Has this 

infection 

affected your 

ability to … 

 

Yes No n/a Explain further if you like 

Work?     

Drive?     

Feed yourself?     

Dress yourself?     

Wash yourself?     

Get in and out 

of bed? 
    

Use the toilet?     

Use the stairs?     
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C.7 Patient Global Impression of Improvement (PGI-I) 

Proforma based on that described by Yalcin et al (360). 

This page is blank for copyright reasons. 
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C.8 Multiple Sclerosis Symptoms and Impact Diary (MSSID) 

Proforma based on that described by Greenhalgh et al (301), and modified for this study with the 

help of Dr Joanne Greenhalgh. 

This page is blank for copyright reasons. 
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C.9 SicknessQ 

Proforma reproduced from Andreasson et al (276). 

This page is blank for copyright reasons. 
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C.10 Non-steroid anti-inflammatory drug (NSAID) score 

Proforma based on that described by Dougados et al (277).  

This page is blank for copyright reasons. 

  



Appendix C 

184 

C.11 Lower urinary tract symptom (LUTS) score 

Proforma based on that kindly provided by Professor James Malone-Lee, and originally described 

by Khasriya et al (54). 

This page is blank for copyright reasons. 
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C.12 Spasticity self-score 

Proforma based on that described by Farrar et al (298). 

This page is blank for copyright reasons. 
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C.13 Ashworth spasticity score 

Proforma based on that described by Bohannon et al (299). 

This page is blank for copyright reasons. 
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Appendix D  Testing of ZEFRAM 

In a repeated measures ANOVA there were no differences in brain atrophy measurements 

according to the three methods of analysis (P = 0.73), namely with Popescu’s recommendations 

(127), with lesion filling, and with ZEFRAM. Brain atrophy measurements by ZEFRAM correlated 

well with clinical disability progression as assessed by MSFC (ρ = 0.38 P = 0.005), however this 

correlation was absent when using the two standard brain atrophy measurement methods (see 

Table 43). Brain atrophy did not correlate with EDSS progression, by any method. 

Table 43 Correlation of brain atrophy with clinical progression, by analysis method. 

All by Spearman’s, values are ρ and P-value. 

EDSS = Expanded Disability Status Scale, MSFC = Multiple Sclerosis Functional 

Composite, ZEFRAM = ZEro-Filled Robust Atrophy Measurement. 

SIENA method Correlation with 

MSFC change 

Correlation with 

EDSS change 

ZEFRAM 0.38 

0.005 

0.02 

0.88 

Popescu -0.03 

0.86 

0.02 

0.92 

Lesion filling -0.04 

0.76 

0.03 

0.83 

A previous study reported that longitudinal brain atrophy measurements with SIENA are 

insensitive to the presence of lesions (136), and is often cited as a rationale for ignoring lesions in 

atrophy measurement. However, what the investigators actually found was that when lesions 

with an intensity equal to CSF (i.e. obvious black holes) were artificially added to an image, these 

would not influence the atrophy measurement until their volume reached 60 ml. Lesser lesion 

volumes or lesions with an intensity between CSF and GM, which should be classed as black holes 

(133-135), did not influence volume measurements. For comparison, the mean baseline black 

hole volume in this study was 4.2 ml, and these participants had established disability. Since black 

holes may play an important role in the pathogenesis of disability (15), ignoring their contribution 

to brain volume loss may blunt sensitivity to change. This technique is under development but 

may be especially important for clinical trials of new agents designed to slow progression, which 

may rely on radiological outcomes. Further work should examine the performance of ZEFRAM in 



Appendix D 

190 

diverse cohorts of pwMS to replicate this finding, investigate the effect of the signal threshold 

used to define black holes, and explore the possibility of black hole regression over time.
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Appendix E   Protocol optimisations 

Table 44 Declarations regarding the optimisations described in Chapter 5. 

Optimisation Declaration 

B1 correction Sequence described in literature (239). Adapted by 

Siemens and analysed using MATLAB code written 

by me. Tested by me in experiments described in 

Section 5.6 and 6.5.2. 

Baudrexel correction Described in literature (243) and implemented 

using MATLAB code written by me. Tested by me 

in experiments described in Section 5.7 and 6.5.2. 

Motion correction Developed and tested by me in experiments 

described in Section 5.8 and 6.5.2. MATLAB code 

written by me. I used FSL commands routinely 

used for image registration. 

Arterio-venous scaling of input function Described in literature and implemented using 

MATLAB code adapted by me from that written by 

Professor Henrik Larsson, University of 

Copenhagen. Tested by me in experiments 

described in Section 5.10 and 6.5.2. 

Automatic input function measurement Developed and tested by me in experiments 

described in Section 5.10 and 6.5.2. Parameters to 

guide the search were adapted from those 

described in literature (256). MATLAB code 

written by me. I used FSL commands routinely 

used for image registration. 
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