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Abstract
The behavior of lubricants at operational conditions, such as at high pressures, is a topic of great industrial interest. In particular, viscosity and the viscosity-pressure relation are especially important for applications and their determination by computational simulations is very desirable. In this study we evaluate methods to compute these quantities based on fully atomistic molecular dynamics simulations which are computationally demanding but also have the potential to be most accurate. We used the 9,10-dimethyloctadecane molecule, main component of PAO-2 base oil as the lubricant for our tests. The methods used for the viscosity simulations are the Green-Kubo equilibrium molecular dynamics (EMD-GK) and non-equilibrium molecular dynamics (NEMD), at pressures of up to 1.0 GPa and various temperatures (40-150 degrees Celsius). We present the theory behind these methods and investigate how the simulation parameters affect the results obtained, to ensure viscosity convergence with respect to the
simulation intervals and all other parameters. We show that by using each method in its regime of applicability, we can achieve good agreement between simulated and measured values. NEMD simulations at high pressures captured zero shear viscosity successfully, while at 40 degrees Celsius EMD-GK is only applicable to pressures up to 0.3 GPa, where the viscosity is lower. In NEMD, longer and multiply repeated simulations improve the confidence interval of viscosity, which is essential at lower pressures. Another aspect of these methods is the choice of the utilized force field for the atomic interactions. This was investigated by selecting two different commonly used force fields.
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**INTRODUCTION**

Lubricants are of great importance and extensively used in the industry, where there is a constant effort to increase the efficiency and lifetime of tribological systems, while combining the best possible material characteristics. Over the past thirty years, the interest in obtaining viscosity values from a simulation at various operational conditions (temperatures, pressures, shear rates) has risen sharply. This is due to the fact that computer simulations with the use of molecular dynamics and other methods can provide useful and valuable insights, in cases where measuring rheological properties can be difficult or not possible at all. There has been extensive work [1] for calculating key lubricant properties (density, viscosity) with molecular dynamics at ambient conditions, for various hydrocarbon lubricants, including linear and branched alkanes. Simulated and experimental values were very close in certain cases. Additionally, work has been done [2] on which model is most appropriate for lubricants by comparing classical force fields for molecular dynamics simulations. The results showed that the L-OPLS-AA (all-atom model for long hydrocarbons) gave better viscosity estimates, when equilibrium molecular dynamics was used for calculating the above-mentioned properties. The general tendency is that, at the cost of computation time, all-atom models, which describe each atom explicitly, perform
significantly better than united atom models [3], where the nonpolar hydrogens are grouped with the carbon atoms to generate CH, CH₂ and CH₃ pseudo-atoms. Molecular dynamics simulations coupled with the pioneering Green-Kubo method [4, 5], appear to be efficient at low viscosity values and ambient conditions [6, 7]. This method uses internal equilibrium fluctuations, by evaluating integrals of autocorrelation functions, to describe transport properties such as zero shear (low shear) viscosity. However, some accuracy issues have been raised at high viscosities, and alternative methods such as non-equilibrium molecular dynamics (NEMD) [8, 9] or reverse non-equilibrium molecular dynamics (RNEMD) [10] have been proposed as the current state-of-the-art approaches. For more details, see this comprehensive review article [3] which lists the chronological improvements of NEMD simulations.

Efforts have been made to improve the accuracy of the EMD-GK method. For example, one study [11] developed an on-the-fly implementation of the EMD-GK method for better estimation of transport coefficients such as viscosity and thermal conductivity. Another study [12], developed the time decomposition method, which minimizes the uncertainty of the estimated shear viscosity by using multiple shorter EMD trajectories providing an improved approach for viscosity calculations. The EMD-GK method has been also used to calculate the viscosity of a quasi-2D dust [13] and quark gluon [14] plasma. Furthermore, it has been shown [15] that the Green-Kubo formula applies to quantum systems in a steady state, where the shear viscosity is expressed in terms of the symmetrized correlation function of its shear stress operator. Previous studies also include a variety of calculations for viscosity with EMD-GK combined with NEMD in most cases [16–19]. The systems in the literature include simple linear alkanes, cyclic [20] or long-chain hydrocarbons, and more complex structures such as squalane and 1-decene trimer (PAO-4) [21–23]. There are fewer research papers on viscosity index [24, 25] and pressure-viscosity coefficient calculations, a fact that may indicate that these properties can be difficult to simulate. At higher pressures, it becomes more difficult to capture the Newtonian
regime, due to the decrease of the critical shear rate. To overcome this, studies have either employed viscosity-temperature models [26] to extrapolate zero shear viscosity at the designated pressure or, more recently [27–29], viscosity has been acquired through zero shear rate extrapolation schemes, such as Eyring theory. NEMD was applied in all cases, while it is also possible to acquire the viscosity-pressure relation from empirical models using MD-predicted material properties [30], such as pressure-volume data. NEMD has been also applied to more complicated surfaces for the description of friction in such systems [31].

Polyalphaolefins (PAOs) consist of branched, acyclic synthetic alkanes, which are used in a variety of applications such as transmission fluids, gear, engine and hydraulic oils and in greases [32, 33]. Some of their key properties include high viscosity indices, good thermal stability and low toxicity [34]. The kinematic viscosity at 100°C is used as notation for each PAO grade. As a result, PAO-2 has a kinematic viscosity of about 2 mm²/s (cSt) at 100°C and consists mainly of hydrogenated 1-decene dimer isomers (C₂₀H₄₂), from which, 9,10-dimethyloctadecane is the most abundant [35] and is chosen for this theoretical study. For comparison with experiment, the PAO-2 sample that was used in this study contained more than 95% of hydrogenated 1-decene dimer by weight [36]. The atomic structure of the selected molecule prior to energy relaxation and equilibration can be seen in Figure 1.

As there are relatively few studies examining the high pressure rheology of lubricants from a computational point of view, in this study, we examine the very interesting behavior of a lubricant through molecular simulation approaches. We perform bulk NEMD and EMD-GK simulations of viscosity with parameters such as temperature and pressure that have values that can be encountered under operational conditions. This paper aims to showcase the significance of the choice of method for calculating viscosity, by comparing available simulation approaches in order to find which works best when comparing to experimental
data. The simulations are performed at different temperatures and pressures (up to 1.0 GPa), while investigating the shear rate dependence of viscosity. We have compared our simulation results with available experimental data of shear viscosity for each condition that was tested.

**METHODOLOGY**

**Calculation of Zero Shear Viscosity with Equilibrium Molecular Dynamics**

One of the main methods that allow the numerical calculation of zero shear viscosity of a liquid is Green-Kubo equilibrium molecular dynamics (EMD-GK), which is based on the fluctuation-dissipation theorem [37]. Green and Kubo proved [4, 5] that the coefficients describing the transport properties of the system (e.g. viscosity) are represented by equilibrium fluctuations of internal properties. These fluctuations can be evaluated by integrals of autocorrelation functions (ACFs) of these internal properties. The zero shear viscosity $\eta$ is calculated using the formula:

$$\eta_{\alpha\beta}(t) = \frac{V}{k_B T} \int_0^t \langle P_{\alpha\beta}(0) P_{\alpha\beta}(t') \rangle dt'$$  \hfill (1)

Where $V$ is the volume of the particle system, $T$ is temperature, $k_B$ is the Boltzmann constant, $\langle \ldots \rangle$ is averaging over the ensemble that uses the three unique off-diagonal pressure tensor elements, namely $P_{xy}$, $P_{yz}$, $P_{xz}$, $\alpha\beta = x, y, z$ and $t'$ and $t$ are time. Then, the zero shear viscosity is the average of the three viscosity components $\eta_{xy}$, $\eta_{yz}$ and $\eta_{xz}$. For practical reasons in simulations, the upper limit of the above integral is set to a certain time, which is sufficiently long to ensure the noise-free decay of the ACF and convergence of viscosity [2]. Moreover, EMD-GK is known to work well only for fluids with relatively low viscosity [38], typically less than 20 mPa s, which means that it is difficult to use this approach to compute viscosity at high pressures, where the viscosity of a lubricant is known to increase dramatically.
The instantaneous value of the pressure tensor that is used in eq. 1 and is calculated at each time, is given by the following equation [39]:

\[
P_{\alpha\beta}(t) = \frac{\sum_{i=1}^{K} m_{i} u_{ia}(t) u_{ib}(t) + \sum_{i=1}^{K'} r_{ia}(t) f_{i\beta}(t)}{V} (2)
\]

Where \( P_{\alpha\beta} \) is the value of the pressure tensor at time \( t \), \( m_{i} \) is mass, \( u_{ia} \) and \( u_{ib} \) are velocities in direction of the \( \alpha \) or \( \beta \) dimension of atom \( i \), \( r_{ia} \) and \( f_{i\beta} \) are the position and force vector components of atom \( i \), with a total of \( K \) atoms. Then, \( K' \) extends the sum to include periodic image (ghost) atoms outside of the central simulation box, when periodic boundary conditions are enforced in conjunction with the minimum image convention [40]. The use of ghost atoms is required so that all forces can be computed from each atom, within a specified cut-off distance.

Finally, eq. 1 is discretized with simple quadrature (trapezoidal rule) to obtain zero shear viscosity:

\[
\eta_{\alpha\beta}(kd\delta t) = \frac{1}{2} \left[ C_{\alpha\beta,0}(kd\delta t) + 2 \sum_{\nu=1}^{p-2} C_{\alpha\beta,\nu}(kd\delta t) + C_{\alpha\beta,p-1}(kd\delta t) \right] \frac{V}{k_{B}T} s\delta t (3)
\]

The viscosity is converged when it becomes time-independent and this can be checked by performing autocorrelation over an increasing number \( k \) of snapshot multiples during the production run, as shown in eq. 3, with the same time origin (beginning of the production run).

**Calculation of Shear Viscosity with Non-equilibrium Molecular Dynamics**

Although viscosity can be obtained by EMD, it is a non-equilibrium property. A method that uses a more intuitive way to understand the definition of viscosity, as shown in eq. 4, is known as non-equilibrium molecular dynamics (NEMD). For example, the SLLOD algorithm [39, 41], which is compatible with Lees-Edwards “
sliding-brick” boundary conditions [42] for shear flow of infinite extent, is a very efficient algorithm that sets up a steady planar Couette flow with a velocity profile that is linear across the sample thickness. This allows the calculation of viscosity with a constant shear rate (\(\dot{\gamma}\)), which is not directly applied to the sample, but is derived from the shear velocity and the sample thickness, as stated in eq. 5. In NEMD, in order to capture both Newtonian and shear thinning regions, it is essential to run several simulations with different shear rates, with the time-varying viscosity equal to:

\[
\eta(t) = -\frac{P_{xy}(t)}{\dot{\gamma}} \tag{4}
\]

and

\[
\dot{\gamma} = \frac{U_x}{h} \tag{5}
\]

Where \(\eta\) is the shear viscosity, \(P_{xy}\) is the value of the pressure tensor in the \(xy\) plane, \(\dot{\gamma}\) is the shear rate, \(U_x\) is the applied velocity at the top edge of the simulation box and \(h\) is the sample thickness in the \(y\) dimension. The shearing process using the SLLOD algorithm can be seen in Figure 2. The simulation box is sheared along the \(xy\) plane and a constant velocity vector is applied at the top edge of the simulation box.

Then, eq. 4 describes the Newtonian behavior of a fluid, but fluids can also exhibit non-Newtonian behavior, where viscosity depends on the applied shear rate. Various empirical and microscopic models are available [43] to characterize such behavior of fluids out of which, the Powell-Eyring model [44] is chosen for curve fitting of the MD results in the present study, as it has been suggested that viscosity extrapolation schemes can be useful at very high pressures [27–29]. The Powell-Eyring model although more mathematically complex, has certain advantages over other common models as it is based on the kinetic theory of liquids rather than empiricism:
\[ \eta(\dot{\gamma}) = (\eta_N - \eta_\infty) \frac{\sinh^{-1}(\tau \dot{\gamma})}{\tau \dot{\gamma}} + \eta_\infty \]  

(6)

Where \( \eta_\infty \) is shear viscosity at infinite shear rate, \( \eta_N \) is the Newtonian viscosity, \( \tau \) is the characteristic relaxation time and \( \sinh^{-1} \) denotes the inverse hyperbolic sine function. At shear rates higher than the critical shear rate \( \dot{\gamma}_{cr} = 1/\tau \), the fluid transitions from Newtonian to non-Newtonian behavior (shear thinning).

**Simulation Details**

All equilibrium and non-equilibrium molecular dynamics simulations were carried out by using the LAMMPS software [45], combined with some in-house developed scripts to perform autocorrelation and averaging of viscosity. The necessary files, that included the coordinates of molecules, the simulation settings and atomic charges needed for LAMMPS, were generated with Moltemplate [46]. Moltemplate is an open source software that can generate LAMMPS input scripts. The molecular system structures needed in Moltemplate were generated with Packmol [47], which reads simple.xyz file coordinates in order to fill simulation boxes of specified size with molecules that have randomized arrangement. A box with a starting volume of \( 65.0 \times 65.0 \times 65.0 \) Å\(^3\), containing 170 9,10-dimethyloctadecane molecules (10,540 atoms) was generated and periodic boundary conditions were applied in all three dimensions. In this work, the L-OPLS-AA and GAFF2-AA force fields were chosen. L-OPLS-AA [48] is a force field specifically optimized for long-chain hydrocarbons while GAFF2-AA is a general-purpose force field [49]. The functional form of these force fields is expressed as:

\[ U(r^k) = U_{\text{bond}} + U_{\text{angle}} + U_{\text{dihedral}} + U_{\text{nonbond}} \]  

(7)

Where \( U_{\text{bond}} \) defines the harmonic vibrational motion between bonded atoms with respect to the equilibrium bond length, \( U_{\text{angle}} \) defines the angular vibrational motion of three atoms with respect to the equilibrium bond angle, \( U_{\text{dihedral}} \) refers to torsional rotation of four atoms with respect to a central bond and \( U_{\text{nonbond}} \) refers
to pairwise interactions (Lennard-Jones and electrostatics). All force field coefficients that were used in this work are available in the Supporting Information.

For both force fields, the cut-off radius for Lennard-Jones interactions was fixed at 13.0 Å[2], including a long-range Van der Waals tail correction [50] to the energy and pressure. “Unlike” Lennard-Jones interactions between different atoms (such as C and H) were evaluated using the geometric mean mixing rules [51] for calculating the potential wall depth $\epsilon_{ij}$ and the collision diameter $\sigma_{ij}$ of pairwise interactions. For GAFF2-AA, an additional outer cut-off radius needs to be specified and was fixed at 15.0 Å, as it is typical to make the difference between the inner and outer cut-off radius about 2.0 Angstroms.

For L-OPLS-AA, long-range electrostatic interactions were not cut off, but were evaluated using the particle-particle particle-mesh (PPPM) method [52] with a relative force accuracy of $10^{-4}$. This method maps atomic charges to a three-dimensional mesh and uses Finite Fourier Transform to solve Poisson's equation on the mesh and then interpolates electric fields on the mesh points back to the atoms. In that way, each charge in the system interacts with charges in an infinite array of periodic images of the simulation domain. For GAFF2-AA, short-range electrostatic interactions require a cut-off radius, which was also fixed at 15.0 Å. This means that within this distance, interactions are computed directly, while interactions outside that distance are computed in conjunction with the PPPM method.

The simulation started with an energy relaxation process, followed by a run of 2 ps in the isoenthalpic-isobaric (NPH) ensemble [53, 54] with a Langevin thermostat [55], in order to allow the molecules to reorient themselves. This is not a necessary step, but it has been suggested that it can speed up density equilibration by randomising the molecules’ coordinates and we have noticed that other molecules such as cyclohexane, would have a much slower density
equilibration if this step is omitted. To equilibrate the density, a run of 20 ns in the isothermal-isobaric (NPT) ensemble followed, with a timestep of 1 fs, and the system’s volume was allowed to vary until it reached equilibrium. To control temperature and pressure, a Nose-Hoover thermostat and barostat [56, 57] were used at the temperature and pressure of choice with a time constant of 0.1 ps and 1 ps respectively. This was followed by a 2 ns run in the canonical (NVT) ensemble with a Nose-Hoover thermostat. For 9,10-dimethyloctadecane, density equilibration took place at four selected temperatures, at 313, 343, 373 and 423 K (40, 70, 100 and 150°C respectively), with pressure ranging from 0.1 MPa to 1.0 GPa (11 data points in total). Figure 3 shows a snapshot of this simulation with 9,10-dimethyloctadecane molecules after density equilibration. Carbon atoms are colored with cyan and hydrogen atoms with purple. Periodic boundary conditions are enforced in all directions. At that point, after equilibration in the NPT ensemble, the density had an average fluctuation of ± 0.005 g/mL (standard deviation, last 5 ns), which is a negligible difference of ± 0.6% and thus the system can be said to be stable.

The zero shear viscosity (EMD-GK) was then calculated with the following procedure. The final state of the previous simulation, with a volume cell of equilibrated molecules, was used as the initial configuration (equilibrated density). To improve statistics, five independent trajectories were then produced by randomizing the initial configuration. This was achieved by heating and then cooling the initial configuration through separate cycles and then the pressure tensor was collected for each run. These heat-quench cycles [2] for simulations at 313 K were performed from 313 K to \( T = 315, 320, 325, 330, \) and 335 K respectively, during 1 ns runs in the NVT ensemble, after which the systems were immediately quenched back to 313 K during another 1 ns run in the NVT ensemble. Simulations at 373 K included heat-quench cycles that were from 373 K to \( T = 375, 380, 385, 390 \) K, and 395 K respectively, during 1 ns runs in the NVT ensemble, after which the systems were immediately quenched back to 373 K during another 1 ns run in the NVT ensemble. Then, the systems ran in the
NVT ensemble for another 40 ns and the viscosity was calculated by the running average integral of the autocorrelation function of the pressure tensor in three dimensions as specified in the Green-Kubo method in eq. 3. The parameters that were used for autocorrelation were a sampling rate of $s = 5$ fs, with a number of autocorrelation terms $p = 100,000$ over a time period of $d' = sp = 0.5$ ns.

The non-equilibrium shear viscosity was calculated with the following procedure for the four selected temperatures. Starting again from the state of equilibrated density (after a 20 ns run in the NPT ensemble), five independent trajectories were produced by separate heat-quench cycles, as described in the previous paragraph (313 and 373 K case). For the remaining two temperatures (343 and 423 K case), the heat-quench cycles were the following. Simulations at 343 K included heat-quench cycles that were from 343 K to $T = 345, 350, 355, 360$ K, and $365$ K respectively, during 1 ns runs in the NVT ensemble, after which the systems were immediately quenched back to 343 K during another 1 ns run in the NVT ensemble. Simulations at 423 K included heat-quench cycles that were from 423 K to $T = 425, 430, 435, 440$ K, and $445$ K respectively, during 1 ns runs in the NVT ensemble, after which the systems were immediately quenched back to 423 K during another 1 ns run in the NVT ensemble. The simulation settings were the same as the EMD case (zero shear). Then, for five different values of applied shear rate (from $10^6$ up to $10^{8.5}$ s$^{-1}$), the SLLOD algorithm was used and the simulation box was deformed across the $xy$ plane, achieving simple Couette flow. The system was then sheared for 20 ns to ensure a steady state, followed by a production run of 40 ns, and the non-equilibrium viscosity was calculated for each shear rate and trajectory. The whole simulation ran in the NVT ensemble with a Nose-Hoover thermostat and a time constant of 0.01 ps. The same procedure was repeated for all different pressure values. A diagram that summarizes the whole simulation process is presented in Figure 4.

**Experimental Procedure for Measuring Viscosity at High Pressures for PAO-2**
The viscosity of PAO-2 (Spectrasyn 2 from ExxonMobil) was characterized in a falling cylinder viscometer [58]. The sinkers apply shear stress of less than 100 Pa so that the viscosity may be considered the limiting low shear value. Two viscometers, each employing two different sinkers, were used and the results were averaged. The uncertainty in temperature is 0.5°C, 3 MPa in pressure and 3% in viscosity. The usual inflection in the pressure versus log viscosity curve is not present in this oil to 1.0 GPa at the temperatures investigated.

RESULTS AND DISCUSSION

The pressure-density response of hydrocarbons is commonly described using the Tait equation [59]:

$$\frac{\rho(P) - \rho_0}{\rho(P)} = C \log_{10}\left(\frac{B + P}{B + P_0}\right)$$

(8)

Where $C$ and $B$ are fitted parameters, $\rho$ is the density at pressure $P$ and $\rho_0$ is the density at ambient pressure $P_0$. The parameters that were used for the fits to the Tait equation in Figure 5 are given in Table 1. For all of the force field and conditions studied, the Tait equation provided an excellent estimation of the density acquired from the MD simulations (average density, last 5 ns), as demonstrated by the low root mean square error (RMSE).

The choice of $t$ for the upper limit of the EMD-GK integral (eq. 1) cannot be known a priori as it depends on the selected molecule and conditions such as temperature and pressure. For this reason, it was determined by using various $d$ time values of autocorrelation until the viscosity estimate for a given simulation replicate converges (Figure 6). This behavior shows that the autocorrelation function of the pressure tensor has successfully decayed to zero. As can be seen from the graph, performing autocorrelation for 0.5 ns, with sufficient data points of the pressure tensor, results in an accurate estimate within the region of applicability of EMD-GK. It is found that the EMD-GK method is applicable to pressures up to 0.3 GPa as at higher pressures, the method has issues with the
decay of the autocorrelation function of the pressure tensor (highly viscous systems).

The ratio between the dynamic (low shear) viscosity and the density of a fluid is equal to the kinematic viscosity. By using the L-OPLS-AA force field, the simulated (zero shear rate, EMD method) kinematic viscosity of 9,10-dimethyloctadecane at 100°C and 0.1 MPa was equal to 2.0 ± 0.3 mm²/s, which is in close agreement with the experimental value of 1.8 mm²/s [60], as it was overestimated by just 14%. The kinematic viscosity at 40°C was found to be 6.8 ± 0.8 mm²/s, which yields an overestimation of 28% when compared with the experimental value of 5.3 mm²/s [60]. Then, the running integral (equal to the zero shear viscosity) of the autocorrelation function of the pressure tensor at 40°C and pressures from 0.1 MPa to 1.0 GPa for 9,10-dimethyloctadecane, can be seen in Figure 7. It is necessary that simulations run for long enough, so that the viscosity result converges.

For the NEMD case, viscosity was acquired successfully for pressures up to 1.0 GPa and the applied shear rates varied from $10^{6.5}$ up to $10^{8.5}$ s⁻¹. The selected shear rates in this work can be directly linked to the accessible shear rates in tribological experiments of rolling-sliding contact, where the shear rate is typically $10^5$ to $10^7$ s⁻¹ [61], while high-performance engine components can extend up to $10^8$ s⁻¹ [62]. Figure 8 shows the viscosity obtained from the simulations as a function of the applied shear rate over the pressure range of 0.1 MPa to 1.0 GPa at 40°C, illustrating how the critical shear rate (onset of shear thinning [63], which has been similarly observed for an ionic liquid [64]) changes with pressure. For example, at 0.8 GPa (with L-OPLS-AA), shear thinning behavior was observed at higher shear rates ($\dot{\gamma} > 10^7$ s⁻¹) and the Newtonian regime was captured at $\dot{\gamma} < 10^7$ s⁻¹. It was found that the simulated low shear viscosity, which was calculated with eq. 4, was very close with the experimental value at the specified pressure, but simulation data were also fitted to Powell-Eyring equation (black dashed line, eq. 6) and zero shear viscosity was acquired with zero shear rate extrapolation.
For pressures up to 0.7 GPa, the simulated shear rates were low enough to reach the Newtonian regime at shear rates ($\dot{\gamma}$) ranging from $10^7$ s$^{-1}$ up to $10^{8.5}$ s$^{-1}$. For these pressures, viscosity was obtained directly from an average over points in the Newtonian plateau, a procedure that has been also used in similar studies [27, 28]. For the remaining high pressure NEMD simulations (up to 1.0 GPa), viscosity was obtained by zero shear rate extrapolation of Powell-Eyring fits (eq. 6) to simulation data. The parameters that were used for the fits to the Powell-Eyring equation in Figure 8 (40°C case) and the other three tested temperatures are given in Table 2. The Powell-Eyring equation fitted very well the high pressure viscosity data acquired from MD simulations, as demonstrated by the low root mean square error (RMSE). Another observation was that the standard deviation of the NEMD viscosity results increases as shear rate decreases. For example, at 0.4 GPa and 40°C the standard deviation of viscosity (five independent trajectories) with L-OPLS-AA at shear rates of $10^8$, $10^{7.5}$ and $10^7$ s$^{-1}$ was equal to ± 5.1, ± 37.1 and ± 76.7 mPa s respectively. This is a typical behavior in NEMD simulations as at lower shear rates, the systematic non-equilibrium response becomes comparable to the equilibrium fluctuations. This leads to a lower signal-to-noise ratio and an increase of viscosity variability [3].

Figure 9 shows the zero shear viscosity-pressure relation of 9,10-dimethyloctadecane, in which we are comparing two methods (EMD and NEMD) and two force fields (L-OPLS-AA and GAFF2-AA) with experimental data for the pressure range of 0.1 MPa up to 1.0 GPa at 40°C, where viscosity has a huge variation. For EMD simulations, we observed good agreement for viscosity values up to 0.3 GPa. Simulations started to diverge from experiment at higher pressures where EMD is no longer suitable, due to the exponential increase of viscosity and the very long rotational relaxation times of the less flexible molecules of larger size [65]. The rotational relaxation time refers to the required time for molecular chains to reach equilibrium after an external perturbation. In the Green-Kubo method, errors accumulate at long times and as result, this is...
not something that can be remedied simply by using longer trajectories [65]. The time decomposition method [12] may help to some degree, as recently demonstrated for 2,2,4-trimethylhexane up to viscosities of 20 mPa s [66] and for a binary mixture of methylcyclohexane and 1-methylnaphthalene up to viscosities of 50 mPa s [20]. However, at higher viscosities, NEMD with extrapolation back to the Newtonian viscosity (using the Eyring equation) seems to be the only reliable method (this study and [27–29]). An important observation is that the region where EMD fails to predict the exponential increase of viscosity (compared to the experiment at $P > 0.3$ GPa) in this study, corresponds to literature suggestions [38] that NEMD is preferable to EMD for viscosity calculations of high-viscosity materials (above 20-50 mPa s). On the other hand, NEMD simulations performed much better and were able to capture high pressure viscosity successfully, although they tended to slightly overestimate viscosity at low pressures, where EMD performed slightly better. As can also be seen from the graph, the L-OPLS-AA force field was more accurate than the GAFF2-AA force field, with the L-OPLS-AA force field overestimating viscosity by only 2% at a pressure of 0.8 GPa. This could be due to the fact that GAFF2-AA is a general-purpose force field, while LOPLS-AA is specifically designed for long-chain hydrocarbons.

Figure 10 shows the effect of temperature on the viscosity-pressure relation of 9,10-dimethyloctadecane, in which we are comparing viscosity results acquired from NEMD simulations (using the L-OPLS-AA force field) and experimental data for the pressure range of 0.1 MPa up to 1.0 GPa. The general tendency is that viscosity is slightly overestimated by NEMD simulations, nonetheless, simulations successfully capture the pressure-viscosity slope, which is equal to the reciprocal asymptotic isoviscous pressure coefficient. We need to note that the experimental PAO-2 sample was not pure 9,10-dimethyloctadecane as used in the simulations, though it contained more than 95% of hydrogenated 1-decene dimer by weight [36]. This may be a source of some of the deviations between simulations and experiment.
The pressure-viscosity response of lubricants is commonly represented using the McEwen equation [67]:

$$
\eta(P) = \eta_0 \left(1 + \frac{\alpha^* P}{q-1}\right)^q
$$

Where \(\eta_0\) is the low-shear viscosity at reference (ambient) pressure, \(\alpha^*\) is the reciprocal asymptotic isoviscous pressure coefficient and \(q\) is the McEwen exponent. This is equivalent to the Tait pressure-viscosity equation [68] for low (ambient [69]) reference pressures. The parameters that were used for the fits to the McEwen equation in Figure 9 and 10 are given in Table 3. In their region of applicability, which was up to 0.3 GPa for EMD-GK and up to 1.0 GPa for NEMD, the values of \(\alpha^*\) for both EMD-GK and NEMD methods were in reasonable agreement with experiment when the L-OPLS-AA force field was used. For example, at 40°C the value of \(\alpha^*\) was overestimated by 15% with NEMD and by only 3% with EMD-GK when comparing to experiment. At higher temperatures (100 and 150°C) NEMD was in good agreement with experiment as the overestimation was only 7% and 6% respectively. At the medium temperature of 70°C NEMD overestimated the value of \(\alpha^*\) by 44%.

To give an estimate of the computational cost of this work, considering the case of 0.5 GPa at 40°C and an applied shear rate of \(10^8\) s\(^{-1}\) (for the NEMD case), the following results are representative. The density equilibration and viscosity calculation with EMD-GK (62 ns simulation time in total) required 6117 Core Hours (CPU-h) for one independent trajectory. On the other side, the density equilibration and viscosity calculation with NEMD (82 ns simulation time in total) required 7938 Core Hours (CPU-h) for one independent trajectory.

**CONCLUSIONS**

Molecular dynamics (MD) simulations can be used to compute macroscopic properties of industrial lubricant components from their behavior at the molecular level. In this study, we have performed a critical evaluation of the use of MD to
compute the zero shear viscosity of a widely used lubricant such as 9,10-dimethyloctadecane, main component of PAO-2 base oil. We have used and compared the two main techniques for such calculations: the Green-Kubo theory of fluctuations from equilibrium MD (EMD) and the direct computation of viscosity from shear during non-equilibrium MD (NEMD). Our simulations were performed at four different temperatures (40, 70, 100 and 150°C) and a range of pressures from 0.1 MPa (ambient pressure) up to 1.0 GPa.

We found that EMD simulations, which represent zero shear conditions, were accurate at predicting viscosity values (zero shear) up to 0.3 GPa at 40°C. But at higher pressures, where the viscosity increases by three orders of magnitude, EMD became unreliable. This matches observations of other authors [38] that EMD simulations are known to have a limited regime of applicability and should be used for liquids that have relatively low viscosity. High relaxation times, due to high pressures and viscosities, hinder the decay of the ACF and thus, EMD simulations cannot capture viscosity accurately. This means that the upper limit of the integral of the ACF should be chosen to be long enough to ensure convergence of the viscosity by exceeding the rotational relaxation time of the molecule.

On the other hand, NEMD simulations at high pressures successfully captured zero shear viscosity, which was validated against experimental values. As a result, NEMD is suggested to be the method of choice in these operational conditions. We conclude that NEMD can be used to obtain atomic-level insights of lubricant interactions, while providing a reliable approach for computing viscosity, especially in cases where experimental measurement can be difficult.

The choice of force field was also investigated in our study by using two force fields that are similar from a functional point of view but have different parameterization, the L-OPLS-AA and the GAFF2-AA force fields. We found that the L-OPLS-AA force field, which is specifically designed for long-chain
hydrocarbons, achieves markedly better agreement with experimental viscosity values than GAFF2-AA, as the L-OPLS-AA force field overestimated viscosity by only 2% at a pressure of 0.8 GPa (40°C case) while GAFF2-AA was over by a dramatic 114%. Running simulations either for longer time periods, or multiple repeats, allowed us to obtain results with an improved confidence interval for viscosity, which was more noticeable at lower shear rates ($\dot{\gamma} < 10^7$ s$^{-1}$) and pressures ($P < 0.5$ GPa) with NEMD simulations. We also found that in their region of applicability, the values of the reciprocal asymptotic isoviscous pressure coefficient for both EMD-GK and NEMD methods were in reasonable agreement with experiment when the L-OPLS-AA force field was used. By choosing this force field, we expect that the methods used in this study can be applied to similar lubricants at various temperatures and pressures.

We hope that this study will serve as a benchmark for future simulations of viscosity of lubricants with applications in industry. Our work is applicable in providing practical demonstrations of state-of-the-art simulation of viscosity at high or low values in the Newtonian regime and away from it as well.
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Notes

1. The use of this model in an Elastohydrodynamic Lubrication (EHL) friction calculation results in exaggeration of the thermoviscous regime. The thermal softening response is overstated at high sliding velocity.

Fig. 1 Molecular structure of 9,10-dimethyloctadecane, main component of PAO-2. Carbons are shown as cyan spheres and hydrogens as purple spheres. The conformation shown is prior to equilibration and therefore, has a relatively linear structure.
Fig. 2 Schematic showing the shearing process with the SLLOD algorithm for Couette flow. A shearing velocity is applied at the top edge of the simulation box, with the algorithm creating a linear velocity profile. Periodic boundary conditions are enforced in all three dimensions. Rendered using VMD [70].
Fig. 3 Equilibrated system of 9,10-dimethyloctadecane at 40°C and 0.1 MPa using the L-OPLS-AA force field.
**Fig. 4** Diagram summarizing the steps of the simulation for calculating viscosity with EMD-GK and NEMD.
Fig. 5 The dependence of density on pressure for 9,10-dimethyloctadecane at 40, 70, 100 and 150°C. Circles indicate density results by using the L-OPLS-AA force field, while squares indicate results acquired with the GAFF2-AA force field. The dashed lines indicate Tait fits (eq. 8) to the MD simulation data. The parameters that were used for the fits are given in Table 1.
Fig. 6 Convergence of viscosity for various time values of autocorrelation for 9,10-dimethyloctadecane at 40°C and pressures from 0.1 MPa to 1.0 GPa and 100°C at 0.1 MPa. The pressure tensor values are used every $s = 5$ fs during the production run of 40 ns.
Fig. 7 Convergence of viscosity with time. Running EMD-GK integral of 9,10-dimethylodecane zero shear viscosity at 40°C and pressures from 0.1 MPa to 1.0 GPa using the L-OPLS-AA force field. Five trajectories are used to calculate the average value and the autocorrelation is performed by using the pressure tensor every $s = 5$ fs with a total number of $p = 100,000$ autocorrelation terms.
Fig. 8 NEMD shear viscosity of 9,10-dimethyloctadecane (PAO-2) at 40°C and pressures from 0.1 MPa to 1.0 GPa. Experimental data were acquired by averaging viscosity measurements from two different viscometers. One of the viscosity data set used in the averaging has been previously published [69]. Each simulation data point represents the average viscosity value of five independent simulations, at each shear rate. Circles indicate viscosity results by using the L-OPLS-AA force field, while triangles indicate results acquired with the GAFF2-AA force field. Squares indicate experimental viscosity values. Horizontal solid lines indicate the average viscosity obtained for pressures where the applied shear rates had reached the Newtonian regime. The dashed lines indicate Powell-Eyring fits (eq. 6) to MD simulation data, that extrapolate to zero shear rate (Newtonian limit). The black dashed line corresponds to the L-OPLS-AA force field and the red dashed line corresponds to the GAFF2-AA force field. The parameters that were used for the fits are given in Table 2.
Fig. 9 Zero shear viscosity simulation of 9,10-dimethyloctadecane (PAO-2) at 40°C, with pressures ranging from 0.1 MPa to 1.0 GPa. Experimental data were acquired by averaging viscosity measurements from two different viscometers. One of the viscosity data set used in the averaging has been previously published [69] and experimental data are also provided by [60]. Squares indicate experimental viscosity values and circles indicate viscosity results from MD simulations. Statistical error bars are shown when they are larger than the symbol size. For $P \leq 0.7$ GPa simulations reached the Newtonian limit without extrapolation, while for $P \geq 0.8$ GPa, zero shear viscosity was extrapolated by Powell-Eyring fits (eq. 6) to simulation data. The dashed lines indicate McEwen fits (eq. 9) to the experimental and MD simulation data. The parameters that were used for the fits are given in Table 3.
Fig. 10 Zero shear viscosity simulation of 9,10-dimethyloctadecane (PAO-2) at 40, 70, 100 and 150°C, with pressures ranging from 0.1 MPa to 1.0 GPa. Squares indicate experimental viscosity values that were acquired by averaging viscosity measurements from two different viscometers. Circles indicate viscosity results by using the L-OPLS-AA force field. Statistical error bars are shown when they are larger than the symbol size. For $P \leq 0.7$ GPa simulations reached the Newtonian limit without extrapolation, while for $P \geq 0.8$ GPa, zero shear viscosity was extrapolated by Powell-Eyring fits (eq. 6) to simulation data. The dashed lines indicate McEwen fits (eq. 9) to the experimental and MD simulation data. The parameters that were used for the fits are given in Table 3.
Table 1 Parameters with the root mean square error (RMSE) used in the Tait fits (eq. 8) for the MD data in Figure 5. The root mean square errors are between simulation data and the Tait approximations. Note that $P_0$ is equal to 0.1 MPa.

<table>
<thead>
<tr>
<th>Force Field</th>
<th>$\rho_0$ (g/ml)</th>
<th>C</th>
<th>B (MPa)</th>
<th>RMSE (g/ml)</th>
<th>$T$ (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L-OPLS-AA</td>
<td>0.780 ± 0.005</td>
<td>0.1864</td>
<td>93.0</td>
<td>0.0003</td>
<td>40</td>
</tr>
<tr>
<td>GAFF2-AA</td>
<td>0.790 ± 0.004</td>
<td>0.1786</td>
<td>121.9</td>
<td>0.0004</td>
<td>40</td>
</tr>
<tr>
<td>L-OPLS-AA</td>
<td>0.756 ± 0.005</td>
<td>0.1912</td>
<td>79.5</td>
<td>0.0003</td>
<td>70</td>
</tr>
<tr>
<td>L-OPLS-AA</td>
<td>0.733 ± 0.005</td>
<td>0.1959</td>
<td>67.2</td>
<td>0.0003</td>
<td>100</td>
</tr>
<tr>
<td>L-OPLS-AA</td>
<td>0.695 ± 0.007</td>
<td>0.1991</td>
<td>49.5</td>
<td>0.0002</td>
<td>150</td>
</tr>
</tbody>
</table>
Table 2 Parameters with the root mean square error (RMSE) used in the Powell-Eyring fits (eq. 6) for the MD data in Figure 8 (40°C case) and the other three tested temperatures. The root mean square errors are between simulation data and the Powell-Eyring approximations.

<table>
<thead>
<tr>
<th>Force Field</th>
<th>$P$ (GPa)</th>
<th>$\eta_N$ (Pa s)</th>
<th>$\tau$ (s)</th>
<th>$\eta_\infty$ (Pa s)</th>
<th>RMSE (Pa s)</th>
<th>$T$ (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L-OPLS-AA 0.8</td>
<td>4.99</td>
<td>$1.74 \times 10^{-7}$</td>
<td>0</td>
<td>0.10</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>L-OPLS-AA 0.9</td>
<td>9.36</td>
<td>$2.63 \times 10^{-7}$</td>
<td>0</td>
<td>0.14</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>L-OPLS-AA 1.0</td>
<td>12.59</td>
<td>$3.61 \times 10^{-7}$</td>
<td>0</td>
<td>0.14</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>GAFF2-AA 0.8</td>
<td>10.46</td>
<td>$3.35 \times 10^{-7}$</td>
<td>0</td>
<td>0.21</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>GAFF2-AA 1.0</td>
<td>15.71</td>
<td>$5.01 \times 10^{-7}$</td>
<td>0</td>
<td>0.12</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>L-OPLS-AA 0.8</td>
<td>1.94</td>
<td>$8.77 \times 10^{-8}$</td>
<td>0</td>
<td>0.04</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>L-OPLS-AA 0.9</td>
<td>3.58</td>
<td>$1.38 \times 10^{-7}$</td>
<td>0</td>
<td>0.04</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>L-OPLS-AA 1.0</td>
<td>4.09</td>
<td>$1.42 \times 10^{-7}$</td>
<td>0</td>
<td>0.09</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>L-OPLS-AA 0.8</td>
<td>0.61</td>
<td>$3.58 \times 10^{-8}$</td>
<td>0</td>
<td>0.001</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>L-OPLS-AA 0.9</td>
<td>1.05</td>
<td>$5.21 \times 10^{-8}$</td>
<td>0</td>
<td>0.01</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>L-OPLS-AA 1.0</td>
<td>1.80</td>
<td>$6.97 \times 10^{-8}$</td>
<td>0</td>
<td>0.05</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>L-OPLS-AA 0.8</td>
<td>0.12</td>
<td>$6.67 \times 10^{-9}$</td>
<td>0</td>
<td>0.01</td>
<td>150</td>
<td></td>
</tr>
<tr>
<td>L-OPLS-AA 0.9</td>
<td>0.17</td>
<td>$9.36 \times 10^{-9}$</td>
<td>0</td>
<td>0.01</td>
<td>150</td>
<td></td>
</tr>
<tr>
<td>L-OPLS-AA 1.0</td>
<td>0.26</td>
<td>$1.47 \times 10^{-8}$</td>
<td>0.01</td>
<td>0.01</td>
<td>150</td>
<td></td>
</tr>
</tbody>
</table>
Table 3 Parameters with the root mean square error (RMSE) used in the McEwen fits (eq. 9) for the MD and experimental data in Figure 9 and 10. The root mean square errors are between simulation/experimental data and the McEwen approximations.

<table>
<thead>
<tr>
<th>Method</th>
<th>$\eta_0$ (mPa s)</th>
<th>$\alpha^*$ (GPa$^{-1}$)</th>
<th>$q$</th>
<th>RMSE (mPa s)</th>
<th>$T$(°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp.</td>
<td>3.80</td>
<td>11.49</td>
<td>10.95</td>
<td>11.10</td>
<td>40</td>
</tr>
<tr>
<td>NEMD L-OPLS-AA</td>
<td>7.38</td>
<td>13.17</td>
<td>5.38</td>
<td>334</td>
<td>40</td>
</tr>
<tr>
<td>NEMD GAFF2-AA</td>
<td>15.21</td>
<td>19.31</td>
<td>2.87</td>
<td>713</td>
<td>40</td>
</tr>
<tr>
<td>EMD-GK L-OPLS-AA</td>
<td>5.32</td>
<td>11.88</td>
<td>3.39</td>
<td>0.85</td>
<td>40</td>
</tr>
<tr>
<td>Exp.</td>
<td>1.98</td>
<td>9.70</td>
<td>8.56</td>
<td>6.94</td>
<td>70</td>
</tr>
<tr>
<td>NEMD L-OPLS-AA</td>
<td>2.99</td>
<td>13.95</td>
<td>4.60</td>
<td>222</td>
<td>70</td>
</tr>
<tr>
<td>Exp.</td>
<td>1.20</td>
<td>8.83</td>
<td>6.19</td>
<td>0.40</td>
<td>100</td>
</tr>
<tr>
<td>NEMD L-OPLS-AA</td>
<td>1.51</td>
<td>9.45</td>
<td>9.33</td>
<td>13.95</td>
<td>100</td>
</tr>
<tr>
<td>Exp.</td>
<td>0.66</td>
<td>7.26</td>
<td>2.43</td>
<td>0.04</td>
<td>150</td>
</tr>
<tr>
<td>NEMD L-OPLS-AA</td>
<td>1.03</td>
<td>7.71</td>
<td>5.62</td>
<td>7.38</td>
<td>150</td>
</tr>
</tbody>
</table>