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**Accelerating AI Adoption with Responsible AI Signals and Employee Engagement Mechanisms in Health Care**

**Abstract**

Artificial Intelligence (AI) technology is transforming the healthcare sector. However, despite this, the associated ethical implications remain open to debate. This research investigates how signals of AI responsibility impact healthcare practitioners’ attitudes toward AI, satisfaction with AI, AI usage intentions, including the underlying mechanisms. Our research outlines autonomy, beneficence, explainability, justice, and non-maleficence as the five key signals of AI responsibility for healthcare practitioners. The findings reveal that these five signals significantly increase healthcare practitioners’ engagement, which subsequently leads to more favourable attitudes, greater satisfaction, and higher usage intentions with AI technology. Moreover, ‘techno-overload’ as a primary ‘techno-stressor’ moderates the mediating effect of engagement on the relationship between AI justice and behavioural and attitudinal outcomes. When healthcare practitioners perceive AI technology as adding extra workload, such techno-overload will undermine the importance of the justice signal and subsequently affect their attitudes, satisfaction, and usage intentions with AI technology.
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**1. Introduction**

Artificial Intelligence (AI) is a wide-ranging branch of computer science concerned with building smart machines capable of performing tasks that typically require human intelligence (Russell & Norvig 2016). The global healthcare AI market worth is expected to reach USD 190.6 billion in 2025 (Singh 2020). Many countries including China, are experiencing dramatic digitisation in the healthcare sector. China takes the lead in AI-based diagnostic imaging equipment (Nikkei Asia 2020). AI technology is transforming the healthcare industry and offering great support to healthcare practitioners. Its implementation is evidenced in areas of medical imaging, disease diagnostics, drug discovery, various sensors, and devices to track patients’ health status in real time.

While the benefits of AI technology in the healthcare sector are widely recognized, there are still many obstacles in motivating healthcare practitioners to engage with them. For instance, job automation and the substantial displacement of workforces induced by AI has triggered considerable stress for healthcare practitioners (Davenport and Kalakota 2019). Vakkuri et al. (2020) point out that the public is becoming aware of the ethical implications of AI technology, relating to, for example, the lack of data structure (Panch et al. 2019), ethical concerns over its unintended impacts (Peters et al. 2020), and human acceptance of machines (Anderson and Anderson 2007). Hospitals face not only the challenges of understanding how AI can be deployed responsibly, but also of whether their engagement with AI can subsequently generate positive outcomes such as favourable attitudes, greater satisfaction, and higher usage intentions. While the discussions on the importance of AI ethics principles are consistent (Morley et al. 2020), there is a lack of understanding on the implementation of responsible AI principles in the healthcare sector. Furthermore, prior research examines the adoption of AI technology mainly from patients’ perspectives (Nadarzynski et al. 2019; Nadarzynski et al. 2020) while the drivers of healthcare practitioners’ engagement with AI technology remain unexplored.

Our research seeks to address this urgent need by elucidating how AI technology can be navigated responsibly and developed in a manner to enhance healthcare professionals’ engagement and generate positive responses toward it. The signal-mechanism-consequence (SMC) theory (Li and Wu 2018; Pavlou and Dimoka 2006) is used as the theoretical foundation of the proposed framework. The SMC theory integrates a multitude of theoretical views (including the diffusion of innovation theory and signaling theory) wherein information systems (IS) scholars aim to understand how the signals triggered by the implementation of an innovation in organisations may determine intended or unintended consequences via certain mechanisms. Additionally, our research framework also builds on the responsible AI principles of Floridi et al. (2018), namely beneficence, non-maleficence, autonomy, and justice, we add an enabling principle, explainability. We seek to understand whether these five key responsible AI principles influence healthcare practitioners’ engagement with AI technology. The importance of engagement has been examined in the context of general technology, such as mobile applications and virtual reality; however, to the best of our knowledge, this is the first study to explore how responsible AI principles improve healthcare practitioners’ attitudes, satisfaction, and usage intentions. More importantly, we investigate the underlying mechanisms through which responsible AI principles may achieve this.

Furthermore, we also explore whether ‘techno-overload’ moderates the effects of responsible AI principles on employee engagement which then subsequently affects their attitudes, satisfaction, and usage intentions with AI technology. Tarafdar et al. (2007) describe techno-overload as being often caused by technology-related work overload and as affecting employee productivity. Healthcare practitioners may feel stressed when they perceive their daily tasks are extended by difficulties arising from using AI technology and their workload is seen to exceed their capacity. Coined ‘techno-stressors’, such pressures can undermine the benefits of responsible AI principles on engagement.

In view of these gaps in the current literature, this research addresses the following questions:

*RQ1: How do responsible AI technology principles affect healthcare practitioners’ attitudes, satisfaction, and usage intentions?*

*RQ2: Does healthcare practitioner engagement mediate the effects of responsible AI technology principles on their attitudes, satisfaction, and usage intentions?*

*RQ3: How does techno-overload as a techno-stressor affect, through engagement, the impact of responsible AI principles on attitudes, satisfaction, and usage intentions with AI technology?*

**2. Theoretical Background and Research Model**

*2.1. Current research on AI in healthcare*

The healthcare sector is among the most promising areas of AI adoption in recent years (Sun and Medaglia 2019; Yang et al. 2012). Its transformative potential has been brought to the sector with the design and training of powerful computational models to perform a wide range of functions with aggregated data (Keane and Topol 2018). Some examples are case classification, risk estimation (Topol 2019), patient administration (Reddy et al. 2019), automated diagnosis support (Abràmoff et al. 2018), disease prediction, and chronic condition management (Zhou et al. 2016). Increasingly, AI initiatives are becoming evident in clinical applications; for instance, algorithm-based disease surveillance systems have been adopted by hospitals in Hampshire, England to reduce virus outbreaks (Mitchell et al. 2016). The use of AI technology has greatly improved accuracy, productivity, and workflow in healthcare systems and such benefits generate more efficient and targeted use of healthcare resources, serving to enhance healthcare services overall (Taddeo and Floridi 2018; Topol 2019).

Despite the striking usefulness and value of AI technology in the healthcare sector (e.g., Haleem et al. 2019; Hamet and Tremblay 2017), many researchers still examine its usage from mainly patients’ perspectives (e.g., Fadhil and Gabrielli 2017; Nadarzynski et al. 2019, 2020; Tran et al. 2019; Yang et al. 2015) and disregard the perspective of healthcare practitioners. To illustrate, Nadarzynski et al. (2020) examine patients’ acceptance of medical chatbots and Fadhil and Gabrielli (2017) investigate how such chatbots induce behaviour change interventions in patients. AI wearable devices (Tran et al. 2019) and satisfaction with online physician services (Yang et al. 2015) are further examples.

Despite all the promises of AI in healthcare, there are still many obstacles in motivating practitioners to engage with the technology (Topol 2019). Research has found them more likely to be distracted and then refuse to use AI, while feeling it is incumbent upon them to ensure the appropriate use of AI-enabled systems in healthcare delivery (Fan et al. 2018; Shinners et al. 2020). Also, performance expectations of AI implementation can influence the behavioural outcomes of practitioners towards AI (Fan et al. 2018). Thus, to realise the growing potential of AI across healthcare organisations, it seems that gaining an understanding of the factors that affect healthcare practitioner engagement with AI technology is an imperative.

*2.2. Ethical considerations of AI in healthcare*

AI implementation in healthcare has raised public awareness and caused considerable controversy, particularly concerning the ethical implications (e.g., Vakkuri et al. 2020). The discussion on ethical concerns arising from the unintended impacts of AI in healthcare has been substantial (Morley et al. 2020; Peters et al. 2020) and recently extended into the theoretical constructs and principles of AI (Jobin et al. 2019). In response to concern, ethical and rights-based frameworks that guide and govern AI implementations have been explicit when documented by different industries around the globe (Floridi et al. 2018; Jobin et al. 2019).

Nevertheless, most healthcare organisations struggle to collect the data needed to design appropriate algorithms for local patients or generate consistent practice patterns due to weak data infrastructure. Such weakness can lead to inconsistent algorithmic performance and inaccurate diagnoses (Panch et al. 2019). Given that health practitioners often work in sensitive and high-risk contexts (Peters et al. 2020), caution with implementation is crucial for practitioners to mitigate against potential ethical breaches and ensure accuracy in AI use.

While AI principles exert normative constraints on the responsible use of the technology, existing research points out that such principles remain highly theoretical; they are conceptual frameworks yet to demonstrate empirical evidence on whether they affect ethical decision-making (Greene et al. 2019; Vakkuri et al. 2020). Moreover, Rothenberger et al. (2019) highlight the importance of identifying who would be responsible for consequences from AI. These questions have intrigued researchers and steered enquiry towards taking the AI principles incrementally closer to assuring the technology is ethical and socially beneficial, and towards promoting responsible AI development in practice (Arrieta et al. 2020).

Responsible AI is a newly coined term that has already managed to generate considerable attention within and beyond academia (Dignum 2019; Peters et al. 2020). Dignum (2019) provides an overview of AI as a concept and emphasizes the need to use it responsibly to meet the expectations of key stakeholders and society while harnessing its power to effectively augment humanity and business. Arrieta et al. (2020) consider responsible AI as a paradigmatic imposition on the AI principles and a viable prospect to address the growing ethical and societal concerns with large-scale AI implementation processes. Although researchers such as Benjamins et al. (2019) propose an integrated approach, including defined principles, design training, a guidance checklist, and governance process for organisations to apply AI responsibly at scale, more consideration is needed on the practical collective experience. This has called for the need for further empirical studies that support or encourage the progression of responsible AI from design to practice (Morley et al. 2020), particularly in the healthcare sector.

With the constant theoretical discussions on AI ethics in face of a paucity of practical evidence, this research aims to compensate by offering deeper insight into the potential use of responsible AI principles in healthcare to trigger practitioners’ behavioural intentions and affect their attitudes. A review by Floridi et al. (2018) suggests that the key principles incorporated by many AI initiatives are consistent with four classic bioethical principles: beneficence, non-maleficence, autonomy, and justice. This framework used in medicine has great potential to address the ethical challenges faced by AI implementation in healthcare. With new subcategories of patient, external agencies, and complex technical and clinical environments, it could easily be applied to digital environments (Floridi, 2013). Hence, building on the AI principles of Floridi et al. (2018) and adding ‘explainability’ as a further enabling principle, this research aims to understand the effects on healthcare practitioner engagement with AI technology of five key responsible AI principles: autonomy, beneficence, explainability, justice, and non-maleficence.

*2.3. Research model*

The theoretical basis for the proposed research model is the signal-mechanism-consequence (SMC) theory (Li and Wu 2018; Pavlou and Dimoka 2006). SMC theory is rooted in two theoretical views. First, the diffusion of innovation theory developed by Rogers (1962) posits that the adoption of any innovation can lead to certain consequences, either benefit or harm. It has been frequently employed in the technology adoption literature, where scholars examine specific influences of information technology (IT) uptake and the impacts on behavioural intentions (e.g., Weerakkody et al. 2017). Second, signaling theory explains how two parties, such as focal company and stakeholders or customers and suppliers, may communicate through information processing (Connelly et al. 2011). There are four core components of signaling theory: sender, receiver, signal, and signaling environment. ‘Signal’ refers to the deliberate communication of information to convey it from one party to another (Connelly et al. 2011). The senders of signals decide on how to communicate the information they want receivers to know, while the receivers interpret the information sent by these signal senders. Building on signaling theory, considerable effort has been expended on research into how senders can convey signals effectively to target parties. For example, in the e-commerce environment, Pavlou and Dimoka (2006) show that positive signals such as credibility and benevolence conveyed by sellers can improve price premium. A firm’s market value is also increased when positive signals circulate among stakeholders, for instance voluntarily disclosing information security (Gordon et al. 2010).

Drawing on SMC theory, our research explores the signals triggered by the adoption of responsible AI principles, which may enable healthcare practitioners to engage more with AI and enhance their positive attitudes and intentions toward it. Building on Peters et al. (2020), we define responsible AI as principles that are designed to 1) *navigate AI agents responsibly to create economic value from healthcare service provision*, 2) *orchestrate both AI and healthcare professionals’ competencies ethically, to achieve positive clinical outcomes for various stakeholder groups*, and 3) *leverage AI to achieve fairness, social inclusion, and sustainability in healthcare.*

Signals in the healthcare context are actions that convey information to healthcare professionals about planned actions for the responsible implementation of AI-enabled healthcare systems. Leslie (2019) claims that mechanisms can be explanatory by linking signals with the associated pathways to various consequences. Perhaps such a mechanism may be found in the application of responsible AI principles, which it is reasonable to conceive healthcare practitioners would interpret as signals to what a responsible healthcare system is like. This may generate in them more positive intentions, attitudes, and behaviours in relation to AI.

Implementing responsible AI in line with these principles can generate positive outcomes. Peters et al. (2020) demonstrate, for example, that AI-enabled healthcare systems developed with the principle of autonomy increase patients’ intention to engage with the systems as well as the practitioners’ ability to make decisions. However, prior literature lacks discussion on the underlying mechanism that explains how responsible AI signals may produce the desired consequences, namely improved attitude towards AI, satisfaction with AI, and AI usage intentions, from the practitioner perspectives.

We claim that employee engagement is a linking mechanism between responsible AI signals and outcomes. Employee engagement has been extensively studied in IS contexts as it is considered an important influencing factor for IT adoption. In particular, implementing AI requires organisations to engage their staff as a means to overcome internal resistance (Brock and Von Wangenheim 2019). Therefore, we set out to explore how different responsible AI signals affect attitude, intention, and satisfaction toward AI through the mechanism of employee engagement. We further posit that healthcare practitioners who are highly engaged with AI will tend to interpret responsible AI as a positive signal so they feel more satisfied with it and embrace it more intensively. Figure 1 represents an overview of our research framework and Appendix A provides an overview of theoretical constructs.

INSERT FIGURE 1 HERE

**3. Hypothesis Development**

*3.1. Autonomy*

According to self-determination theory (Ryan and Deci 2017), autonomy is universally essential to humans in relation to their experience of willingness and volition (Chen et al. 2015; Martela and Ryan 2016). With AI, the principle of autonomy does not imply the autonomy of AI per se. Rather, it refers to the autonomy of all human beings that have been promoted by rather than impaired by autonomous systems (Floridi et al. 2018). The autonomous AI system has the potential to augment labour in productive processes and transform jobs to have increased capabilities but reduce human autonomy in the workplace (Calvo 2020). The ethical concerns around such advances have already raised awareness of responsible and beneficial use of AI technology (Dignum 2017) so it is essential to ensure a trade-off between AI autonomy and human-retained decision-making power to preserve human autonomy and avoid ceding excessive control from humans to AI algorithms (Floridi et al. 2018). A similar vein of studies including Gebauer et al. (2008) and Weinstein and Ryan (2010) informs us that satisfaction from human autonomy and the intrinsic value of human choice in important decisions in the healthcare sector can contribute to healthcare practitioners’ psychological well-being. Calvo et al. (2020) assert that in designing responsible AI for human autonomy, it is critical to understand individuals’ motivations to use AI. Practitioners with positive psychological states while using AI-enabled systems are likely to have positive attitudes and satisfaction with the technology. Thus, the following hypothesis is proposed:

***Hypothesis 1 (H1)****: Autonomy of AI is positively related to healthcare practitioners’ (a) attitudes toward AI, (b) satisfaction with AI, and (c) AI usage intentions.*

*3.2. Beneficence*

Beneficence refers to the subjective sense of being able to voluntarily exert positive pro-social impacts on others, with wellness-relevant outcomes about oneself resulting (Martela and Ryan 2016). Regarding the use of AI in healthcare, as a classic ethical principle, beneficence highlights the importance of ensuring patients and practitioners are protected by and benefit from the actions powered by AI technology, at the very least (Reddy et al. 2020). As such, AI should be designed and deployed in ways that respect and preserve the dignity of patients and practitioners, promote benefits to humanity and the common good, and ensure sustainability (Floridi et al. 2018). Healthcare practitioners particularly are obliged to operate by a moral imperative of doing good for patients and society. In fact, pro-social behaviours are associated with one’s psychological well-being and enhanced satisfaction from beneficence creates a ‘virtuous-cycle’ wherein future benevolent intentions are cultivated by past ones (Martela and Ryan 2016). We can reasonably expect that healthcare practitioners will behave positively if they are satisfied with the beneficence of AI systems, and thus propose the following hypothesis:

***Hypothesis 2 (H2)****: Beneficence of AI is positively related to healthcare practitioners’ (a) attitudes toward AI, (b) satisfaction with AI, and (c) AI usage intentions.*

*3.3. Explainability*

AI explainability, also known as technological transparency (Haesevoets et al. 2019), emphasizes the need to translate system actions, processes and outputs into intelligible information and communicate this regularly and accessibly, which allows individuals to interpret these complex automated decisions (Jobin et al. 2019). When implementing AI systems in clinical settings, the use of patients’ information, the impact on their care or treatment, and the reasoning behind an AI diagnosis should all be clearly discussed with patients in advance (Currie et al. 2020). Also, having access to sufficient extra detail or algorithmic reasoning may increase the diagnostic accuracy from healthcare practitioners using such systems (Miller 2019; Rai 2020). However, in some studies, deeming explanations of algorithmic decisions as ‘good’ was mostly based on researcher intuition within the process of exploring how explanations can affect users’ perceptions of and interactions with AI systems (Miller 2019). Further, the explanations are sometimes required by end users who lack the technical knowledge to interpret them within certain contexts (Liao et al. 2020). For instance, initial machine diagnosis often presents the most likely symptoms of a certain disease as a descriptive list, without further analysis, which may confuse some healthcare practitioners resulting in poor decisions (Ribeiro et al. 2016). Whether healthcare practitioners are satisfied with the performance of AI systems, especially in terms of explainability, is still uncertain and warrants further investigation. Thus, the following hypothesis is proposed:

***Hypothesis 3 (H3)****: Explainability of AI is positively related to healthcare practitioners’ (a) attitudes toward AI, (b) satisfaction with AI, and (c) AI usage intentions.*

*3.4. Justice*

The principle of justice refers to the obligation of distributing benefits equitably to individuals (Newman et al. 2020). According to justice theory, employees’ perceptions of fairness in their personnel procedures are positively associated with the overall fairness of organisational decision-making (Lind 2001). Organisations have long associated the decision process with justice, particularly from the perspectives of employees (Colquitt et al. 2001), who tend to agree with decisions if they are consistent, are based on accurate data, have complied with rules, and are less influenced by individual bias (Colquitt and Zipay 2015). Similarly, when decision-making comes to AI systems in the healthcare sector, algorithms are expected to treat all patients fairly, equitably, proportionately, and able to distribute medical goods and services without bias, discrimination, or harm (Schönberger 2019). Although Newman et al. (2020) postulate that algorithm-driven personnel decisions are considered less fair than identical human-made decisions in certain contexts, responsible AI could still have the potential to overcome human bias in order to increase distributive justice, procedural justice, and bring enormous opportunities for organisations through more accurate information (Aral et al. 2012). It seems clear that the principle of justice should positively influence practitioners’ behavioural outcomes. We therefore propose the following hypothesis:

***Hypothesis 4 (H4)****: Justice of AI is positively related to healthcare practitioners’ (a) attitudes toward AI, (b) satisfaction with AI, and (c) AI usage intentions.*

*3.5. Non-maleficence*

Non-maleficence refers to the obligation to not inflict harm intentionally on others (Floridi et al. 2018). Consideration of non-maleficence associated with AI technology focuses on the avoidance of any potential harm to individuals or intentional misuse of personal information (Jobin et al. 2019), along with the assurance of robust and secure algorithmic decisions (Morley et al. 2020). In the healthcare sector, this is fitting for AI solutions; they should be geared to avert any patient harm or privacy breach, and rather to assuring positive outcomes for their treatment and care (Currie et al. 2020). According to Roca et al. (2009), individuals’ perceptions of perceived technological security influence their trust and behavioural intentions towards such technology. As patient information is highly sensitive, non-maleficence of AI is specifically concerned with individual privacy and security, personal safety, and consistency in how AI systems perform ethically based on pre-defined principles (Floridi et al. 2018). Therefore, we posit that satisfaction with perceived technological security related to non-maleficence of AI in the healthcare sector would generate positive behavioural intentions from healthcare practitioners; we propose the following:

***Hypothesis 5 (H5)****: Non-maleficence of AI is positively related to healthcare practitioners’(a) attitudes toward AI, (b) satisfaction with AI, and (c) AI usage intentions.*

*3.6. The role of employee engagement*

Employee engagement is viewed as personal engagement. In particular, Kahn (1990, p. 694) defines it as the “harnessing of organisation members’ selves to their work roles; in engagement, people employ and express themselves physically, cognitively, or emotionally during role performances”. When an organisation undergoes technical changes, like adopting an innovation or new technology, employees’ acceptance of or resistance to these changes will depend on their level of engagement (Braganza et al. 2020; Brock and von Wangenheim 2019). Brock and von Wangenheim (2019) contend that involving highly engaged employees is key to successful AI implementation. In the healthcare context, we define employee engagement with AI as the degree to which practitioners are passionate about AI implementation within their healthcare systems. The level of employee engagement depends on the benefits they enjoy from organisational resources (Saks 2006), which include information (or signals) pertaining to their tasks so that they know what is expected of them and how to succeed (Harter et al. 2002). Responsible AI principles can provide guidance on how to operate and exploit AI systems fully, responsibly, and ethically, by means of effective internal communication and training. Such knowledge gains through this engagement process will result in greater clarity for employees’ AI usage.

The significant effects of responsible AI signals on employee engagement can be explained in terms of social exchanges within the organisation; interactions between employee and the company are established and maintained as a balance between giving and receiving (Cropanzano and Mitchell 2005). In particular, employees could reward the organisation with better job performance such as higher engagement when the use of responsible AI systems is guaranteed (Masterson et al. 2000). Furthermore, Alder Hey Children’s Hospital, as one of the largest children’s hospitals in Europe, has developed an AI-featured digital App called *Alder Play* (Alder Hey Children’s Charity 2017), which enables healthcare practitioners to access the medical records of patients eligible for British NHS treatment. This could largely improve autonomy in clinical processes, thereby enhancing the quality of health services and strengthening patient engagement. Allowing the autonomy of data usage and providing meaningful and personalized explanations of AI benefits are expected to reduce uncertainty, thus improving healthcare practitioner satisfaction with AI and encouraging its involvement their roles (Rai 2020; Ramaswamy et al. 2018).

Moreover, Karatepe (2013) posits that employee engagement is a motivational factor which explains the relationship between work practices and performance. He suggests that employees are most likely to be in an engaged state of mind when they recognize organisational efforts to improve their welfare. In the healthcare context, for example, the principle of AI system non-maleficence may assure employees that any potential negative outcomes from information maangement will be avoided (Jobin et al. 2019). As such, healthcare practitioners may be more willing to use AI-enabled systems when a secure AI solution committed to non-maleficence is offered by their organisations. It appears that when an organisation makes great efforts in improving their engagement through the responsible implementation of AI-enabled healthcare systems, they will be more engaged in their work, leading to better behavioural outcomes toward AI usage. Therefore, we propose the following hypotheses:

***Hypothesis 6 (H6)****: Responsible AI signals (autonomy, beneficence, explainability, justice, and non-maleficence) are positively related to employee engagement.*

***Hypothesis 7 (H7)****: Employee engagement mediates the relationship between responsible AI signals (autonomy, beneficence, explainability, justice, and non-maleficence) and behavioural consequences (attitudes toward AI, satisfaction with AI, and AI usage intentions).*

*3.7. The moderating role of techno-overload*

Not everyone experiences technology in the same way. Yin et al. (2018) report that some employees experience higher levels of stress than others when overwhelmed by technology, despite its aim to boost work-stream effectiveness. ‘Technostress’ is a term coined to describe negative psychological states such as anxiety, strain, or a sense of ineffectiveness when using new technologies (Salanova et al. 2013) and this is often related to a sense of overload (Cao and Sun 2018; Wang and Li 2019). AI technology may force employees such as healthcare practitioners to work longer and faster (Krishnan 2017), which contributes to job stress (Folkman et al. 1986), predicts job burnout, impedes performance (Wu et al. 2019), and reduces productivity (Tarafdar et al. 2007).

We propose that unpleasant affective states associated with techno-overload impede the subjective quality of the responsible AI signal of justice. ‘AI justice’ is defined as a subjective assessment of justice by healthcare practitioners on AI’s ability to eliminate discrimination, improve equitably shared benefits, and prevent new threats (Floridi et al. 2018; Floridi and Cowls 2019). Justice – and therein injustice – is an emotionally laden subjective experience (Barsky and Kaplan 2007). Negative emotions are believed to change how people perceive and respond to their surroundings; Folkman and Lazarus (1986) contend that depressed individuals or those experiencing emotions such as sustained frustration or disappointment often employ a hostile ‘confrontative coping strategy’. This is consistent with Alloy and Abramson (1979), whose findings suggest that depressed individuals tend to perceive their environment as more threatening than their non-depressed counterparts do. In a similar vein, based on the affect-as-information model, which suggests that people rely on affect as heuristic, thereby substituting objective criterion when making justice judgments (van den Bos 2003), negative affective states often associate with subjective judgments of injustice or unfairness (Barsky and Kaplan 2007; van den Bos 2003; Lang et al. 2011). While recognizing this negative impact of unpleasant emotional and physiological states on how justice is assessed subjectively, any negative emotions triggered by techno-overload should impede the ability of healthcare practitioners in making rational judgments about their use of AI technology. Therefore, it is relevant to explore whether techno-overload plays a pivotal role in undermining the effects of AI justice on engagement. Hence, the following hypothesis is proposed:

***Hypothesis 8 (H8)****: Techno-overload moderates the relationship between AI justice and employee engagement, such that high techno-workload weakens the effect of AI justice on employee engagement.*

The above analysis outlines a framework in which employee engagement mediates the relationship between AI justice and behavioural and attitudinal outcomes, and techno-overload moderates the relationship between AI justice and engagement. Given that techno-overload may indeed weaken the effect of AI justice on engagement and that engagement may positively associate with behavioural and attitudinal outcomes, it is logical to suggest a moderated mediation effect (Edwards and Lambert 2007) whereby techno-overload also moderates the strength of the mediating mechanism for engagement in the relationship between AI justice and behavioural and attitudinal outcomes. As mentioned previously, a stronger relation between AI justice and engagement will be enabled by less techno-overload. Consequently, the indirect effect of AI justice on the AI consequences (attitudes toward AI, satisfaction with AI, and AI usage intentions) may also be stronger when techno-overload is low. Our final proposition is the following:

***Hypothesis 9 (H9):*** *Techno-overload moderates the mediating effect of engagement on the relationship between AI justice and behavioural and attitudinal outcomes, such that techno-overload weakens the indirect effect of AI justice on healthcare practitioner’s (a) attitude towards AI, (b) satisfaction with AI, and (c) AI usage intentions, via engagement.*

**4. Method**

*4.1 Measures*

Measurement items (Table 1) were adapted from previous studies: beneficence (Martela and Ryan 2016), autonomy (Chen et al. 2015), justice (Newman et al. 2020), attitude (Lau-Gesk 2003), satisfaction with AI (McLean and Osei-Frimpong 2019), and usage intentions (Moons and De Pelsmacker 2012). The technological security scale was adapted from Carlos Roca et al. (2009) as a proxy to measure non-maleficence. Technological transparency was used as a proxy for explainability (Haesevoets et al. 2019). The measurement items for techno-overload were adopted from Tarafdar et al. (2007) and Krishnan (2017). All the items were randomized and measured with a seven-item Likert-type scale ranging from ‘strongly disagree’ to ‘strongly agree’.

In addition to adapting all the measurement items from the existing literature, we also validated them by consulting AI experts and healthcare practitioners (Vogt et al. 2004). The original questionnaire was written in English. The English version was translated into Chinese by an English-to-Chinse translator and a bilingual doctoral student. The Chinese version was then translated back to English. This process identifies and minimizes any loss of meaning (Anderson and Brislin 1976; Gong et al. 2020). Once the translations were satisfactory, we invited a panel of two AI experts and two healthcare practitioners from a Chinese Hospital who have used AI in their workplace, to review all the measurement items. Table 1 provides a list of items that we used in the research.

INSERT TABLE 1 HERE

*4.2 Data collection*

All participants are healthcare practitioners working in the West China Hospital and other Grade A tertiary hospitals in China. Since AI technology has not yet been widely adopted in the healthcare industry, AI-related provisions are primarily available in tertiary hospitals classified as Grade A (see Appendix B for hospital classification) (Chinese Innovative Alliance of Industry, Education, Research and Application of Artificial Intelligence for Medical 2019). The West China Hospital is in this category as China’s largest and the world’s second-largest hospital, having 4,300 ward beds and being among the top research hospitals in China. Its AI implementation has achieved both domestic and international recognition (West China Hospital 2020; Zhou et al. 2020; Cancer Research UK 2020; Novuseeds Medtech 2018). We only selected healthcare practitioners working in this and other Grade A tertiary hospitals for these reasons.

To recruit these participants, we created an advertisement targeting those with previous experience of AI in healthcare. We then posted our survey invitation in three active WeChat (a Chinese social media platform) workplace chat groups of the West China Hospital (1252 healthcare practitioners in total), asking for voluntary participation. We recruited the healthcare practitioners this way because WeChat is the largest mobile instant text and voice messaging communication service in China, with about 1,206 million active users per month (Tencent 2020). Many Chinese organisations like the West China Hospital are using WeChat’s group chat function as an important communication channel (Deng 2020). Additionally, we also approached healthcare practitioners who work in other Grade A tertiary hospitals, via Sojump, a paid online sampling service for survey research in China, that can reach up to 500 healthcare practitioners working in Grade A tertiary hospitals.

As an introduction, all participants were given a short summary of AI applications used in the medical field (see Appendix C) and exemplar AI applications (Chinese Innovative Alliance of Industry, Education, Research and Application of Artificial Intelligence for Medical 2019) prior to their participation. To ensure data quality, we only retained responses from healthcare practitioners who have used AI technology in their workplace. In addition to the survey invitation and consent form, two screening questions were used to filter out ineligible respondents with no experience with AI: “Have you used AI technology in your workplace before?” and “How much time (hours) on average do you use AI technology per week?” Furthermore, we added two open questions asking the name and region of their hospital in order to ensure it matches the classification. Finally, we checked the IP addresses for all responses to detect any replicated submissions.

As a result, we successfully collected 413 responses, of which 213 were from the West China Hospital and 200 from Sojump. Nine responses were invalid after failing the screening questions and were subsequently removed from further analysis. In total, 404 valid responses were obtained. The mean age of the participants was 31 years (SD = 5.23), 220 were female (54.46%) and 184 were male (45.54%). The demographic breakdown is shown in Table 2.

INSERT TABLE 2 HERE

**5. Results**

*5.1 Assessment of measurement model*

The data were analyzed using partial least squares structural equation modeling (PLS-SEM) (Hair et al. 2016). We used SmartPLS 3 to test the hypothesized research model with a bootstrap re-sampling procedure; 5000 sub-samples were randomly generated (Hair et al. 2016). Furthermore, we followed the bootstrapping method of Hayes (2017) to test the mediating effects. First of all, we assessed the reliability, convergent validity, and discriminant validity of all research constructs. Reliability was assessed using internal consistency and indicator loading (Hair et al. 2011). The composite reliability (CR) was used to measure internal consistency, with CR values above 0.7 considered satisfactory (Hair et al. 2016). For the factor loadings, those higher than 0.7 are satisfactory (Hair et al. 2011) and still considered acceptable when higher than 0.6 (Bagozzi and Yi 1988).

Validity is indicated by convergent validity and discriminant validity. The average variance extracted (AVE) of each construct exceeds 0.5, which indicates a satisfactory convergent validity of measurements (Fornell and Larcker 1981). Based on the Farnell-Larcker criterion, the discriminant validity can be established when the square root of each construct’s AVE exceeds the squared correlation with any other construct (Hair et al. 2016). Table 3(a) and Table 3(b) demonstrate that both convergent validity and discriminant validity were established.

INSERT TABLE 3(a) AND TABLE 3(b) HERE

*5.2 Structural model and hypotheses testing*

The structural model was assessed using standardized path coefficients (β) and their significance levels, including the t-statistics and *p*-values, as well as explained variance (R2) of the endogenous constructs (Becker et al. 2013). We also evaluated the effect size by means of Cohen’s *f*2 (Cohen 2013), Q2 values for predictive relevance (Chin 1998), and standardized root mean square residual (SRMR) for the global fit of the model (Henseler et al. 2014).

According to Chin (1998), R2 values of 0.67, 0.33, and 0.19 are described as substantial, moderate, and weak effects. Table 4 shows that our model accounted for 56% of the variance in the effect of responsible AI signals on employee engagement; the strength of the effect is between a substantial effect and moderate effect. Furthermore, our model also explained 47.3% of usage intentions to AI, 46.3% of satisfaction with AI, and 19.0% of attitudes towards AI, respectively. Second, we used the blindfolding technique in PLS to assess the predictive relevance of the path model. The Q2 values for all endogenous constructs were above zero (see Table 4). Hence, the model showed a good predictive relevance (Chin 1998). Third, we evaluated the global fit of the model by applying the fit index SRMR (Henseler et al. 2014) for the discrepancy between the empirical indicator variance–covariance matrix and its model-implied counterparts, with a resulting SRMR value of 0.062 (see Table 4) below the threshold of 0.08 (Benitez et al. 2020). This indicates that our model provided a sufficient fit with the empirical data. Therefore, our proposed research model is well suited to confirming and explaining the effects of responsible AI signals on healthcare practitioners’ attitudes towards, satisfaction of, and usage intentions with AI technology.

INSERT TABLE 4 HERE

*5.3 Mediating effects of engagement*

Mediation seeks to assess whether the effects of independent variables on the dependent variables are direct or indirect via the mediator. We hypothesised that employee engagement mediates the effects of responsible AI signals (namely autonomy, beneficence, non-maleficence, justice, and explainability) on satisfaction with AI, attitudes toward AI, and AI usage intentions in healthcare practice. We performed the bootstrapping resampling technique (5000 samples) with bias-corrected, 95%-confidence intervals to calculate the significance of the hypothesized paths in the structural model. For the mediation analysis, we first focused on the significance of the direct effect without the mediator. Then we tested the significance of the indirect effect via the mediator. If the direct effect without the mediator is insignificant but the indirect effect is significant, a full mediation is supported. If the direct effect without the mediator is significant and the indirect effect is equally so, then a partial mediation is supported (Zhao et al. 2010). Table 5 shows the results of the effect of responsible AI signals on engagement, and Table 6 illustrates the direct effect of AI signals on attitude, satisfaction and usage intentions without a mediator, with engagement as the mediator, and the indirect effect via the mediator.

INSERT TABLE 5 HERE

INSERT TABLE 6 HERE

Therefore, H1(c), H2(a), H2(c), H3(b), H4(b), H5(b), H6, and H7 are supported. Responsible AI signals are positively related with employee engagement, and engagement mediates the relationship between responsible AI signals on healthcare practitioners’ attitude, satisfaction, and usage intentions with AI technology.

We further conducted a moderated mediation analysis for our research model. As demonstrated in Fig 1, we aim to examine whether techno-overload moderates the mediating effects of employee engagement on the relationship between AI justice and behavioural and attitudinal outcomes. As illustrated in Table 7(a), techno-overload moderates the effect of AI justice on engagement (β = -0.174, p < 0.05). Thus, H8 is supported. Table 7(b) revealed that AI justice significantly influences satisfaction (β = -0.062, p < 0.05), usage intentions (β = -0.091, p < 0.05) and marginally affects attitudes toward AI (β = -0.050, p < 0.10) through the moderated mediation path, while engagement acted as the mediator and techno-overload as the moderator. Therefore, H9 is supported. The results of hypotheses testing are summarised in Table 8.

INSERT TABLE 7 (a) HERE

INSERT TABLE 7 (b) HERE

INSERT TABLE 8 HERE

Finally, assessing the multigroup (or between-group) differences is important to more subtly understand technology usage behaviours (Qureshi and Compeau 2009). To explore this effect, we split the sample into groups based on respondents’ educational background, gender, healthcare work experience, frequency of AI usage, average AI usage time per week, and job title. The multigroup analysis was run to learn whether healthcare professionals’ characteristics and AI usage experience can moderate the effects of responsible AI signals on employees’ responses toward AI. The results in Appendix D demonstrate that the differences between the explainability-to-satisfaction coefficients from two job title groups were significant at the 0.05 level. We also find that the differences of autonomy and beneficence-to-satisfaction coefficients between high and low AI usage time groups were significant.

**6. Discussion**

Responsible AI signals help us understand healthcare practitioners’ responses toward AI technology. However, despite recognition of the signals, there has been scant research empirically examining their effects on attitudes to, satisfaction, and usage intentions with AI technology. Our research model draws on signal-mechanism-consequence (SMC) theory (Li and Wu 2018; Pavlou and Dimoka 2006) and examines how autonomy, beneficence, explainability, justice, and non-maleficence all serve as signals to healthcare practitioners steering their decisions to engage with workplace AI technology and achieve desirable outcomes, namely favourable attitudes, high satisfaction, and clear usage intentions with AI technology.

The results demonstrate that autonomy has a significant positive effect on healthcare practitioners’ usage intention with AI technology; beneficence is positively related to healthcare practitioners’ usage intention with AI technology and their attitudes toward AI; and explainability, justice, and non-maleficence contribute to satisfaction with AI technology in the workplace. Most importantly, the significant effects of these five responsible AI signals – autonomy, beneficence, explainability, justice, and non-maleficence on attitudes, satisfaction, and usage intentions – are accelerated through healthcare practitioner engagement. Furthermore, our findings reveal that techno-overload is a significant moderator of the mediation effects of employee engagement. When healthcare practitioners perceive AI technology as adding extra workload, this will undermine the importance of AI justice and then subsequently affect practitioners’ attitudes, satisfaction, and usage intentions.

*5.1 Theoretical contributions*

Our research makes several important theoretical contributions. Principally, we contribute to the responsible AI literature by empirically documenting the effects of the five key responsible AI principles. Consistent with Pavlou and Dimoka (2006) and Gordon et al. (2010), positive signals from the technology can generate desirable outcomes in the healthcare industry. The findings confirm the benefits of the five principles, and suggest that autonomy, beneficence, explainability, justice, and non-maleficence in relation to AI technology are taken by healthcare practitioners as positive signals inducing their engagement.

Interestingly, among all five signals, beneficence has the strongest positive effect on engagement with AI. Its use can be perceived by practitioners as a means to demonstrate their ability to deliver positive and pro-social impacts to patients. Most importantly, AI technology should be able to inherently improve well-being, to the betterment of human beings and society in general (Martela and Ryan 2016). Despite the desirable functional benefits of AI technology, healthcare practitioners tend to engage with it when they perceive it can preserve the dignity of both patients and practitioners (Floridi et al. 2018). Further, extending Newman et al. (2020) and Rai (2020), our findings support the important roles of justice and explainability as they exert the strongest effects on healthcare practitioner satisfaction with AI technology. When healthcare practitioners perceive the technology is able to help them avoid human bias and increase the level of information accuracy provided to patients, they are more likely to be satisfied. Similarly, healthcare practitioners tend to value the importance of technological transparency. Their access to sufficient detail and algorithmic reasoning also seems to determine their satisfaction levels.

Our research also contributes to Signal-Mechanism-Consequence (SMC) theory (Li and Wu 2018; Pavlou and Dimoka 2006). Our results affirm that the five principles serve as responsible AI signals that healthcare practitioners rely on to decide whether to engage with AI technology. Engagement is one of the key drivers of usage intentions, favourable attitudes, and satisfaction with AI. This is consistent with Brock and Von Wangenheim (2019), who note employee engagement may determine the success of hospital AI implementations. Aligning with Harter et al. (2002), autonomy, beneficence, explainability, justice, and non-maleficence tend to reflect the nature of healthcare practitioners’ workplace activity and synchronize with their view on what they need to do to perform well in the workplace. The five responsible AI signals can provide sufficient guidance on how to operate AI systems responsibly and ethically. This can be disseminated through effective internal communication and training. Commitment to such programs and an understanding of the technology will result in greater engagement, and higher levels of satisfaction and usage.

Finally, techno-overload is an important techno-stressor, which undermines the significant relationship between justice and satisfaction, attitudes, and usage intentions. In particular, it weakens the positive relationship between justice and healthcare practitioner engagement with AI technology. Extending Tarafdar et al. (2007), when healthcare practitioners perceive their stated role to exceed their capacity in terms of work quantity or difficulty, it tends to decrease their engagement and undermine the importance of the AI justice signal. Despite the benefits of using AI technology, techno-overload is an affective event, that may result in negative feelings, such as stress, exhaustion, anxiety, or upset (Cao and Sun 2018).

*5.2 Implications for practice*

AI technology has the potential to transform the healthcare industry, with powerful computational models that assist healthcare practitioners’ job tasks with complex data aggregation (Keane and Topol 2018). However, its adoption in this industry is still in its infancy. This research has been driven by a long overdue need to understand AI technology adoption from the perspective of healthcare practitioner rather than patient (Yang et al. 2015; Tran et al. 2019; Nadarzynski et al. 2019, 2020). Understanding the five key responsible AI signals tends to bring societal benefits and generate hope for practitioners. Hospitals should build responsible AI systems by emphasizing autonomy, beneficence, and non-maleficence, and perhaps more importantly, draw healthcare practitioners’ attention to AI explainability and justice. This might be done through internal communications or appropriate training with the aim of eliminating practitioners’ reticence with or fear of AI technology.

Accordingly, hospital managers and AI developers should ensure that algorithms are free from the potential for discrimination, with practitioners able to eliminate treatment disparity, which will improve their engagement. They may need to be instructed on the potential for AI to protect patient identities. Their inductions may include demonstrations on how it assists rather than impairs their decision-making ability and power. At the technical level, AI developers should ensure all mechanisms are as transparent as possible, to hospital management as well as healthcare practitioners. At the administrative level, hospital management should encourage honest and unreserved information sharing among users and patients. Only when practitioners fully understand the ethical landscape behind the development of AI technology, can they communicate clearly with patients and properly exploit AI technology to transform the patient experience positively. A useful starting point is simply to understand the five key responsible AI principles as an important foundation for all stakeholders to build consensus around the benefits of this technology in the healthcare sector.

**7. Conclusion, Limitations, and Future Research Directions**

Our research shows that healthcare practitioners’ attitudes toward AI, satisfaction with AI, and usage intentions with AI technology are affected by the five key responsible AI signals: autonomy, beneficence, explainability, justice, and non-maleficence. Such significant effects are facilitated through healthcare practitioners’ engagement with the technology. Moreover, this research also yields interesting findings on the pivotal role of techno-overload, in undermining the significant effects of responsible AI signals on engagement.

This research has some limitations that might offer useful future research directions. First of all, this study examines the perspectives of healthcare practitioners who have used AI technology in Grade A tertiary hospitals in China. As this technology is gradually transforming the healthcare industry, hospitals in rural areas may be planning to implement AI technology. Hence, future research could explore whether healthcare practitioners in rural areas hold a different perspective in defining responsible AI attributes. Secondly, the data in this study are cross-sectional; thus, future research may explore the possibility of longitudinal approaches to examine whether healthcare practitioner engagement varies over time as they experience either technology fatigue or staged assimilation and familiarization, for example. Finally, this research has only explored techno-overload as a moderator significantly affecting the outcomes of AI justice and attitudes, satisfaction, and usage intentions. Future research may wish to explore other potential moderators that either undermine or enhance the effects of responsible AI attributes on healthcare practitioners’ attitudes, satisfaction levels, and usage intentions.
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**Appendix A. Overview of theoretical constructs**

|  |  |  |
| --- | --- | --- |
| **Theoretical constructs** | **Definition** | **Key source** |
| Autonomy | Autonomy refers to the autonomy of all human beings that have been promoted and not impaired by autonomous systems. | Floridi et al. (2018) |
| Beneficence | Beneficence refers to the subjective sense of being able to exert positive pro-social impacts (i.e., voluntary actions of making benefits) on others and having wellness-relevant outcomes about oneself. | Martela and Ryan (2016) |
| Explainability | Explainability emphasises the need to translate system actions and outputs into intelligible information and to communicate system processes regularly in an accessible way that allows individuals to interpret the complex automated decision-making processes. | Jobin et al. (2019) |
| Justice | The principle of justice holds the obligation of distributing benefits equitably and fairly to individuals. | Newman et al. (2020) |
| Non-maleficence | Non-maleficence refers to the obligation of no harm inflicted intentionally to others. | Floridi et al. (2018) |
| Employee engagement | Employee engagement with AI refers to the degree to which practitioners are passionate about AI implementation in the healthcare systems. | Our own definition |

**Appendix B. Hospital classification in China**

**According to World Health Organization (2015), Chinese Hospitals** are generally classified into Primary, Secondary, and Tertiary hospitals according to their size, functions in providing medical care, medical education, and conducting medical research:

* Primary hospitals: A primary hospital has 20-99 ward beds and offers preventive care, clinical treatment, healthcare, and rehabilitation service in a community. A primary hospital is similar to community hospitals in the West.
* Secondary hospitals: A secondary hospital has 100-499 ward beds. It offers comprehensive medical and health services to multiple communities and offers medical training and research. A secondary hospital is similar to a Regional hospital or District hospital in the West.
* Tertiary hospitals: A tertiary hospital has more than 500 ward beds and serves multiple regions. It offers specialized medical services and treatment of severe and complicated cases, accepts referral cases from secondary hospitals, and trains healthcare professionals in lower-level institutions. It is also responsible for higher education and scientific research. A tertiary hospital is similar to a Tertiary referral hospital in the West.

Further, based on service provision, size, medical technology, medical equipment, management, and medical quality, the above hospitals are subdivided into three descending levels: Grade A (甲[jiǎ]), Grade B (乙[yǐ]), and Grade C [丙[bǐng]] (Ministry of Health of the People's Republic of China 2011).

**Appendix C. A short summary of AI applications in the medical field**

With the continuous development of artificial intelligence (AI) technology, its application scenarios are also expanding. The application of AI technology in the medical field has changed the current medical situation due to the continuous high-speed operations of computers, big data analysis, and deep learning. At present, AI technology applications appear in multiple medical fields and many aspects of medical equipment. Examples include, but not limited to

* Telemedicine: The areas covered by AI technology include remote consultation, remote diagnosis, and remote surgery with the development of Internet technology.
* Intelligent registration, diagnosis, and treatment system: The system asks patients a series of questions based on the hospital database. Then, locates the diagnosis and achieves accurate registration through the shortest path algorithm.
* Intelligent pathological diagnosis and medical image recognition: Rooted in the big data and in-depth mining technologies, AI technology uses medical data collected in traditional medical methods to analyze and mine the patient’s medical data, automatically identify patient’s clinical variables and indicators. In its auxiliary medical work in pathological diagnosis and medical image recognition, AI technology combines relevant medical knowledge to provide doctors with reference for diagnosis and treatment methods for patients.
* Intelligent drug research and development: AI technology can perform finding drug candidate targets, accurate prediction using algorithms, rapid screening of active compounds, and virtual construction of drug molecules through deep learning of patient and healthy population databases.
* Medical robots: intelligent prostheses, communication robots (used for auxiliary treatment of children with autism), healthcare robots, surgical robots (e.g., Da Vinci Surgical System) etc.
* Smart wearable devices: monitor the physical characteristics of the human body combined with the user's data, assess physical fitness, thereby provide automatized reports and health management plans.

The applications of AI technology in the medical field are not limited to the above examples. The proliferation of AI technology applications ranges from the medical information targeting and consultation provided by medical social networking service (e.g., DXY.cn) to the intelligent medical image recognition technology.

**Appendix D. The results of multi-group analysis[[1]](#footnote-1)**

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Job title** | **Group 1: intern, resident physician, and others (n = 233)** | | | **Group 2: doctor in charge, associate senior doctor, and senior doctor (n = 171)** | | | **Group 1 vs Group 2** | |
|  | β | T statistics | p | β | T statistics | p | T statistics | p |
| AU -> ATA | -0.133 | 1.426 | 0.154 | 0.014 | 0.155 | 0.877 | 1.127 | 0.261 |
| AU -> ENG | 0.132 | 1.695 | 0.090 | 0.246 | 3.941 | 0.000 | 1.138 | 0.256 |
| AU -> SAT | 0.051 | 0.722 | 0.470 | 0.056 | 0.775 | 0.439 | 0.056 | 0.956 |
| AU -> UI | 0.017 | 0.248 | 0.804 | 0.062 | 0.738 | 0.460 | 0.424 | 0.672 |
| BE -> ATA | 0.153 | 1.747 | 0.081 | 0.253 | 2.185 | 0.029 | 0.689 | 0.491 |
| BE -> ENG | 0.315 | 3.999 | 0.000 | 0.248 | 3.302 | 0.001 | 0.614 | 0.540 |
| BE -> SAT | -0.056 | 0.595 | 0.552 | 0.032 | 0.390 | 0.697 | 0.707 | 0.481 |
| BE -> UI | 0.280 | 3.521 | 0.000 | 0.220 | 2.161 | 0.031 | 0.464 | 0.643 |
| ENG -> ATA | 0.368 | 3.951 | 0.000 | 0.320 | 2.373 | 0.018 | 0.292 | 0.771 |
| ENG -> SAT | 0.383 | 3.643 | 0.000 | 0.238 | 2.268 | 0.023 | 0.983 | 0.327 |
| ENG -> UI | 0.548 | 6.629 | 0.000 | 0.362 | 2.766 | 0.006 | 1.207 | 0.229 |
| EXP -> ATA | -0.139 | 1.669 | 0.095 | 0.027 | 0.241 | 0.809 | 1.196 | 0.233 |
| EXP -> ENG | 0.052 | 0.675 | 0.500 | 0.207 | 2.372 | 0.018 | 1.332 | 0.184 |
| **EXP -> SAT** | **0.230** | **2.919** | **0.004** | **-0.000** | **0.001** | **0.999** | **2.015** | **0.045** |
| EXP -> UI | 0.066 | 0.979 | 0.328 | -0.042 | 0.364 | 0.716 | 0.810 | 0.419 |
| JUS -> ATA | 0.148 | 1.491 | 0.136 | 0.097 | 0.845 | 0.398 | 0.338 | 0.736 |
| JUS -> ENG | 0.279 | 2.528 | 0.011 | 0.195 | 2.234 | 0.026 | 0.599 | 0.550 |
| JUS -> SAT | 0.176 | 1.969 | 0.049 | 0.291 | 3.033 | 0.002 | 0.877 | 0.381 |
| JUS -> UI | -0.042 | 0.486 | 0.627 | -0.060 | 0.475 | 0.635 | 0.115 | 0.909 |
| NM -> ATA | 0.131 | 1.578 | 0.115 | 0.010 | 0.111 | 0.912 | 0.981 | 0.328 |
| NM -> ENG | 0.169 | 2.623 | 0.009 | 0.153 | 2.264 | 0.024 | 0.168 | 0.866 |
| NM -> SAT | 0.042 | 0.608 | 0.543 | 0.242 | 2.462 | 0.014 | 1.664 | 0.098 |
| NM -> UI | -0.120 | 1.952 | 0.051 | 0.042 | 0.438 | 0.662 | 1.423 | 0.156 |

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Average AI usage time per week** | **Group 1: 7 hour and less than 7 hours per week (n = 237)** | | | **Group 2: more than 7 hours per week (n = 167)** | | | **Group 1 vs Group 2** | |
|  | β | T statistics | p | β | T statistics | p | T statistics | p |
| AU -> ATA | -0.104 | 1.168 | 0.243 | 0.004 | 0.038 | 0.969 | 0.833 | 0.406 |
| AU -> ENG | 0.168 | 2.131 | 0.033 | 0.182 | 2.803 | 0.005 | 0.139 | 0.890 |
| **AU -> SAT** | **-0.031** | **0.416** | **0.677** | **0.186** | **2.851** | **0.004** | **2.212** | **0.028** |
| AU -> UI | 0.070 | 0.898 | 0.369 | 0.053 | 0.661 | 0.509 | 0.149 | 0.882 |
| BE -> ATA | 0.153 | 1.505 | 0.132 | 0.196 | 2.046 | 0.041 | 0.307 | 0.759 |
| BE -> ENG | 0.255 | 3.578 | 0.000 | 0.332 | 4.176 | 0.000 | 0.727 | 0.468 |
| **BE -> SAT** | **-0.110** | **1.558** | **0.119** | **0.143** | **1.701** | **0.089** | **2.310** | **0.022** |
| BE -> UI | 0.164 | 1.933 | 0.053 | 0.322 | 3.170 | 0.002 | 1.194 | 0.234 |
| ENG -> ATA | 0.226 | 2.002 | 0.045 | 0.483 | 4.263 | 0.000 | 1.604 | 0.110 |
| ENG -> SAT | 0.369 | 4.219 | 0.000 | 0.186 | 1.810 | 0.070 | 1.358 | 0.176 |
| ENG -> UI | 0.512 | 6.005 | 0.000 | 0.431 | 3.384 | 0.001 | 0.529 | 0.597 |
| EXP -> ATA | -0.035 | 0.429 | 0.668 | -0.146 | 1.151 | 0.250 | 0.743 | 0.459 |
| EXP -> ENG | 0.089 | 1.265 | 0.206 | 0.112 | 1.227 | 0.220 | 0.204 | 0.838 |
| EXP -> SAT | 0.105 | 1.372 | 0.170 | 0.067 | 0.811 | 0.418 | 0.334 | 0.739 |
| EXP -> UI | 0.071 | 0.881 | 0.378 | -0.066 | 0.628 | 0.530 | 1.036 | 0.301 |
| JUS -> ATA | 0.218 | 2.075 | 0.038 | 0.047 | 0.412 | 0.680 | 1.100 | 0.273 |
| JUS -> ENG | 0.225 | 2.741 | 0.006 | 0.247 | 2.151 | 0.032 | 0.151 | 0.880 |
| JUS -> SAT | 0.260 | 2.687 | 0.007 | 0.294 | 3.301 | 0.001 | 0.262 | 0.793 |
| JUS -> UI | -0.004 | 0.044 | 0.965 | -0.074 | 0.584 | 0.559 | 0.443 | 0.658 |
| NM -> ATA | 0.080 | 0.876 | 0.381 | 0.054 | 0.475 | 0.635 | 0.177 | 0.859 |
| NM -> ENG | 0.199 | 2.929 | 0.003 | 0.171 | 2.642 | 0.008 | 0.304 | 0.762 |
| NM -> SAT | 0.198 | 2.310 | 0.021 | 0.063 | 0.871 | 0.384 | 1.209 | 0.228 |
| NM -> UI | -0.116 | 1.533 | 0.125 | 0.013 | 0.130 | 0.897 | 1.043 | 0.298 |

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Frequency of AI usage** | **Group 1: less than 4 times per week (n = 191)** | | | **Group 2: 4 times and above per week (n = 213)** | | | **Group 1 vs Group 2** | |
|  | β | T statistics | p | β | T statistics | p | T statistics | p |
| AU -> ATA | -0.148 | 1.705 | 0.088 | 0.025 | 0.320 | 0.749 | 1.476 | 0.141 |
| **AU -> ENG** | **0.285** | **4.128** | **0.000** | **0.088** | **1.498** | **0.134** | **2.183** | **0.030** |
| AU -> SAT | 0.052 | 0.612 | 0.540 | 0.042 | 0.653 | 0.514 | 0.094 | 0.925 |
| AU -> UI | 0.051 | 0.590 | 0.555 | 0.051 | 0.721 | 0.471 | 0.004 | 0.996 |
| BE -> ATA | 0.064 | 0.574 | 0.566 | 0.316 | 3.673 | 0.000 | 1.795 | 0.074 |
| BE -> ENG | 0.194 | 2.317 | 0.021 | 0.330 | 4.385 | 0.000 | 1.208 | 0.229 |
| BE -> SAT | -0.131 | 1.556 | 0.120 | 0.077 | 0.943 | 0.346 | 1.779 | 0.077 |
| BE -> UI | 0.157 | 1.645 | 0.100 | 0.261 | 3.106 | 0.002 | 0.815 | 0.416 |
| ENG -> ATA | 0.388 | 3.358 | 0.001 | 0.323 | 2.923 | 0.003 | 0.405 | 0.686 |
| ENG -> SAT | 0.325 | 2.743 | 0.006 | 0.226 | 2.642 | 0.008 | 0.678 | 0.498 |
| ENG -> UI | 0.458 | 4.353 | 0.000 | 0.453 | 4.441 | 0.000 | 0.033 | 0.974 |
| EXP -> ATA | -0.098 | 0.986 | 0.324 | -0.045 | 0.449 | 0.654 | 0.379 | 0.705 |
| EXP -> ENG | 0.169 | 2.148 | 0.032 | 0.058 | 0.690 | 0.490 | 0.958 | 0.339 |
| EXP -> SAT | 0.158 | 1.712 | 0.087 | 0.092 | 1.148 | 0.251 | 0.539 | 0.590 |
| EXP -> UI | 0.112 | 1.281 | 0.200 | -0.096 | 1.036 | 0.300 | 1.636 | 0.103 |
| JUS -> ATA | 0.223 | 2.114 | 0.035 | 0.017 | 0.164 | 0.870 | 1.406 | 0.161 |
| JUS -> ENG | 0.234 | 2.707 | 0.007 | 0.260 | 2.396 | 0.017 | 0.188 | 0.851 |
| JUS -> SAT | 0.335 | 3.263 | 0.001 | 0.206 | 2.290 | 0.022 | 0.948 | 0.344 |
| JUS -> UI | 0.093 | 0.878 | 0.380 | -0.109 | 0.982 | 0.326 | 1.319 | 0.189 |
| NM -> ATA | 0.068 | 0.644 | 0.519 | 0.054 | 0.664 | 0.507 | 0.099 | 0.921 |
| NM -> ENG | 0.149 | 2.268 | 0.023 | 0.211 | 3.116 | 0.002 | 0.655 | 0.513 |
| NM -> SAT | 0.073 | 0.881 | 0.379 | 0.206 | 2.674 | 0.008 | 1.174 | 0.242 |
| **NM -> UI** | **-0.199** | **2.829** | **0.005** | **0.079** | **0.953** | **0.341** | **2.561** | **0.011** |

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Experience of working in healthcare (years)** | **Group 1: 5 years and below (n = 227)** | | | **Group 2: above 5 year (n = 177)** | | | **Group 1 vs Group 2** | |
|  | β | T statistics | p | β | T statistics | p | T statistics | p |
| **AU -> ATA** | **-0.223** | **2.881** | **0.004** | **0.024** | **0.285** | **0.776** | **2.147** | **0.033** |
| AU -> ENG | 0.103 | 1.543 | 0.123 | 0.256 | 4.302 | 0.000 | 1.710 | 0.089 |
| AU -> SAT | 0.040 | 0.532 | 0.594 | 0.072 | 0.992 | 0.321 | 0.308 | 0.759 |
| AU -> UI | 0.005 | 0.067 | 0.947 | 0.082 | 1.074 | 0.283 | 0.691 | 0.490 |
| BE -> ATA | 0.186 | 1.992 | 0.046 | 0.178 | 1.732 | 0.083 | 0.057 | 0.955 |
| BE -> ENG | 0.327 | 3.967 | 0.000 | 0.271 | 3.822 | 0.000 | 0.518 | 0.605 |
| BE -> SAT | 0.025 | 0.272 | 0.786 | -0.025 | 0.292 | 0.771 | 0.398 | 0.691 |
| BE -> UI | 0.259 | 3.218 | 0.001 | 0.245 | 2.485 | 0.013 | 0.116 | 0.908 |
| ENG -> ATA | 0.336 | 3.234 | 0.001 | 0.353 | 2.983 | 0.003 | 0.112 | 0.911 |
| ENG -> SAT | 0.304 | 2.663 | 0.008 | 0.300 | 2.909 | 0.004 | 0.020 | 0.984 |
| ENG -> UI | 0.518 | 5.873 | 0.000 | 0.444 | 3.822 | 0.000 | 0.506 | 0.613 |
| **EXP -> ATA** | **-0.226** | **2.508** | **0.012** | **0.084** | **0.889** | **0.374** | **2.383** | **0.018** |
| EXP -> ENG | 0.154 | 1.960 | 0.050 | 0.055 | 0.735 | 0.462 | 0.924 | 0.356 |
| EXP -> SAT | 0.150 | 1.675 | 0.094 | 0.062 | 0.684 | 0.494 | 0.697 | 0.487 |
| EXP -> UI | -0.000 | 0.001 | 0.999 | -0.005 | 0.047 | 0.962 | 0.036 | 0.972 |
| JUS -> ATA | 0.137 | 1.352 | 0.176 | 0.162 | 1.640 | 0.101 | 0.171 | 0.865 |
| JUS -> ENG | 0.198 | 1.646 | 0.100 | 0.290 | 3.593 | 0.000 | 0.638 | 0.524 |
| JUS -> SAT | 0.187 | 2.224 | 0.026 | 0.288 | 2.645 | 0.008 | 0.739 | 0.461 |
| JUS -> UI | 0.009 | 0.125 | 0.901 | -0.114 | 0.834 | 0.404 | 0.797 | 0.427 |
| **NM -> ATA** | **0.200** | **2.397** | **0.017** | **-0.042** | **0.486** | **0.627** | **2.027** | **0.044** |
| NM -> ENG | 0.182 | 2.858 | 0.004 | 0.154 | 2.379 | 0.017 | 0.319 | 0.750 |
| NM -> SAT | 0.111 | 1.483 | 0.138 | 0.176 | 1.790 | 0.074 | 0.530 | 0.596 |
| NM -> UI | -0.113 | 1.641 | 0.101 | 0.018 | 0.201 | 0.840 | 1.158 | 0.248 |

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Gender** | **Male: (n = 184)** | | | **Female: (n = 220)** | | | **Male vs Female** | |
|  | β | T statistics | p | β | T statistics | p | T statistics | p |
| AU -> ATA | -0.165 | 2.160 | 0.031 | 0.030 | 0.338 | 0.735 | 1.658 | 0.099 |
| AU -> ENG | 0.161 | 2.247 | 0.025 | 0.185 | 2.964 | 0.003 | 0.248 | 0.804 |
| AU -> SAT | 0.053 | 0.738 | 0.460 | 0.048 | 0.715 | 0.475 | 0.047 | 0.962 |
| AU -> UI | -0.031 | 0.412 | 0.680 | 0.092 | 1.283 | 0.200 | 1.184 | 0.238 |
| BE -> ATA | 0.330 | 3.164 | 0.002 | 0.074 | 0.779 | 0.436 | 1.815 | 0.071 |
| BE -> ENG | 0.243 | 3.303 | 0.001 | 0.327 | 4.881 | 0.000 | 0.843 | 0.400 |
| BE -> SAT | 0.005 | 0.058 | 0.954 | 0.013 | 0.159 | 0.874 | 0.074 | 0.941 |
| BE -> UI | 0.282 | 3.385 | 0.001 | 0.231 | 2.705 | 0.007 | 0.429 | 0.669 |
| ENG -> ATA | 0.369 | 3.008 | 0.003 | 0.293 | 2.668 | 0.008 | 0.460 | 0.646 |
| ENG -> SAT | 0.238 | 2.113 | 0.035 | 0.379 | 4.149 | 0.000 | 0.971 | 0.333 |
| ENG -> UI | 0.472 | 4.143 | 0.000 | 0.502 | 5.800 | 0.000 | 0.210 | 0.834 |
| EXP -> ATA | -0.071 | 0.787 | 0.431 | -0.151 | 1.338 | 0.181 | 0.556 | 0.579 |
| EXP -> ENG | 0.134 | 1.728 | 0.084 | 0.085 | 1.097 | 0.273 | 0.446 | 0.656 |
| EXP -> SAT | 0.070 | 0.932 | 0.351 | 0.214 | 2.370 | 0.018 | 1.230 | 0.220 |
| EXP -> UI | -0.034 | 0.365 | 0.715 | 0.063 | 0.685 | 0.493 | 0.743 | 0.458 |
| JUS -> ATA | 0.178 | 1.880 | 0.060 | 0.150 | 1.296 | 0.195 | 0.188 | 0.851 |
| JUS -> ENG | 0.268 | 2.509 | 0.012 | 0.223 | 2.959 | 0.003 | 0.344 | 0.731 |
| **JUS -> SAT** | **0.415** | **5.371** | **0.000** | **0.027** | **0.271** | **0.787** | **3.106** | **0.002** |
| JUS -> UI | 0.107 | 0.942 | 0.346 | -0.182 | 1.877 | 0.061 | 1.941 | 0.054 |
| NM -> ATA | 0.065 | 0.755 | 0.450 | 0.067 | 0.686 | 0.493 | 0.010 | 0.992 |
| NM -> ENG | 0.190 | 2.590 | 0.010 | 0.178 | 3.077 | 0.002 | 0.126 | 0.900 |
| NM -> SAT | 0.121 | 1.593 | 0.111 | 0.131 | 1.478 | 0.139 | 0.085 | 0.932 |
| NM -> UI | -0.050 | 0.598 | 0.550 | -0.068 | 0.832 | 0.405 | 0.150 | 0.881 |

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Education background** | **Group 1: Bachelor’s Degree and Master’s Degree (n = 297)** | | | **Group 2: Doctoral Degree and above (n = 107)** | | | **Group 1 vs Group 2** | |
|  | β | T statistics | p | β | T statistics | p | T statistics | p |
| AU -> ATA | -0.018 | 0.254 | 0.799 | -0.115 | 1.018 | 0.309 | 0.724 | 0.470 |
| AU -> ENG | 0.154 | 2.886 | 0.004 | 0.331 | 4.105 | 0.000 | 1.836 | 0.069 |
| AU -> SAT | 0.046 | 0.850 | 0.395 | 0.104 | 0.952 | 0.341 | 0.477 | 0.634 |
| AU -> UI | 0.092 | 1.546 | 0.122 | 0.095 | 0.777 | 0.437 | 0.020 | 0.984 |
| **BE -> ATA** | **0.327** | **4.408** | **0.000** | **-0.109** | **0.744** | **0.457** | **2.671** | **0.009** |
| **BE -> ENG** | **0.389** | **7.440** | **0.000** | **-0.043** | **0.410** | **0.681** | **3.697** | **0.000** |
| BE -> SAT | -0.017 | 0.228 | 0.820 | -0.056 | 0.524 | 0.600 | 0.305 | 0.761 |
| BE -> UI | 0.327 | 5.222 | 0.000 | -0.019 | 0.115 | 0.908 | 2.000 | 0.048 |
| ENG -> ATA | 0.231 | 2.538 | 0.011 | 0.456 | 3.010 | 0.003 | 1.280 | 0.203 |
| ENG -> SAT | 0.323 | 3.563 | 0.000 | 0.283 | 2.314 | 0.021 | 0.263 | 0.793 |
| ENG -> UI | 0.456 | 6.577 | 0.000 | 0.415 | 3.015 | 0.003 | 0.273 | 0.785 |
| EXP -> ATA | -0.065 | 0.818 | 0.413 | -0.081 | 0.485 | 0.627 | 0.084 | 0.933 |
| EXP -> ENG | 0.106 | 1.978 | 0.048 | 0.081 | 0.661 | 0.508 | 0.185 | 0.853 |
| EXP -> SAT | 0.146 | 2.265 | 0.024 | 0.025 | 0.188 | 0.851 | 0.814 | 0.417 |
| EXP -> UI | -0.000 | 0.002 | 0.999 | 0.042 | 0.246 | 0.806 | 0.230 | 0.818 |
| JUS -> ATA | 0.048 | 0.531 | 0.595 | 0.211 | 1.458 | 0.145 | 0.959 | 0.340 |
| **JUS -> ENG** | **0.162** | **2.898** | **0.004** | **0.457** | **3.430** | **0.001** | **2.055** | **0.042** |
| JUS -> SAT | 0.242 | 3.175 | 0.002 | 0.289 | 2.246 | 0.025 | 0.316 | 0.753 |
| JUS -> UI | -0.117 | 1.340 | 0.180 | 0.130 | 0.787 | 0.431 | 1.327 | 0.187 |
| NM -> ATA | 0.107 | 1.277 | 0.202 | 0.155 | 1.311 | 0.190 | 0.335 | 0.738 |
| **NM -> ENG** | **0.249** | **5.040** | **0.000** | **0.049** | **0.553** | **0.581** | **1.984** | **0.049** |
| NM -> SAT | 0.134 | 1.886 | 0.059 | 0.139 | 1.154 | 0.248 | 0.040 | 0.968 |
| NM -> UI | 0.006 | 0.103 | 0.918 | -0.152 | 1.211 | 0.226 | 1.135 | 0.258 |

1. AI compliance. AU autonomy. BE beneficence. EXP explainability. JUS justice. NM non-maleficence. ENG engagement. ATA attitude towards AI. SAT satisfaction with AI. UI usage intention.

   \*\*\*p < 0 0.001; \*\*p < 0.01; \*p < 0.05 [↑](#footnote-ref-1)