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Abstract

A complex unit hypergraph is a hypergraph where each vertex-edge in-
cidence is given a complex unit label. We define the adjacency, incidence,
Kirchoff Laplacian and normalized Laplacian of a complex unit hypergraph
and study each of them. Eigenvalue bounds for the adjacency, Kirchoff Lapla-
cian and normalized Laplacian are also found. Complex unit hypergraphs
naturally generalize several hypergraphic structures such as oriented hyper-
graphs, where vertex-edge incidences are labelled as either +1 or —1, as well
as ordinary hypergraphs. Complex unit hypergraphs also generalize their
graphic analogues, which are complex unit gain graphs, signed graphs, and
ordinary graphs.
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1 Introduction

Spectral theory of graphs studies the eigenvalues of the adjacency matrix, the Kirch-
hoff Laplacian and the normalized Laplacian associated to a graph [I], 2]. Such ei-
genvalues are known to identify many, if not most, important qualitative properties
of a given graph, and they can be easily computed with tools from linear algebra.
For these reasons, spectral graph theory finds application in many disciplines and it
has been widely investigated.

As an extension of this theory, graph operators have been introduced and studied
for hypergraphs; a generalization of graphs in which edges do not necessarily join
only pairs of vertices but rather sets of vertices of any cardinality. This allows
us to model communities of elements of any size, for instance, chemical reactions
involving sets of chemical elements or research articles whose authors are groups of
people and not necessarily pairs. Hypergraphs are therefore very interesting objects
both from the mathematical point of view and due to their applicability in network
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science. The study of their spectra is an active field of research. Moreover, further
generalizations of the theory include the existence of a given coefficient for each
vertex—edge incidence in a hypergraph: oriented hypergraphs [3] have coefficients
in Z \ {0}; chemical hypergraphs [4] have coefficients in {—1,0,+1}; hypergraphs
with real coefficients [5] have coefficients in R \ {0}. The spectra of the Laplace
operators and the adjacency matrix have been studied for oriented hypergraphs,
while the spectrum of the normalized Laplacian has been investigated for chemical
hypergraphs and hypergraphs with real coefficients. We refer the reader to [6HI3]
for a significant, if incomplete, selection of literature on this topic.

Here we introduce a generalization of oriented hypergraphs in which the coeffi-
cient of a vertex—edge incidence is an element of the complex unit circle. We call
them complex unit hypergraphs. We also define their associated adjacency, Kirchhoff
Laplacian and normalized Laplacian matrices, as operators that have entries in the
complex field.

The paper is structured as follows. In Section [2, we give the basic definitions
on complex unit hypergraphs and their associated operators. In Section [3, we in-
vestigate the first properties of the spectra and in Section [4| we discuss hypergraph
transformations and their effect on the eigenvalues. Finally, in Section |5, we provide
several bounds for the smallest and largest eigenvalues of each operator.

2 Basic definitions

Definition 2.1. A hypergraph is a triple (V, E,Z) such that:
o V ={vy,...,u,} is a finite set of nodes or vertices;
o £ ={ey,...,e,} is a finite set of edges;
e 7 CV x Eis a set of incidences.

If (v,e) € Z, v and e are incident and we denote it by v € e. If v; # v; are both
incident to a given edge e, then v; and v; are adjacent, denoted v; ~ v;, and e joins
v; and v;. The set of oriented adjacencies is

—

A= {(e,v;,v;) € ExV xV :ejoins v; and v,}.

Definition 2.2. The degree of a vertex v;, denoted by d; = deg(v;), is equal to the
number of incidences containing v;. The size of an edge e is the number of incidences
containing e. A k-edge is an edge of size k. A k-uniform hypergraph is a hypergraph
such that all of its edges have size k. A d-regular hypergraph is a hypergraph where
ever vertex has degree d.

We let T denote the multiplicative group of complex units.

Definition 2.3. A complex unit hypergraph is a quadruple G = (V, F, T, w) consist-
ing of a hypergraph (V, E,Z) and an incidence phase functionw : V x E — TU{0}
that satisfies

w(v,e) #0 <= vEe.



From here on we fix a complex unit hypergraph G = (V, E,Z,w). Moreover, we
let N
p: A—T,

called the adjacency gain function, be defined by
©e(vi,v5) 1= (e, v;,v;) = —w(v;, e) - w(vj,e) "
Remark 2.4. For all e € E and for all v; # v, € e,

pe(vi,vj) = —w(vi,e) - w(vj,e) ™
= [~w(vj,e) - wlvi, )~
= pe(vj,v:) 7"
Example: See Figurefor an example of a complex unit hypergraph G = (V, £, Z,w).
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Figure 1: A complex unit hypergraph G. Edge e; is a 4-edge, ey is an 2-edge,
and edge es has 3-edge. The incidence labels (incidence phase function values) are
colored in blue. Here adjacency gain values for the two oriented adjacencies with
es are shown and colored in red. To make this picture much simpler, the other
adjacency gain values are left out.

Remark 2.5. A 2-uniform complex unit hypergraph is a T-oriented gain graph [14].
If one ignores the incidence phase function, but preserves the adjacency gain function
values this is a complex unit gain graph (or T-gain graph). Complex unit hyper-
graphs are the natural hypergraph analogue of these types of gain graphs, of which
this paper generalizes much of their spectral properties [15].

Remark 2.6. An oriented hypergraph [3] is a complex unit hypergraph such that
w:V xFE — {-1,0,+1}. A 2-uniform oriented hypergraph is an oriented signed
graph [16], which also generalizes bidirected graphs [I7]. If one ignores the incidence
labels, but preserves the adjacency signs, this is a signed graph. A signed simple
graph is an oriented hypergraph such that:

- Eis a set (that is, j # k implies e; # ex);
- Each edge contains exactly two vertices.

A simple graph is a signed graph such that, for each edge e, there exists a unique
v € e such that w(v,e) = 1 and there exists a unique w € e such that w(w,e) = —1.
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We now define the operators to G. Given a complex matrix M, we denote by
M its conjugate transpose.

Definition 2.7. The degree matriz of G is
D := D(G) = diag(deg vy, ..., degv,).

The incidence matriz of G is B := B(G) = (B;);; € (TU{0})"*™, where

B .— w(vi, e;) ifv; €ey,
v 0 otherwise.

The adjacency matriz of G is A == A(G) = (a;j)i; € C™", where

Qs = ZeEE %(%Uj) if v; ~ vj,
v 0 otherwise.

The Kirchhoff Laplacian of G is the n x n matrix
K :=K(G)=D — A
The dual Kirchhoff Laplacian of G is the m x m matrix
K* := K*(G) = B*B;
The normalized Laplacian of G is the n x n matrix
L:=L(G)=D'K=1d - D 'A;
The dual normalized Laplacian of G is the m X m matrix
L*:=L*(G)=B"D'B.

Definition 2.8. Two hypergraphs GGy and G5 are cospectral with respect to a given
operator M if M(G;) and M (G5) have the same spectrum.

3 First properties

Remark 3.1. If v; and v; are adjacent, then, by Remark [2.4]
Gij = Z @e (Ui, Uj) = Z Qoe(vjﬁ Ui>71 = Z §06<Uj7 v;) = @ji.-

ecE ecFE ecE

Therefore, A and K are Hermitian matrices and, in particular, they have real eigen-
values. Moreover, the normalized Laplacian L is similar to the Hermitian matrix

L:=L(G)=DY?LD™Y? =1d — D"Y2AD~'/?,

hence L and L share the same (real) eigenvalues. Also, x is an eigenvector for £
with eigenvalue X if and only if D'/?x is an eigenvector for L with eigenvalue .
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Remark 3.2. If G is d-regular,

A
A is an eigenvalue for K <= 7 is an eigenvalue for L

<= d — )\ is an eigenvalue for A.

Therefore, for regular complex unit hypergraphs, the spectra of K, L and A are all
equivalent, up to an additive or multiplicative constant.

Theorem 3.3. The Kirchhoff Laplacian and the normalized Laplacian can be re-
written as
K=BB" and L=D'BBT,

respectively.

Proof. Observe that
(BBY)i; = > w(vi, ex)w(vy, ex).
k=1

If © = 7, then the sum simplifies to
Z |w(vi, ex)| = deg v,
k=1

since |w(v;, ex)| = 1 if v; € ex. If i # j, then the sum simplifies to

m m
E w vl, ek v], ek E cpek Vi, UJ = —Qyj.
k=1 k=1

Therefore, K = D — A= BBt and L = D"'K = D"'BB*. O

Corollary 3.4. K and K* have the same non-zero eigenvalues.
Stmilarly, L and L* have the same non-zero eigenvalues.

Proof. 1t follows from the fact that, if f and g are linear operators, then the non-zero
eigenvalues of fg and gf are the same. n

Corollary 3.5. Given a matriz M, let po(M) denote the multiplicity of the eigen-
value 0 for M. We have that

po(K) — po(K™) = po(L) — po(L7) =n —m, (1)

o(K) = io(L) and oK) = pio(L*). 2)

Proof. (1)) is an immediate consequence of Corollary (3.4] . (2) follows from the fact
that K = BBJr while L = D='BB*, and from Corollary [3. ]

Proposition 3.6. The eigenvalues of K and L are non-negative.



Proof. It follows from Theorem and Corollary [3.4] since K = BB and L has

the same non-zero eigenvalues as
L*=B*D'B=B*D'Y?D V2B = (D"'/?B)*D"1/?B. O
Proposition 3.7.
ker(K) = ker(L) = ker(B") and ker(K") =ker(L") = ker(B).

Proof. The equality ker(K) = ker(L) follows from the fact that K = BB™ while
L = D 'BB*. Now, given x € C",

x € ker(K) < x"Kx=x"BB*x=(B™x)"B*x =0 < x € ker(B™").
This proves the first claim. The second one is analogous. O]
Given an n x n matrix M with real eigenvalues, we will denote its spectrum by
M(M) < ... <A\ (M).
Remark 3.8. Since the trace of a matrix equals the sum of its eigenvalues,
o >l Ai(4) =0;
o Yl Ni(K) = ZT:1 N(K™) =3 ey degv =3 plel;

o Y ML) =0 (L) =

4 Hypergraph transformations

In this section we discuss some hypergraph transformations and their effect on the
spectra.

4.1 Duality

Definition 4.1. Given G = (V, E,Z,w), its dual hypergraph is G* := (E,V,T*, w*),
where

5 :={(e,v) : (v,e) € I},
and w* : E x V — TU{0} is defined by
w*(e,v) == w(v,e) .
Remark 4.2. Clearly,

e The degree of a vertex in GG equals the size of the corresponding edge in G*
and the size of an edge in GG equals the degree of the corresponding vertex in
G*;

o (G =G;



e B(G") = B(G)*;
o K(G*) = B*B = K*(G).
In particular, in view of Corollary G and its dual hypergraph have the same

non-zero eigenvalues with respect to the Kirchhoff Laplacian K. The same doesn’t
hold, in general, for the normalized Laplacian.

Proposition 4.3. If G is d-regular and m-uniform, then

L(G*)z%-L*(G) and L*(G*):%-L(G).

Proof. Since G is d-regular and m-uniform, G* is m-regular and d-uniform. Hence,

1 1
L(G)=~-1d-BB* and L*(G)=B"—-1d-B.
while . p
L(G)=—-1d-B*B= <. L*(G)
m m
and similarly L*(G*) = £ . L(G). O

4.2 Vertex deletion and edge deletion

Definition 4.4. Given v € V, we let G\ v := (V \ {v}, E,, T,,w,), where:
o B, = {h\{v}:e€ E},
o Z,:=TN ((V\{v}) x E,), and

o W, = w\(v\{v})xEu.
We say that G \ v is obtained from G by a weak vertex deletion of v.

We will apply the Cauchy Interlacing Theorem [I8, Theorem 4.3.17] in order to
prove the results in this subsection.

Theorem 4.5 (Cauchy Interlacing Theorem). Let M € C™ ™ be Hermitian, let
re{l,...,n—1} and let M, be an r X r principal submatriz of M. Then

Ae(M) < Me(My) < Agper (M) forallke{l,...,n—r}.

Theorem 4.6. Let M be any of the operators A, K or L. ]féY 1s obtained from G
by weak-deleting r vertices,

~

Me(M(G)) < M(M(G)) < Xegr (M(G)) forallk e {1,...,n—r}.

Proof. Notice that A(G) and K (G) are obtained from A(G) and K (G), respectively,
by removing the r rows and columns corresponding to the deleted vertices. By The-

orem [1.5] this proves the claim for A and K.



In order to prove the claim for L, recall from Remark [3.1|that L is cospectral to
the Hermitian matrix

L=1d— D '?AD™'/?,

therefore it suffices to prove the claim for £. Since £(G) is obtained from £(G) by
removing the r rows and columns corresponding to the deleted vertices, by Theorem
this proves the claim. O

Definition 4.7. Given e € E, we let G\ e := (V, E'\ {e}, Z,,w.), where:
e Z,:=IN(V x (E\{e})), and

o We = W|yx(m\{e})-

We say that G \ e is obtained from G by a weak vertex deletion of e. We say that
G is obtained from G \ e by a weak vertex addition of e.

Theorem 4.8. ]fé’ 1s obtained from G by weak-deleting r edges,

A (K(G)) < N(K(G) < N(K(G))  forallje{r—1,...,n}.

N

Proof. Observe that B(G) is obtained from B(G) by deleting the columns of B(G)
corresponding to the r deleted edges. Therefore, K*(G) = B(G)"B(G) is an r X
r principal submatrix of K*(G) = B(G)*B(G). By Corollary together with

Theorem [4.5] this proves the claim. O

Remark 4.9. While the Cauchy Interlacing Theorem can be applied to A, K and L
in the case of weak vertex deletion, it can only be applied to K in the case of weak
edge deletion. Interestingly, in the case of simple graphs there are some known
interlacing results for L in the case of edge deletion [I9-H21]. Such results don’t
make use of the Cauchy Interlacing Theorem and generalizing them to the case of
hypergraphs remains an open problem.

4.3 Vertex and edge switching

Definition 4.10. A vertex switching function is any function ¢ : V' — T. Vertex-
switching the complex unit hypergraph G = (V, E, Z,w) means replacing w with w¢,
defined by

wC(,U, e) = C(U)flw(’l], e);

producing the complex unit hypergraph G¢ = (V, E, T, w°).

Similarly, an edge switching function is any function & : E — T. Edge-switching
the complex unit hypergraph G = (V, E,Z,w) means replacing w with w®, defined
by

wé(v, e) = 5(6)’1w(v, e);

producing the complex unit hypergraph G¢ = (V, E, T, w*).

Remark 4.11. Vertex-switching and edge-switching are equivalence relations.



Definition 4.12. For a vertex-switching function ¢, we let

D, () = diag(¢(v1), ..., C(vn)).

For an edge-switching function &, we let

Dy (§) == diag(&(e1), - - -, &(em))-

Lemma 4.13. If ¢ is a vertez-switching function on G,

o B(G%) = Dn(Q)*B(G);

o A(G%) = Du(O)A(G)Du(€);

o K(GS) = Du(¢)* K(G)Da(C);

o L(GS) = Du(Q)* L(G)Da(C).
Moreover, if ¢ is and edge-switching function on G,

e B(GS) = B(G)Du(€);

o A(GE) = A(G);

o K(GY) = K(G);

o L(GE) = L(G).

Corollary 4.14. For any vertez-switching function ¢, G and G¢ are cospectral with
respect to A, K, K*, L and L*.

5 Smallest and largest eigenvalue

In this section we apply the Courant—Fischer—Weyl min-max principle [I8, Theorem
4.2.2] and other preliminary lemmas in order to estimate the smallest and the largest
eigenvalue of A, K and L, respectively.

5.1 Preliminary results

Lemma 5.1 (Courant—Fischer—-Weyl min-max principle). Let M € C"*" be Her-
mitian. Then

M
A (M) = min * X min xtMx,
xeC\{0} XTx xtx=1
and iy
(M) = max * X nax xtMx.
xeC\{0} x*tx xtx=1

The vectors realizing such min or maz are then are corresponding eigenvectors.



Proposition 5.2. Let x = (x1,...,2,) € C". Then

+Kx—Z}Zw v;,e)” w;

eckl vj€e

)

and
2

xLx = Z

ecE

U?
Z \/dje v;)
vj€e g

Proof. Observe that, given x = (x1,...,x,) € C".

(x"B) = Btx = (Zﬁx - Zm;ﬁ)

j=1 j=1

Therefore,

Similarly, since £ = DY2LD~Y/? = D='/2BB*+*D~1/2,

xtLx =xtDV2BBTD /%
= ("D B) ("D E)*

m

—2 2

n 2
U]a ek ‘

\/deg v,

]

Corollary 5.3. The smallest (largest) eigenvalue of A, K and L, respectively, is
the minimizer (maximizer) of the Rayleigh quotient

Z’UZNUJ ZeeE Ti+ (10€(U17 U]) T

R
QA( ) 21:1 T T ’
_ 2
RQ (X) L ZeEE‘Zv]Eew(Uj’e) 1xj|
® . Do Ti T '
and )
ow(vi,e) ta;
RQL(X) — ZeeE‘ZvJEe ( J ) J| :

> iy degv - T - x;
respectively, among x € C"™\ {0}. Moreover, the vectors realizing the minimum
(mazimum) are the corresponding eigenvectors.
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Proof. The claim follows directly from Lemma for A, and it follows from Lemma
and Proposition [5.2] for K. Now, Lemma [5.1]and Proposition [5.2] also imply that
the smallest (largest) eigenvalue of £ is the minimizer (maximizer) of

2
-1

Z w(vj,ep) T
J=1 \/degv; J
Smee
i=1+li " i
with the vectors realizing the minimum (maximum) being the corresponding eigen-

vectors. This proves the claim for L, since x is an eigenvector for £ with eigenvalue
X if and only if DY/?x is an eigenvector for L with eigenvalue . m

Zkl

RQ,(x) ==

The next lemma [I8, Theorem 6.1.1] is often called the Gersgorin disc Theorem.

Lemma 5.4 (Gersgorin). Let M = (my;);; € C™*". The eigenvalues of M lie in the
union of Gersgorin discs

O{z eC:lz—my| < Z |mm\}
i=1 i
Definition 5.5. The spectral radius of M € C™*™ is
p(M) := max{|\;| : \; is an eigenvalue of M}.
Corollary 5.6. Let M = (m;;);; € C"*". Then,

00 < s (1ol + 3 )

""" J#i

Proof. By Lemma there exists ¢ € {1,...,n} such that

p(M) — | < Imil.

JF#i
That is,
p(M) < |mil + ) myl.
J#i
The claim follows. O

5.2 Upper and lower bounds

Let A and V denote the maximum vertex degree and the maximum edge size of G,
respectively.

Theorem 5.7.

and this inequality is sharp.
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Proof. By Corollary [5.6]

A o, ol = e, 5T feulnn)] S 1)

""""" j#i e€Ew;,vj€e
To see that the above inequality is sharp, let G = (V, E,Z,w) be such that:
o V={v,...,u,} and E = {e};
e 7=V X F,
o w(v,e)=1foralvelV.

Then, GG is a l-regular hypergraph and in particular A = 1, while V = n. The
adjacency matrix A = (a;;);; is such that

0 ifi=j
Qjj = e .
-1 if 7 # 5.
Hence, A = Id — J, where J is the matrix of ones, and K = Id — A = J. This implies

that the eigenvalues of A are 1 — n, with multiplicity 1, and 1, with multiplicity
n — 1. In particular, p(A) =n—1=A(V —1). O

Definition 5.8. The underlying hypergraph of G = (V,E,Z,w) is G’ := (V, E,Z,u'),

where
1 ifvee,
w/(/U’ 6) — { 1I v 6

0 otherwise.

For a graph I', the signless Laplacian Q(I') = D(I")+ A(I") has received a growing
amount of attention. When finding upper bounds for the Kirkohff Laplacian spectral
radius of a graph, it turns out that signless Laplacian can be used since A, (K (I")) <
A (Q(T)). This universal upper bound extends to more general settings of signed
graphs [22] and T-gain graphs [I5]. More recently, this has also been generalized
to the setting of oriented hypergraphs [7]. This further generalizes to complex unit
hypergraphs, where all of the above structures can be viewed as specializations of
the first inequality in the following theorem.

Theorem 5.9. Let G’ be the underlying hypergraph of G. Then,
M(K(G)) < M(K(G)) <V -A, (3)

and the second inequality in is an equality if and only if G is A-regular and
V-uniform. Similarly,

M(L(G)) < M(L(G) <V, (4)

and the second inequality in 1s an equality if and only if G is V-uniform.
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Proof. Let x = (z1,...,x,) € C" be a unit eigenvector of K(G) with corresponding
eigenvalue \,(K(G)). Then, by Corollary [5.3]

M@ = X (S oo ) <X

ecE “wv;ce eckE

(Z |xi|> < M(K(G").

vi€e

Similarly, let y = (y1,...,¥ys) € C" be a unit eigenvector of K (G’) with correspond-
ing eigenvalue \,(K(G’)). Then

AM(K(GY) = Z(Z y) <3

eeE “wv;€e ecE

(Z |yz»|> < M(K(G), (5)

vi€e

therefore all inequalities in are equalities. Now, for each e € F,

(ZI%!)Q =Y+ > 2wl -yl

vice vi€e {#,j}wi#v;€e

<Y+ Y. vy

vi€e {i,i}v;7#v,€e

=>4 (el 1)y}

vi€e v;€e

= |€|Zy127

vi€e

with equality if and only if y; is constant for all v; € e. Hence,

M) < 3 el (z yz)

eeE vi€e

SV-< > y?)

ece,v;ce

=V <Z degvi'yi2>

v, EV

SV-A-(Zy;-")

v; eV

= VA,

with equality if and only if degv; = A is constant for all v; € V| |e] = V is constant
for all e € E and, for all e, y; is constant for all v; € e. This proves the claim for K.
Now, proving that

A(L(G)) < Mn(L(G)),

can be done in the same way as for K, by normalizing x = (z1,...,z,) € C" so that
>or  degv; - & = 1. The fact that \,(L(G")) < V, with equality if and only if G is
V-uniform, is proved in [11]. O
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Given S CV, let vol S := > _degu.

vES

Theorem 5.10. If S C V is such that, for each v € S, w(v) := w(v,e) is constant
for all e € E with v € e, then

ZeGE’emSP <

and ensp
g plen
[ < ec e < l .
)\1( )_ vol S - An( )

Proof. Let S C V be such that, for each v € S, w(v) := w(v,e) is constant for all
e € E with v € e. Let x = (21,...,2,) € C" be defined by

{w(vi) if v; € 5,

€T; i — .
0 otherwise.

Then, by Corollary [5.3]

S s o w(vy, €) ey | en S|P
A (K) < RQg(x) = 2 Zf _ / =ZGGE|J9| | < A(K),
i=1"1 " i

and

_ 2
ZeEE‘Evj€€w(/Uj’e) 1xj| o ZeGE’emSP

ML) < RQu(x) = S degu; T -y vol S
i=1 i i i

<\(L). O

Definition 5.11. A subset S C V is independent if #(SNe) <1 foralle € E. The
independence number of I" is

a :=max{|S|: S CV independent}.

Corollary 5.12. If S CV s independent,

vol S
<\, (K).
5] (K)

Proof. Since S is an independent set, by Lemma [4.13| we can assume, up to edge-
switching, that given v € S,
w(v) = w(v,e),

is constant for all e € E with v € e. Therefore, by Theorem [5.10

N S|?
M (K) < ZeEE,‘Sj [ R <) a
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Remark 5.13. The proof used in Corollary in the case of L would simply imply
that
A(L) <1< An(L),

but this statement is trivial since we know that Y . , A\;(L) = n, therefore the
average of the eigenvalues is 1. However, the eigenvalues of L and A also relate to
the independence sets. In fact, with the same proof as the one in [12, Theorem 3.4],
one can see that

o < minf[{i s M(E) < U}, 14 M(E) > 13},

and similarly
a < min{[{i : Ai(A) <O}, [{i: Ai(A) = 0}[}.

Corollary 5.14.
max{A, V} <\, (K).

Proof. Let v € V with degv = A. Then, S = {v} is an independent set with
vol S = A and |S| = 1. By Corollary [5.12]

A <\, (K).
By taking the dual hypergraph, this also implies that
V < An(K(GT)) = An(K7(G)) = A(K(G)).

Hence,
max{A, V} <\, (K). O
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