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Abstract 
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by 

Erich Schöberl 

 

This thesis focuses on developing the understanding of fibre fracture processes in unidirectional (UD) Carbon-

Fibre Reinforced Polymers (CFRPs), by delineating aspects of the load shedding phenomenon. In this context, 

Digital Volume Correlation (DVC) has been applied, in concert with in situ Synchrotron Radiation Computed 

Tomography (SRCT) to representative double-edge notched cross-ply specimens subject to quasi-static 

loading, which allow observation of fibre fracture in the 0° plies. Analogous to surface-based Digital Image 

Correlation (DIC), DVC is a relatively novel volumetric method that can utilize Computed Tomography (CT) data 

to quantify internal three-dimensional (3D) displacements and implicit strain fields. The highly anisotropic and 

somewhat regular/self-similar microstructures found in well-aligned UD materials at high fibre volume 

fractions are shown to be intrinsically challenging for DVC, especially along the fibre direction. To permit the 

application of DVC to displacement and/or strain measurements parallel to the fibre orientation, a novel CFRP 

was developed, specifically tailored for the application of DVC and CT to experimental mechanics analyses of 

these materials. The strategy chosen was to dope the matrix with a sparse population of sub-micrometre 

particles to act as displacement trackers (i.e. fiducial markers). Barium titanate particles (400 nm, ∼1.44 vol. %) 

were found to offer the most favourable compromise between contrast in CT images and the ability to obtain 

a homogeneous distribution in 3D space with sufficient particle compactness for local DVC analyses. By 

comparing the micromechanical behaviour of the particle-adapted material alongside its particle-free 

counterpart, it was determined through the application of in situ SRCT that the macroscopic and 

micromechanical responses of the newly developed CFRP are consistent with standard production materials 

indicating its suitability as a model system for mechanistic investigations. Following an experimental 

demonstration and validation of high-resolution 3D experimental strain measurement using DVC on CFRPs, 

via through-thickness strain analysis under a state of pure bending, this study has shown that the distance 

(∼50-100 µm) over which strain is recovered in the broken fibres was consistent with previous estimates and 

model predictions from the literature. New evidence was also highlighted, whereby the recovery lengths were 

shown not only to increase with the applied force, but also with the number of broken fibres in a cluster. 
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Chapter 1 Introduction 

1.1 General introduction 

Climate change continues to be a major societal challenge. In December 2015, nations across the world were 

brought together under the Paris Agreement [1] into a common cause of undertaking ambitious efforts to 

combat climate change. The main objective of the Paris Agreement is to limit any global temperature rise to 

well below 2℃ within this century [1]. If the European Union (EU) member states are to achieve this set goal, 

the source of pollutants and associated greenhouse gases (e.g. CO2, NOx) are to be drastically reduced. For 

example, 27 % of the greenhouse gas emissions emitted by the EU-28 in 2017 were a by-product of the 

transport sector, with CO2 emissions being 2.2 % higher compared to the previous year [2]. Since the transport 

sector is a significant contributor to an undesirable atmospheric chemistry, the EU has classified this segment 

as a key factor for its program, the ‘Innovation Union’ [3]. 

In recent years, progress has been made regarding engine efficiencies, as well as power output per capacity in 

a concept known in the automotive industry, as ‘downsizing’ [4]. Despite such innovations, it is well known 

that fuel consumption, and the implicit emission of greenhouse gases of a moving object is considerably 

influenced by its mass. Therefore, structural light-weighting is a key strategy for improving efficiency in 

transport systems. In this context, substituting half of the steel structural parts of a motor vehicle with carbon 

fibre-reinforced composites, could potentially lower the fuel consumption by as much as 0.38 l/100 km 

(corresponding to ∼0.89 kg CO2/100 km) in the use phase [5]. Adding to the fact that the average lifespan of 

a car is 200,000 km [6], and that almost 92 million cars were produced worldwide in 2019 [7], this would 

reduce the CO2 emissions of the cars produced in a single year by more than 160 million tonnes. 

Notwithstanding this, polymer composites present an important opportunity for weight reductions not just 

for road-based transport, but across all other transport sectors (sea, rail, air) [8], having desirable properties 

such as: low density, good specific stiffness and strength, as well as reduced susceptibility to corrosion [9]. 

Alongside such potential advantages, composites exhibit complex failure mechanisms, attributed to: a 

multiphase makeup, anisotropy and heterogeneity. Failure of laminated composites, in tension for example, 

is the result of a series of complex events such as: fibre-matrix debonding, interfacial sliding, matrix cracking, 

delamination, fibre-fracture and fibre pull-out, followed by catastrophic material failure [10]. In conjunction 

with the coupling that may arise between each of these mechanisms, forecasting the failure processes, and 

hence implicit strength, is therefore difficult. As a result, many applications are over-engineered, thereby 

encompassing a weight penalty – which somewhat compromises the rationale for designing structures with 

lighter materials in the first place [11]. 
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Since the beginning of the modern age of composites (∼1960’s), a phenomenological approach has commonly 

been used to model and predict the failure behaviour. Over the years, coupon-based experiments have led to 

a wide variety of failure models and theories, which only partly account for the mechanisms which may govern 

failure [12]. This inhibits the ability to develop new materials with superior performance and to guide the 

structural design process. At the heart of this is a lack of a sufficient mechanistic understanding of, and 

accompanying models for, the key damage and failure processes. A significant step forward has arguably been 

achieved in recent years by the use of X-ray Computed Tomography (CT) to identify detailed chronologies of 

damage events down to the fibre-level, in three dimensions (3D), within the bulk of real materials under load 

[13]. 

More specifically, Synchrotron Radiation Computed Tomography (SRCT) has emerged as a powerful tool in 

Materials Science in the endeavour to analyse failure processes in fibre-reinforced composites. Various studies 

have been published such as those performed by Wright, Scott, Moffat, Rosini and co-workers [10, 13-15], in 

which image acquisition was carried out in situ. Commonly, in situ SRCT setups have required the loading test 

to be interrupted for imaging purposes, a technique identifiable as ‘hold-at-load’. This procedure may 

introduce undesired time-based artefacts that would not arise in a conventional continuous loading [16-19]. 

In parallel, two-dimensional (2D) Digital Image Correlation (DIC) has emerged as an important advance in 

experimental mechanics of both composite [20] and non-composite materials [21]. It is widely demonstrated 

that sensitive and robust correlation algorithms may be used track stochastic surface contrast patterns on 

samples such that high-resolution strain maps may be obtained under simple white light illumination of 

specimen/object surfaces [22]. The 3D extension of DIC is Digital Volume Correlation (DVC), applying the 

sample principle to 3D datasets. 

A logical experimental advance is, therefore, the combination of CT with DVC. An appealing advantage of this 

technique is that the same volume that is subjected to detailed in situ damage visualisation, can also be strain 

mapped. To date however, no research has investigated bulk fibre-matrix strain responses along the filament 

direction in aligned Fibre-Reinforced Polymers (FRPs) via DVC, attributable to a simple lack of stochastic 

imaging contrast parallel to the fibres. 

The current project takes advantage of the latest developments in CT techniques, in particular the use of 

setups capable of fast acquisition times by which the hold-at-load artefacts can be mitigated during in situ 

testing. Tracking internal displacements (and hence strain fields) with milistrain accuracy is addressed, where 

the matrix material has been doped with sparse populations sub-micrometre particles to act as displacement 

trackers (i.e. fiducial markers). As such, this project sets to establish a first-of-kind quantitative visualisation of 

fibre-dominated damage formation in FRP materials, and more specifically, the processes associated with 

incipient fibre breaks accumulation in Carbon-Fibre Reinforced Polymers (CFRPs) under tensile loading. A 
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compromise of using such modified materials, is of course, their departure from a standard (commercial) 

microstructure. Acknowledging this, the artificially introduced fiducials have been chosen such that any 

potential mechanical property detriment was minimized. 

Whilst representing only one of the underlying FRP failure mechanisms, fibre breaks typically play a key role 

in limiting tensile strength and must, therefore, be characterised if a comprehensive understanding of 

composite failure is to be achieved and captured in performance simulations. Combined with the work of 

project collaborators within the Marie Skłodowska-Curie ITN ‘FiBreMoD’, this aims to contribute to the design 

and performance optimization of composite parts, as well as competitiveness with other material families in 

alignment with the Union’s Horizon 2020 strategy [23]. 

1.2 Project motivation and objectives 

The underlying objective of this project is to gain a unique quantitative understanding of the fibre break 

processes in unidirectional CFRPs subjected to uniaxial quasi-static tensile loading to enhance the predictive 

capability for these materials, and subsequently support the optimization of realiable engineering designs. 

In greater detail, the specific objectives are as follows: 

I. Develop novel carbon-fibre reinforced epoxy laminates, tailored for the application of Digital Volume 

Correlation and Computed Tomography to experimental mechanics analyses of these materials. 

• Establish a method for doping such materials with a range of possible particles as fiducial 

markers. 

• Identify the combination of particle composition, size and concentration that yields the most 

favourable compromise between contrast in CT images and the ability to obtain a 

homogeneous distribution over useful imaging volumes with a sufficiently fine particle 

distribution for local DVC analyses. 

• Demonstrate the extent to which the macro- and micromechanical tensile responses of the 

newly developed CFRP are consistent with standard production materials, and hence evidence 

suitability as a model system for the subsequent mechanistic investigations. 

 

II. Demonstrate and validate high-resolution three-dimensional experimental strain measurement 

capabilities using Digital Volume Correlation on the doped CFRP, via through-thickness strain analysis 

under a state of pure bending. 
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• Design a novel experiment that permits CT data to be acquired from a simple standard 

specimen subjected to a four-point flexural test, which results in a linear strain distribution 

through the beam thickness. 

• Conduct noise and sensitivity tests to establish if the measured specimen translation parallel 

to the fibre direction is in line with the applied displacements, obviating a key problem in 

applying DVC to such uniformly aligned microstructures. 

• Parametrically explore the effect of DVC parameters (e.g. sub-set size) on the high-resolution, 

fibre-level strain distributions and compare the results against the classical beam theory to 

determine whether the DVC outputs agree with the analytical solution. 

 

III. Perform fibre-direction strain measurements in a composite ply under quasi-static tensile loading 

using Digital Volume Correlation and in situ SRCT. 

• Obtain and compare measurements of the recovery length from multiple individual fibre 

breaks. 

• Investigate whether the recovery lengths from individual fibre breaks increase with increasing 

applied load. 

• Determine whether the recovery lengths increase with the number of breaks within a cluster, 

and compare these measurements with those obtained from individual fibre breaks. 

1.3 Thesis structure 

The content of this thesis is based on three first-author peer-reviewed journal papers, which were published 

during the course of the research programme. These papers are found here as Chapters 4 to 6. As papers, they 

are essentially self-contained, with some overlap in content, mainly within the introduction and methods 

sections of these chapters.  The structure of the thesis is summarized as follows: 

• Chapters 1, 2 and 3 are essentially conventional, providing general introduction to the work, literature 

review and overall materials/methods used. 

• Chapter 4 was published in the Journal of Composite Materials. It presents the development of novel 

Carbon-Fibre Reinforced Polymer laminates, tailored for the application of Digital Volume Correlation 

and Computed Tomography to experimental mechanics analyses of these materials. 

• Chapter 5 was also published in the Journal of Composite Materials, and exploits the material 

developed in Chapter 4. It presents an experimental demonstration and validation of high-resolution 

three-dimensional experimental strain measurement using Digital Volume Correlation on Carbon-

Fibre Reinforced Polymers, via through-thickness strain analysis under a state of pure bending. 
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• Chapter 6 was published in Composites Part A, and builds on Chapters 4 and 5. It presents the first 

application of Digital Volume Correlation, in concert with in situ Synchrotron Radiation Computed 

Tomography, to Carbon-Fibre Reinforced Polymers under quasi-static tensile loading, focusing on the 

longitudinal strain fields surrounding fibre break sites.  

• Chapter 7 provides an overall summary and conclusions of the thesis. It also suggests future work from 

an overall experimental perspective, and addresses refinements to the materials and main techniques 

used (i.e. Computed Tomography and Digital Volume Correlation). 

1.4 List of publications 

This project has resulted in a number of journal and international conference papers as listed in the following 

two sub-sections. 
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in a composite ply under pure bending using digital volume correlation and micro-focus computed 

tomography,” Journal of Composite Materials, vol. 54, no. 14, pp. 1889-1911, 2020. 

(https://doi.org/10.1177/0021998320918648). 
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International Conference on Composite Science and Technology, Sorrento, Italy, 8-10 May 2019. 

• E. Schöberl, C. Breite, A. Melnikov, Y. Swolfs, M. N. Mavrogordato, I. Sinclair and S. M. Spearing, 

“Mapping strains and fibre fracture in carbon fibre composites using in situ digital volume correlation,” 

https://doi.org/10.1177%2F0021998320966388
https://doi.org/10.1177%2F0021998320918648
https://doi.org/10.1016/j.compositesa.2020.105935
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in The 22nd International Conference on Composites Materials, Melbourne, Australia, 11-16 August 

2019. 
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Chapter 2 Literature review 

This chapter focuses on the fundamental background relevant to the research performed. The chapter first 

reviews the relevant literature regarding the failure of fibre-reinforced composites in tension, with an 

emphasis on the fibre break process. A review of previous studies employing Computed Tomography to study 

damage in tensile loaded CFRPs is provided, in conjunction with the gaps identified in the literature that this 

project aims to fill. Next, the basic principles of X-rays are introduced. The operating principles of computed 

tomography are then presented, together with the key differences between Micro-focus Computed 

Tomography and Synchrotron Radiation Computed Tomography. Finally, the chapter focuses on the principles 

of Digital Volume Correlation in the context of other optical methods for measuring deformation. The impact 

of various influential correlation parameters is also summarized, followed by relevant applications to fibre-

reinforced polymers. 
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2.1 Introduction 

Composite materials exhibit a myriad of complex failure mechanisms, occurring over multiple length scales 

and involving various interacting damage processes [1, 2]. The discrepancies between the properties of the 

constituent phases, the heterogeneous microstructure of the material, and the directionality of the 

reinforcement material not only introduces anisotropy in overall properties, but also complexities in 

geometrical features at the micromechanical level (e.g. clustering of fibre breaks in tension [3]). The presence 

of interfaces, between the reinforcing-fibres and the matrix as well as between the plies in a laminate, 

contribute to the stress/strain transfer and provide an environment for multiple damage mechanisms to occur 

[2, 4]. Subsequently, predicting damage and failure in composites is not easy, with any robust model relaying 

on the accuracy of capturing of these aspects [5]. Furthermore, despite the fact there has been a continuous 

stream of work since the ∼1960’s on the investigation of the failure of composite materials, research focusing 

on theoretical content outweighed that with a major experimental emphasis [6]. 

In recent years, high-resolution X-ray Computed Tomography has provided an opportunity to investigate the 

internal architecture of materials [1], with a view to understanding composite behaviour down to the level of 

individual fibres [3]. When the naturally occurring texture of some materials was introduced into context, 

further applications of the volumetric data became evident. Digital Volume Correlation is essentially an 

extension of the in-plane domain or Digital Image Correlation, thereby dealing with volumetric rather planar 

imaging. Correlation procedures are implemented in DVC to track the displacements of the sub-sets for an 

appropriate material texture, i.e. some form of speckle-like pattern. As such, 3D displacement and strain 

mapping may be possible for specimens between undeformed and deformed states [7]. 

2.2 Failure of continuous fibre-reinforced composites in tension 

2.2.1 Fibre strength statistics 

Carbon-fibres are generally assumed to exhibit a linear-elastic, brittle, stress-strain behaviour under tension 

[8-10]. While, to a certain degree, this is a valid approximation, it is not strictly true, as carbon-fibres have 

been shown to exhibit non-linear behaviour prior to the onset of failure. More specifically, studies of the 

tensile stress-strain behaviour have revealed a form of non-linear elasticity. This phenomenon, observed for 

the first time by Curtis et al. [11] in polyacrylonitrile-based (PAN) carbon-filaments, is known as ‘strain 

stiffening’. It describes an increase in modulus with increasing strain [10, 12, 13], on the order of 20 % for 

every 1 % of strain increment [14]; nevertheless, the assumption of linear-elasticity is generally found to 

provide reasonable predictions for the constitutive response in the fibre direction. 
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Griffith et al. [15] suggested that the presence of discontinuities such as microstructural flaws, affects the 

strength of brittle materials. Furthermore, a size-dependency was reported, whereby specimens with small 

dimensions (e.g. wires or fibres) might be expected to exhibit greater strengths than their larger counterparts, 

as for the former a restriction exists, which essentially limits the size of the flaw itself. Given, however, that 

the structure of carbon-fibres is not entirely crystalline (Figure 2-1), but is rather composed of a combination 

of non-crystalline and graphite regions (the stable crystalline form of carbon at ambient conditions) [16], in 

addition to exhibiting natural surface flaws (Figure 2-2) [17], the strength of filaments cannot be reliably 

expressed as a single average value [14]. These flaws could have stemmed from the precursor material and/or 

have been introduced during the manufacturing process (e.g. carbonisation/graphitisation stages), implying 

the strength of a fibre is governed by distribution of such flaws, most likely the largest flaw along the length 

under load [18]. 

 

Figure 2-1 – Three-dimensional schematic model: (a) representative of a high modulus PAN-based carbon-fibre structure 
[16], (b) orientation of aromatic planes with respect to the fibre direction [19]. 

 

 

Figure 2-2 – Scanning electron microscopy image illustrating the tensile fracture surface of a T800G carbon-fibre, which 
failed due to natural flaws [17]. 

 

This understanding of the strength-controlling flaw population leads to the modelling assumption that a fibre 

can be divided into multiple segments or ‘links’, each encompassing a flaw with a different effect on the local 

strength. As shown in Figure 2-3, the failure of one of these links, leads to the failure of the entire fibre. This 

model is referred to as the ‘Chain of links’ model [18], through which carbon-fibres (and glass-fibres) are 

(a) (b) 
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characterized by a ‘weakest-link’ behavior, implying that they fracture as soon as the weakest link experiences 

an overload above its local strength [14]. Therefore, the failure probability of the fibres is directly related to 

the presence of weak links (or flaws), whereby shorter fibres are expected to have a lower probability of 

containing such weak links, and are more likely to exhibit higher strength [14, 18]. Similarly, Tanaka et al. [17] 

have shown that the probability of finding flaws of a given critical size decreased as the gauge length decreases 

(Figure 2-4), whereby a higher fibre strength was reported in conjunction with smaller flaw sizes. 

 

 

Figure 2-3 – Schematic representation of the ‘Chain of links’ model [18]. 

 

 

Figure 2-4 – Histogram illustrating the natural flaw size representative of a T800G carbon-fibre at various gauge lengths 
(between 5 mm and 50 mm) [17]. 

 

As such, for single fibres randomly sampled from a tow, and uniaxially loaded in tension, their strength is 

typically presumed to follow a Weibull distribution [20], which is a statistical function that describes the key 

(a) Fibre exhibiting chain of links. 

(b) Fibre with a failed link. 
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feature of their characteristic ‘weakest-link’ behaviour [14]. The standard, unimodal, Weibull probability 

distribution function ‘P’ for fibre strength is given by [14]: 

𝑃(𝜎𝑓) = 1 − 𝑒𝑥𝑝 (− (
𝐿

𝐿0
)(
𝜎𝑓

𝜎0
)
𝑚

) 

Equation 2-1 

 

where ‘L’ is the characteristic gauge length, ‘L0’ is the reference gauge length (generally, at which fibre tensile 

test results are available), ‘σf’ is the fibre strength, ‘σ0’ is the characteristic strength (stress) at which 63.2 %, 

i.e. (1 − 𝑒−1) %, of the fibres fail (also known as the scale parameter) and ‘m’ is the Weibull modulus (or the 

shape parameter, describing the dispersion of fibre strengths across a tow) [20], [21]. For carbon-fibres, the 

Weibull modulus ‘m’ typically ranges from 3 to 7, while the scale parameter ‘σ0’ ranges from 2500 to 6500 

MPa [20], with these two parameters being typically calculated from single fibre tensile tests at gauge lengths 

‘L0’ ranging between 10 mm and 50 mm [14]. For T700 carbon-fibres, such as the ones used in this project, 

Mesquita et al. [10] have reported a Weibull modulus ‘m’ on the order of 3.94 and a scale parameter ‘σ0’ on 

the order of 4.71 GPa, at a gauge length ‘L0’ of 12 mm, across more than 200 single fibre tensile tests. The 

characteristic strength ′𝜎0
∗′ may be extrapolated from ‘σ0’ to different characteristic gauge lengths ‘L’ through 

the following relationship [14]: 

𝜎0
∗ = 𝜎0 (

𝐿0
𝐿
)

1
𝑚

 

Equation 2-2 

 

As shown in Figure 2-5, the scatter around a mean value is given by the Weibull modulus, whereby small values 

of ‘m’ indicate a wide distribution (or large variability in fibre strength) [14]. When embedded in a composite, 

this will lead to a certain number of particularly weak fibres, that will be distributed among the remaining 

stronger fibres. Subsequently, this may imply that more of the weaker fibres will break at a lower applied 

stress, while at the same time, the stronger fibres may prevent the catastrophic failure of the composite (i.e. 

composite will apparently sustain more damage) [10, 22]. 

Likewise, a small Weibull modulus may be expected to reduce the likelihood of cluster formation and growth, 

or at least stall the formation of closely-packed clusters, and instead promote the emergence of dispersed 

breaks, and/or diffuse clusters (i.e. fibres that break may be very much weaker than neighbours, therefore, 

neighbours less likely to break). At an early onset of damage, this diminishes the ability of any one cluster to 

grow in an unstable manner, subduing cluster-driven failure. That is because the presence of stronger fibres 
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within the bundle impedes cluster growth, making it less likely to propagate (i.e. a relatively weak fibre will 

break at low loads, but the general body of stronger fibres surrounding remains intact) [22]. Consequently, 

composite failure may result from the coalescence of small clusters and dispersed breaks, notwithstanding 

that after a certain threshold of initially dispersed fracture events, cluster growth can occur [22]. In contrast, 

a large Weibull modulus (or low variability in fibre strengths) may be expected to advance the formation of 

clusters, whereby one of these clusters can become large enough to propagate in an unstable manner, leading 

to the catastrophic failure of the composite [22]. 

 

Figure 2-5 – Weibull distribution example, illustrating the decrease in fibre strength scatter with increasing Weibull 
modulus [14]. 

 

It should be noted that the Weibull distribution detailed above is a relatively simple model to describe the 

‘weakest-link’ behaviour. As such it assumes the presence of a single flaw population [14]. This, however, may 

not be entirely accurate as experimental evidence of different flaw types within the same kind of fibre are 

reported in the literature [23], with the most frequently reported being sub-micrometre sized ferrous/mineral 

contaminant inclusions, surface pits and surface cracks [24, 25]. Due to variations in processing and handling 

(e.g. the occurrence of a temperature gradient and/or the outer fibres being subjected to more friction and 

abrasion during processing) these flaws might not be randomly distributed across the fibres in a given tow 

[14]. Therefore, to account for multiple strength-defining flaw populations, the bimodal Weibull distribution 

is sometimes implemented [14]. In this regard, Watanabe et al. [23] have reported the following: (a) the 

Weibull modulus parameter for short gauge lengths (high-strength range), on the order of 1 mm to 10 mm, 

was higher than that for long gauge lengths (low-strength range), suggesting that the tensile strength of 

carbon-fibres was governed by two different flaw populations, corresponding to the short and long gauge 

lengths, respectively, and (b) the composite tensile strength predicted on the basis of the bimodal Weibull 
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distribution was in better agreement with the experimental data, compared to that predicted by the unimodal 

Weibull distribution. 

While beyond the scope of the present project, it is valuable to note the existence of other distributions as 

well. The power-law accelerated Weibull distribution (PLAW) adds an exponent ‘α’ to the ratio 𝐿 𝐿0
⁄ in the 

original model described by Equation 2.1 [14]. The exponent is a correction factor satisfying the condition 0 <

𝛼 ≤ 1, and is determined from single fibre tensile tests at various gauge lengths. The factor is typically unique 

to a given fibre type, and in conjunction with the Weibull modulus across the tow (higher variability), it reflects 

the fibre-to-fibre variations along a tow (lower variability) [20]. If ‘α’ equals to unity, the power law-

accelerated Weibull distribution reduces to the simple unimodal Weibull distribution [14].  

Another distribution is the so-called Weibull of Weibulls (WoW), proposed by Curtin [26]. This model presumes 

that the strength along a given fibre is governed by the standard Weibull distribution, whereby a characteristic 

strength may be obtained for each fibre at a certain length ‘L’. Then, the characteristic strength of each fibre 

is assumed to be different, which in turn also follows a Weibull distribution. However, due to its intrinsic 

complexity, the WoW model has not been widely implemented in contemporary strength models [14]. 

2.2.2 The fibre-matrix interface 

2.2.2.1 The matrix phase and interfacial properties 

In fibre-reinforced polymers, the matrix (or continuous) phase performs several essential functions. First it 

acts as a binder, fastening the fibres together and preserving the overall desired orientation of the reinforcing 

phase. Secondly, it forms a barrier protecting the fibre surfaces from abrasion and/or environmental damage 

[27]. Thirdly, it separates the fibres and regulates crack initiation and propagation [28]. Additionally, in case of 

fibre fracture, it transfers the stress (or strain) back onto the broken fibre, as well as between it and the 

neighbouring intact fibres [14]. The fibre-matrix interface, i.e. the boundary between the continuous and 

reinforcing phase, plays a key role in the efficiency of this transfer mechanism, which occurs predominantly 

through shear [29-34]. As such, the mechanical behaviour of fibre-reinforced polymers depends to a large 

extent, not just on the properties of the fibres and matrix, but also on the properties of the interface [14, 35]. 

The interfacial shear strength (IFSS) is a quantitative parameter typically used to characterise the stress 

transfer from the matrix to the fibre. The IFSS is highest (typically at the expense of toughness) provided the 

bonding between the matrix and the fibre is good. In contrast, if adhesion is limited, the load-bearing capacity 

of the composite may be expected to be reduced [35-39]. In this context, carbon-fibres generally undergo a 

partial oxidation treatment [40] and fibre sizing [41] during manufacture. The former process removes a defect 

laden friable layer that is not well adhered to the fibre surface, in addition to providing organic reactive groups 
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on the fibre surface that promote bonding to the (organic) matrix [42, 43]. The latter process is essentially the 

application of a polymer coating, similar to, or at least compatible with the matrix to be used in the composite 

(e.g. thermosetting resins), onto the fibre surface. This coating primarily protects the fibre surface during 

subsequent processing, but also acts as coupling agent, promoting adhesion to the matrix, thereby creating 

an interface with enhanced mechanical properties [39, 41, 44]. 

Various methods can be employed to assess interfacial failure. As shown in Figure 2-6, common methods 

include pull-out, fragmentation, microcompression and droplet microtension (or microbond) tests [36]. The 

pull-out test typically consists of a partially embedded fibre in a clamped block of resin, which is drawn out 

through the application of an external force [45]. For a very small embedded length (< 1 mm [46]), the peak 

interfacial shear stress ‘τp’ is may be computed through the following relationship (Pitkethly and Doble [47]): 

𝜏𝑝 =
𝐹𝑝

𝜋𝑑𝐿
 

Equation 2-3 

 

where ‘Fp’ is the peak external force applied, ‘d’ is the fibre diameter and ‘L’ is the embedded length of the 

fibre in the resin block. A particular issue with this test is that as the load transfer from the matrix to the fibre 

occurs primarily through shear over a certain transfer length, the shear strength calculated from a fibre-matrix 

system, in which the embedded length of the fibre is greater than the shear transfer length, would in fact be 

underestimated. This is because a certain length of the fibre is embedded in the matrix, over which little stress 

transfer occurs [45, 47]. In contrast, the microcompression test generally produces results which overestimate 

the interfacial shear strength, due to Poisson expansions and subsequently increased interfacial clamping 

pressure [36]. Finally, the droplet microtension test yields results with significant scatter due to the difficulty 

in controlling the positioning of the drop in the shearing vice (and the resultant variation of matrix 

microcracking), as well as uncertainty in the fibre perimeter measurement [46, 48]. 
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Figure 2-6 – The four methods typically used to measure the interfacial shear strength [36]. 

 

As noted above, an alternative method to assess the interfacial failure is the fragmentation test, which is 

shown schematically in Figure 2-7. This is arguably the most popular, due to the inherent simplicity in specimen 

preparation, relative ease of testing and ample amount of information gained in terms of microstructural 

damage processes [35, 36, 49]. Therefore, it is also commonly used for assessing the effect of various surface 

treatments on the interfacial shear strength of both glass- and carbon-fibres [37, 39, 42, 43, 49, 50]. In its most 

basic form, an external load is applied to a tensile dumbbell specimen (consisting of a single fibre embedded 

in a matrix), and in doing so, normal stress is transferred from the matrix onto the fibre through interfacial 

shear stress. After a certain threshold, the tensile stress will exceed the tensile strength of the fibre, causing 

it to fracture. As the load is further increased, the fibre continues to fracture into shorter fragments, until a 

saturation state is reached, dominated by matrix plastic yielding together with fibre-matrix interfacial 

debonding, whereby it becomes too short to break [35, 49]. 

At the fragment ends of a fibre, normal stress is absent, and stress transfer occurs through shear only (i.e. 

shear stress reaches its maximum). Away from the break plane in the longitudinal direction, the normal stress 

is recovered, while the shear stress reduces to zero [51]. The fragment with the shortest length, which cannot 

fracture further upon the application of increased load, is known as the ‘critical length’ or ‘lc’ [35, 49] – see 

Figure 2-7. The critical length may, therefore, be viewed as the length of fibre over which the shear stress 

transferred from the matrix to the fibre generates a normal stress equal to the tensile strength of the fibre, 

i.e. the minimum fibre length for which the ultimate strength of the fibre can be achieved [51]. 



Chapter 2 

39 

  

Figure 2-7 – Schematic representation of the fragmentation process in a single fibre composite subjected to uniaxial 
tension [35]. 

 

Due to the flaw-driven statistical nature of the fibre strength (see Section 2.2.1), the fibres will not break in 

fragments with equal lengths, but rather a wide range of fragment lengths is obtained [49]. The average 

interfacial shear strength ‘τave’ may be estimated through the Kelly-Tyson perfect-plasticity (or constant 

interfacial shear stress) model [52]: 

𝜏𝑎𝑣𝑒 =
𝜎𝑓
∗𝑑

2𝑙𝑐
 

Equation 2-4 

 

where ′𝜎𝑓
∗′ is the tensile strength of the fibre at the critical length and ‘d’ is the fibre diameter, respectively. In 

turn, the critical fibre length may be expressed as 𝑙𝑐 ≈
4
3⁄ 𝑙𝑎𝑣𝑒, where ‘lave’ is the average fragment length 

(Ohsawa et al. [53]). 

A key limitation of this method is the fact that tests are conventionally performed on composites with single 

fibres [35, 49], or more rarely on multi-fibre composites, however, with a limited number of fibres positioned 

at predefined inter-fibre spacings [54, 55]. For example, Chohan et al. [55] used two different planar arrays, 

each consisting of seven equally-spaced carbon-fibres, which were aligned in parallel, in a dumbbell-type 

specimen. As such, key controlling parameters in predicting the tensile failure of practical unidirectional (UD) 

composites with realistic fibre volume fractions, such as the interfacial shear strength, and particularly the 

effects on neighbouring fibres (i.e. the stress/strain redistribution around fibre breaks, as well the length over 

which it occurs – see Section 2.2.2.2), may not be accurately represented. This has been attributed to large 

inter-fibre spacings (on the order of 50 µm, for a fibre diameter of ∼7 µm), such that stress (or strain) 

concentration factors (SCFs) in the intact fibres adjacent to the fractured ones were not significant, causing a 

random distribution of breaks with applied load. Conversely, for very small inter-fibre spacings, whereby the 
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array of fibres are almost touching each other, SCFs on the order of 1.5 were reported experimentally through 

Raman spectroscopy, leading to the development of closely spaced/planar fibre fracture sites (Figure 2-8), 

noting that the distance over which fibres were overstressed, was comparable in size to the shear transfer 

length in the broken fibre [55]. 

 

Figure 2-8 – Schematic representation of the closely spaced/planar fractures sites in a microcomposite containing seven 
equally-spaced carbon-fibres [55]. 

 

Notwithstanding their limited representation of realistic structural materials, these tests are useful for 

fundamental research, such as studying the effects of different surface treatments to rank various material 

configurations [41, 56, 57]. In this regard, Paipetis et al. [41], have shown that a sized system, was distinguished 

from its unsized counterpart by a consistently higher interfacial shear strength. Concurrently, the interfacial 

failure of the sized system was predominantly characterized by extensive matrix microcracking. This was 

reported to be undesirable, especially at very high levels of applied load, as there was no effective bridging 

mechanism to promote effective stress (or strain) transfer, causing a reduction in the effective shear transfer 

length, and thus, an ineffective utilization of fibre strength. On the other hand, the weaker interface associated 

with the unsized system exhibited fibre-matrix interfacial debonding, notwithstanding that the efficiency of 

the stress transfer was somewhat preserved through radial stresses at the interface, whereby surface 

roughness/friction acted as a bridging mechanism between the surfaces of the matrix and fibre (Figure 2-9). 
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Figure 2-9 – Schematic representation illustrating the different interface bonding mechanisms in a fibre-bridged 
composite (interface frictional sliding and physical/chemical bonding) [58]. 

 

The findings of Paipetis et al. [41] agree with those reported by Zhao and co-workers [56, 57], in which a strong 

dependence of the critical length on the interfacial shear strength was also reported. More precisely, the 

system with the poorest interfacial adhesion, and implicitly the lowest IFSS, exhibited the longest critical 

lengths, with the stress concentrations being distributed over a larger gauge volume. The system with the 

highest interface shear strength was dominated by matrix microcracking in the vicinity of the break, the system 

with the average interface shear strength presented rough interface debonding accompanied by matrix 

microcracking, while the system with the lowest interface shear strength was characterized by smooth 

interface debonding at the ends of the broken fibre and discontinuous debonding at some distance away from 

the break plane (i.e. exhibiting stick-slip behaviour). Matrix microcracks can, however, also grow and extend 

along the interface if the fibre-matrix interface is weak. Otherwise, they may be expected to form and 

propagate into the matrix, with the corresponding stress concentration originating at the crack tip; taking note 

that if intact fibres still exist, which connect the crack faces behind the crack front, they may act as a bridging 

mechanism (Figure 2-9), reducing local stress concentrations [58].  

Watanabe et al. [59] have indicated that the nano-scale mechanisms of crack initiation and propagation in 

carbon-fibre/epoxy specimens are governed by two competing mechanisms (fibre-matrix interface debonding 

and matrix plastic deformation), notwithstanding that the observations were conducted under opening load 

conditions, and as such it is unknown whether the behaviour may be reproduced in tension. When fibre-matrix 

interface debonding is dominant, for example in ‘thin’ resin regions (i.e. small inter-fibre spacing, with little or 

no epoxy between the carbon fibres), they have reported that cracks propagated along the interface, which 

resulted in cracks with a sharp geometry. The surrounding resin presented little or no deformation, suggesting 
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that the cracks in the ‘thin’ epoxy regions propagated in a brittle manner. This damage mode also occurred in 

locations where the fibre-matrix adhesion was weak, even if the epoxy thickness remained larger. In contrast, 

when matrix plastic deformation is dominant, for example in ‘thick’ resin regions, the mechanisms of crack 

initiation and propagation presented a ductile behaviour. Cracks were observed to initiate at the fibre-matrix 

interface, however, they did not only propagate along the interface, but also into the matrix with a blunted 

crack tip, leading to in-resin crack initiation, being accompanied by crazes and/or voids in front of the crack 

tip; which then merged with the propagating crack. Similarly, multiple cracks were observed to coalesce to 

form a single larger crack, increasing the local stress/strain concentration. 

Overall, the formation of matrix microcracks next to a fibre break may lead to higher local stress 

concentrations in the surrounding intact fibres than would otherwise occur in the absence of such damage 

mechanisms (also noted by Swolfs et al. [60], see Section 2.2.4.1). These stress concentrations are expected 

to increase with increasing interface shear strength, which in turn may give rise to a higher fibre failure 

probability, reducing the overall strength of the composite [56, 57]. At the same time, it is worth recognizing 

that debonding may shift the stress concentration peak away from the fibre break plane, noting that the stress 

concentration will still be high (and more or less constant, provided the friction is low) over the entire 

debonded length. As this extends the gauge volume over which there are still significant stress concentrations, 

it may lead to the development of earlier and larger clusters of breaks. From an energy perspective, fibre-

matrix interfacial debonding may act as a dissipating mechanism through which some of the strain energy 

associated with a fibre break (or matrix crack) is absorbed, arresting the propagating crack, and thereby, 

reducing the local stress concentrations within the debonded region in the intact fibres adjacent to a crack 

[56, 57, 61]. 

Consequently, for an effective utilization of fibre strength, the interfacial adhesion (and the interfacial shear 

strength) should be optimized rather than maximized – i.e. high enough to stimulate effective stress/strain 

transfer between the constituent phases, yet permitting some damage modes, such as matrix microcracking 

and interface debonding (to delocalize stress concentrations), and prevent the occurrence of an 

disproportionately large number of closely spaced/planar fracture sites. Excessive debonding is equally 

detrimental to the strength of the composite as stress/strain cannot be recovered effectively in the broken 

fibre, reducing the reinforcing effect of the fibres [41, 56, 57]. 
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2.2.2.2 The fibre break interaction 

The stress transfer mechanism reintroduces stress into the broken fibre, and the length over which this 

process occurs is commonly referred to as the ‘ineffective length’. It is worth recognizing that both the ‘critical 

length’ and ‘ineffective length’ have a similar meaning – i.e. a region of fibre length that is characterized by an 

ineffective utilization of fibre strength. The first term is generally reserved for fragmentation tests, while the 

second refers to twice the fibre length over which 90 % of strain recovery occurs (Rosen [62]) – see Figure 2-

10. It should be noted that while the definition of the ineffective length is somewhat arbitrary, the measure is 

critical as it is closely related to the distance over which stress concentrations are of significant magnitude in 

the surrounding intact fibres [14], as detailed below. 

Following the failure of the weakest fibres, the loading on remaining intact fibres increases [58]. On this basis, 

a ‘region of influence’ exists, in which the stress/strain in immediately neighbouring filaments is increased 

[56]. This ‘positively affected length’ (commonly referred to as ‘PAL’, Chohan et al. [55], Marston et al. [63], 

van den Heuvel et al. [64]), or the ‘overload length’ (Swolfs et al. [65]), is given by twice the distance between 

the break plane and the plane at which the intact fibre has an SCF of 0 %. Therefore, as the broken fibre is not 

capable of carrying the full load, nearby intact fibres will be subjected to local stress concentrations, but the 

magnitude decreases with increasing distance from the fibre break (Figure 2-10) [65]. The SCFs, defined as the 

relative change in the average stress (or strain) over the cross-section of a neighbouring fibre (at a given 

distance from the break plane) due to the occurrence of a fibre break, are expected to increase the probability 

of fracture in these intact fibres, particularly within the positively affected gauge volume [32, 60, 65-67]. With 

ongoing loading, this increased failure probability may lead to the evolution of breaks, whereby the initially 

spatially distributed fibre fracture sites subsequently develop into interacting breaks in the form of clusters [3, 

60, 68-72], which in turn impart even greater SCFs in the neighbouring intact fibres, creating a positive 

feedback and expediting their growth [22]. This then represents the damage state which evolves over a range 

of load prior to the onset of unstable failure in a quasi-static uniaxial tensile loading. Catastrophic failure of 

the composite is assumed to occur when sufficient neighbouring fibres are broken, and a cascade effect is 

eventually triggered – i.e. the formation of a ‘critical cluster’, which grows in an unstable, self-sustaining 

manner [14, 65, 70, 72]. 
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Figure 2-10 – Schematic representation of the ‘ineffective length’ in the broken fibre and the ‘positively affected length’ 
or ‘overload length’ in the nearest neighbouring fibre, respectively [64]. 

 

A two-dimensional fibre break interaction is shown schematically in Figure 2-11, with the interpretation 

performed by Wisnom and Green [73]. For one fibre break, two distinct damage containing regions are 

generally assumed to appear on each side of the break plane, in which stress/strain is recovered over a 

distance 
𝑙𝑐
2⁄ . As detailed in Section 2.2.2.1, these regions may be expected to contain damage modes such 

as matrix plastic yielding, fibre-matrix interfacial debonding and matrix microcracking. If a second fibre is 

broken, adjacent to the first, within a distance ‘lc’ on either side of the first break, then a cumulative damage 

region will form along the length of the two breaks, which can be presumed to coalesce. For simplicity, the 

two breaks can be considered to exist at the same location, and may be treated as a single entity (i.e. one 

cluster). With double the load to be transferred (two, rather than one fibre broken), the simplest 

approximation under a constant interfacial shear stress model suggests that the ineffective length be doubled, 

i.e. there will be an ineffective length ‘lc’ on each side of the double break. This can be further extended with 

a third adjacent break joining the cluster, if located within 
3𝑙𝑐

2⁄  on either side of the double break, to form 

one cluster, which encompasses three breaks. This concept can be generalized in three-dimensions, whereby 

a group of i neighbouring fibre breaks with the same cross-section area may be regarded as a singular 

‘equivalent break’, which is scaled by a √i increase in effective cluster radius (or diameter). In reality, however, 

such interactions are of course more complex, as they are not only dependent on the material properties and 

local packing geometry, but also on the strain field interaction associated with each break [73]. In this context, 
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non-coplanar clusters may be characterized by shorter ineffective lengths, as the SCF peak of one break may 

triggered within the recovery length of the other [74].   

 

Figure 2-11 – Schematic illustration of interacting breaks in two-dimensions: (a) two single breaks, (b) one double and 
one single break, respectively [73]. 

 

It is worth highlighting that the concept of a ‘critical cluster’, or more precisely the nature of damage triggering 

final failure remains hypothetical. That is because even the latest generation SRCT instruments do not permit 

imaging acquisition to be made at a sufficiently high temporal resolution to capture the final state of the 

damage prior to the onset of catastrophic failure [71]. In fact, the largest cluster detected by Scott et al. [3] 

encompassed 14 breaks (see Section 2.2.4.3). However, as this was detected at the last load step, which 

corresponded to 94 % UTS, there was no evidence with respect to its further growth. In addition, the notion 

of a ‘cluster’ itself has no unified definition throughout the literature, implying that results from different 

studies must be evaluated carefully [71]. 

Notwithstanding the lack of an agreed definition for a cluster, a common feature of their discussion in the 

literature is that clusters are generally defined based on some geometrical (proximity) criterion [3, 60]. This, 

in turn, is assessed by an indirect measurement (e.g. through Raman spectroscopy [35, 54, 75, 76] or Finite 

Element (FE) models [4, 65]) of the gauge volume over which stress/strain is recovered in the broken fibre and 

SCFs are of significant magnitude in the intact fibres, respectively. Garcea et al. [71] presented a more 

conservative definition, whereby a cluster of breaks was only considered if it encompassed breaks that were 

immediately adjacent to one another. Compared to the definition used in [3] and [60], respectively, this 

potentially made an equivalent ‘distance-based’ cluster significantly larger. 

(a) (b) 
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2.2.3 Damage assessment methods 

Unlike monolithic structural materials such metals, composites often exhibit extensive sub-surface damage, 

which in turn may lead to severe strength and stiffness degradation. As such, various techniques have been 

employed to assess three-dimensional damage in CFRPs, of which optical microscopy, scanning electron 

microscopy (SEM), ultrasonic scanning (C-scanning), infrared thermography (IT), acoustic emission (AE), and 

X-ray radiography are among the most widely used [77]. 

Optical microscopy can be used in conjunction with metallographic serial sectioning to obtain through-

thickness information with respect to the specimen’s microstructure, i.e. material characterization [78]. 

Nonetheless, in contrast to tomographic X-ray imaging methods, this approach is destructive and incomplete 

(i.e. quasi-3D). That is because through CT, microstructural information can be obtained non-invasively at any 

given point inside the material bulk (through quantitative mapping of the linear X-ray attenuation coefficient), 

provided this is located within the field of view [79]. Scanning electron microscopy provides high-resolution 

topographical imaging of surfaces [80, 81], however, as in the case of optical microscopy, specimen 

preparation can result in artefacts; as in order to assess the internal damage, traditional sectioning or other 

machining techniques to remove surface material are still required [82]. For fibre-reinforced polymers, 

common sectioning artefacts may include microcracks and induced matrix strains, while during the 

polishing/grinding stage, scratches, fibre pull-out, matrix smears, streaks, differential removal of different 

phases, as well as rounding of fibre/specimen edge can occur [78]. Moreover, as this is a destructive technique, 

the specimen is essentially lost, in addition to the fact that the sectioning is commonly restricted to two-

dimensions on the exposed surface. Ultrasonic scanning [83-85] and infrared thermography [86] are 

commonly used as non-destructive testing (NDT) techniques, but lack the required sub-micrometre resolution, 

as well as the capacity to represent accurately the interaction of various damage modes within the composite. 

This limitation can be partially resolved by coupling different techniques (e.g. acoustic emission and infrared 

thermography [87]), notwithstanding that the internal damage cannot be directly visualized. Damage 

assessment of composites via X-ray radiography may involve the penetration of the cracked composite areas 

with a dye having a high attenuation coefficient (e.g. zinc iodide solution [88]), unless in situ experiments are 

carried out where cracks are kept open. Radiographic projections can potentially deliver the required 

resolution to evaluate many different damage modes, but produces an essentially 2D integrated image which 

does not allow for the different damage mechanisms to be differentiated through the thickness of the material 

[88]. 

In recent years, X-ray CT tomographic X-ray imaging methods using both laboratory sources and synchrotron 

radiation facilities, has been used to conduct multi-scale damage assessment of CFRPs, providing the 

opportunity to study the various internal damage modes in 3D, essentially being a non-destructive, non-
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invasive, radiographic method capable of in situ imaging of planar and volumetric structures, respectively [89-

91]. In this context is interesting to note that CT may be used not just for material characterization purposes, 

but is also a versatile NDT technique [92]. CT, therefore, has an even role in both contexts whilst other 

techniques typically have a distinct leaning in one direction or the other. Micro-focus computed tomography 

(μCT) presents an effective routine evaluation of composite damage at mesoscopic and macroscopic levels in 

engineering-scale test specimens, and at relatively high spatial resolution for micromechanistic investigations 

on small-scale coupons [90]. Synchrotron Radiation Computed Tomography renders scans with the highest 

image quality, thus allowing failure micromechanisms to be studied in even greater detail, and is particularly 

characterized by the shortest acquisition time [90, 91]. Further details with respect to the background and 

operational principles of the two CT techniques can be found in Section 2.3. 

2.2.4 Micromechanical representation of axial fibre failure 

2.2.4.1 Stress redistribution around fibre breaks 

The stress redistribution around fibre breaks, and the subsequent influence of various parameters, was 

comprehensively investigated, for example, by Nedele and Wisnom [67], Swolfs et al. [4, 65] and Tavares et 

al. [93, 94], with debonding being considered in [67]. In [4] and [65], respectively, a series of FE analyses were 

performed to obtain the ineffective length, SCF and overload length, respectively (Figure 2-12). The results 

were based on a Representative Volume Element (RVE) model of cylindrical geometry, whereby a single fibre 

break (i.e. non-interacting) was surrounded by intact fibres in a specific packing arrangement. It encompassed 

up to 84 fibres (using a 3.5 µm fibre radius and 50 % fibre volume fraction ‘Vf’, respectively), and measured 40 

fibre radii in length. In this first instance [65], the model was subjected to an applied strain of 0.1 %, while 

linear-elasticity and perfect bonding were assumed between the matrix and fibres. Unless otherwise stated, 

the key reference for the following interpretations is [65], noting that the trends are in agreement with those 

in [93, 94]. 

 

Figure 2-12 – Stress redistribution around a fibre break in a UD composite: (a) axial stress recovery (i.e. ineffective 
length), (b) SCF and overload length, respectively [65]. 

(a) (b) 
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The effect of different fibre packings was investigated at a fibre volume fraction of 70 %. Figure 2-13 (a) shows 

single values representative for the ordered packings (square, hexagonal), and an average value with a 

standard deviation for the random packing model (corresponding to five simulation runs). The hexagonal 

packing indicated the longest ineffective length, while the random packing exhibited the shortest ineffective 

length. These variations were attributed to the differences in the shear stiffness in the immediate vicinity of a 

fibre break, as outlined below.  

The shear stress responsible for stress recovery is primarily found in the material surrounding a fibre break, 

whereby a high contribution to stress recovery is given by the shear stiffness associated with this part of the 

material. As such, for a higher local shear stiffness, the stress recovery in a broken fibre was reported to take 

place over a smaller length. More specifically, in the hexagonal packing model, the nearest intact neighbouring 

fibres adjacent to a given fibre break are located at the same distance. In contrast, in the random packing 

model, some of the intact fibres will naturally be located in very close proximity to the same broken fibre (i.e. 

almost being in contact), while others will be located further apart. Around these closely-packed fibres, the 

matrix shear stress is expected to be higher than they would otherwise be if the fibres were loosely packed. 

In turn, this promoted stress recovery over a shorter distance from the fracture plane, and subsequently 

resulted in a shorter ineffective length. As the nearest neighbouring intact fibres in the square packing model 

were located closer to the broken fibre than that in the hexagonal counterpart, but not as close as in the 

random packing model, the ineffective length for the square packing model was situated between the 

ineffective length associated with the random and hexagonal packing model, respectively. 

 

Figure 2-13 – Normalized ineffective length for the different: (a) fibre packings, (b) fibre volume fractions, (c) fibre 
stiffnesses [65]. 

 

In terms of stress concentration, a strong decreasing trend was reported as a function of radial distance for all 

packing types, to the point where, beyond two fibre diameters, the stress concentrations are somewhat 

negligible. This coincides with that reported in [67] for a hexagonal array. However, when the these were 

(a) (c) (b) 
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compared at a fixed radial distance from a broken fibre, the hexagonal packing model predicted SCFs higher 

by up to 45 % compared to its random counterpart. This was associated with a so-called ‘shielding effect’, 

which essentially implies higher stresses at small radial distances and lower stresses at larger radial distances, 

respectively. In particular, the second nearest neighbouring intact fibres are shielded from high stresses by 

the first array encompassing the six nearest neighbours in the hexagonal packing model. Hence, the second 

neighbouring intact fibres exhibited significantly lower SCFs. This phenomenon was retained in the random 

packing model, however with a much stronger effect, due to the fact that the single nearest neighbouring 

intact fibre is located closer to the broken fibre, compared to the six nearest neighbours specific to the 

hexagonal packing model. In other words, a high SCF implies that a significant proportion of the total overload 

is already sustained by single nearest neighbouring intact fibre, thereby reducing the overload on the intact 

fibres situated further apart. The intact fibre located closest to the broken fibre in the random packing model, 

therefore, shields the fibres located further away, which in turn yielded a lower SCF for the same radial 

distance. Given the fact the SCFs are a consequence of the broken fibre not being capable of carrying the full 

load (see Section 2.2.2.2), the trends in overload lengths were comparable to those for the ineffective lengths. 

The random packing model was also subjected to a fibre volume fraction investigation (30 %, 50 %, 70 %), 

whereby the number of simulation runs was increased to seven for the lowest fibre volume fraction case. As 

illustrated in Figure 2-13 (b), the lowest fibre volume fraction indicated the longest ineffective length, while 

the highest volume fraction was associated with the shortest ineffective length, respectively. This trend was 

also confirmed by Landis and McMeeking, using a linear-elastic/perfect-plasticity matrix [95]. These variations 

were, again, attributed to the local matrix shear stress, which is expected to be higher, given the intrinsically 

smaller inter-fibre spacings for a material with a higher ‘Vf’. As noted above, a higher shear stress in the vicinity 

of the broken fibre resulted in a higher stress recovery gradient adjacent to the fracture plane, which 

subsequently promoted a shorter ineffective length. Likewise, the shear stress transfer in the intact fibres, is 

also expected to be a contributing factor, due to the fact that the homogenised shear stiffness of the material 

surrounding a broken fibre is increased. This phenomenon was reported to particularly manifest at higher fibre 

volume fraction, where the homogenised shear stiffness is higher [14]. 

In the same context, a higher fibre volume fraction was also reported to promote a stronger ‘shielding effect’. 

Indeed, a higher ‘Vf’ results, on average, in more intact fibres located closer to a fibre break, and therefore, 

higher ‘Vf’ materials experience higher SCFs. Nonetheless, when the SCFs were compared at a fixed radial 

distance from the fracture plane of a break, a higher fibre volume fraction was reported to produce lower 

SCFs. It is, however, valuable to note that this behaviour was noted to be distinctly relevant to random 

packings, in which no direct coupling occurred between the fibre volume fraction and the distance from a 
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given broken fibre to the nearest intact one. As such, for idealized two-dimensional, ordered packings (e.g. as 

in [34, 61, 66]), the SCFs were in fact reported to be consistently higher. 

Another key aspect investigated by Swolfs et al. [65] was that of the fibre-to-matrix stiffness ratio, ‘Ef/Em’. 

Three isotropic fibres were used (10 GPa, 70 GPa and 230 GPa), in conjunction with a Poisson’s ratio of 0.22, 

and fibre volume fraction of 70 % for all cases. The epoxy matrix had a stiffness of 3 GPa and a Poisson’s ratio 

of 0.4, respectively. Five runs were performed for each fibre stiffness case. As shown in Figure 2-13 (c), the 

most compliant fibre indicated the shortest ineffective length, while the stiffest fibre was associated with the 

longest ineffective length, respectively. At first this may seem surprizing, as for a given Poisson’s ratio, a higher 

fibre stiffness (or a higher stiffness mismatch between the constituents) is expected to produce a higher matrix 

shear stress, which in turn should lead to a shorter ineffective length. However, in parallel, it should also be 

noted that for a certain applied strain, a higher longitudinal shear fibre stiffness also implies a higher stress 

remote from the crack plane. This latter effect is reported to outweigh the increase in matrix shear stress, and 

as more stress requires to be transferred onto the broken fibre, this yielded a longer ineffective length. Here, 

it should be highlighted, that the increased fibre shear stiffness has a somewhat limited influence on the matrix 

shear stress, given the fact that it is primarily governed by the matrix shear stiffness, together with the distance 

from the broken fibre. Furthermore, as the matrix takes up most of the volume adjacent to a fibre break, the 

local shear stress will be dominated by the matrix shear stiffness. Given that the stress recovery for the stiffest 

fibre was spread out over the largest distance, the overload length was reported to follow the same trend as 

the ineffective length. 

As shown in Figure 2-14, a decrease in ‘Ef/Em’ was also reported to produce a closer approximation of the 

perfect-plasticity behaviour, whereby the effect was attributed to an increase in the amount of plastic yielding. 

That is because for fixed ‘Ef’, a higher ‘Em’ implies that the yielding onset is reached earlier in strain terms [14, 

95]. 

 

Figure 2-14 – The effect of modulus ratio, volume fraction and applied strain on the ineffective length in a UD composite 
[14]. 
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In a subsequent RVE model, Swolfs et al. [4] employed an elasto-plastic matrix, while the applied strain was 

increased to 2 %. A matrix crack (covering an area between 100 µm2 and 155 µm2) was also implemented, 

which was assumed to be constrained by the nearby fibres. The resultant ineffective length measured (58 ± 4) 

and (57 ± 3) times the fibre radius for the models with, and without, a matrix crack, respectively. This also 

matches the order of magnitude reported elsewhere [66, 67]. The presence of matrix cracks was, therefore, 

found to have negligible influence on the ineffective length. With respect to SCFs, Swolfs et al. [60], reported 

a peak longitudinal stress equivalent to a 260 % very local SCF next to a broken fibre, notwithstanding the 

average SCF computed over the cross-section measured a significantly lower 23 %. In this context, whereby 

average fibre stresses were used rather than the peak stresses [65], matrix cracks were also reported to have 

a negligible impact on the SCFs [4]. 

The ineffective length has been reported to increase for large clusters, noting that this behaviour was not 

implemented in the corresponding strength model [4, 60]. This is due to the fact that for a random packing, 

an infinite number of possible cluster combinations exist, and calculating the underlying FE models for all of 

these is non-trivial (also valid for an ordered packing, though to a lesser extent). For the intact fibres, the 

interactions between fibre breaks were, therefore, taken into consideration (i.e. SCF), but not for the 

ineffective length associated with the broken fibres. 

Other parameters, such as matrix plasticity and fibre-matrix interfacial debonding, were also reported to alter 

the stress redistribution around fibre breaks. Matrix plasticity resulted in a longer ineffective and overload 

length, together with delocalization of SCFs. A greater impact was, however, delineated in conjunction with 

debonding (stick-slip behaviour) – notwithstanding that a small coefficient of friction lead to a large ineffective 

length, and vice versa. As such, for a displacement equivalent to 1.5 % applied strain in the composite, the 

distance from the fibre break plane to where the influence of the break remained significant, was greater by 

a factor of ∼five compared to the linear-elastic case [67]. 

2.2.4.2 The unidirectional strength model benchmarking exercise 

To predict the response of complex multidirectional composites subjected to 3D stress states, the World Wide 

Failure Exercises (WWFE) [5, 6, 96] relied on the basic mechanical properties of unidirectional plies as an input. 

In turn, predicting the underlying mechanical properties of unidirectional plies, and in particular the 

longitudinal tensile strength using the properties of the constituents (fibre, matrix, interface), is considered 

one of the essential elements for the reliable design of composite structures [97]. Bunsell and co-workers [97] 

have reported the benchmarking of different modelling strategies in a truly blind manner. While, undoubtedly, 

various unidirectional strength models have implemented the aforementioned concepts in fundamentally 

different ways since the ∼1960’s, these have not been extensively compared to each other (e.g. as detailed in 
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the review [14]), nor against unseen test results. This latter aspect is particularly important as often model 

development and validation is performed alongside a series of small experiments known as a priori. 

Subsequently, this implies that models can be tailored to match a particular set of experiments, thereby 

introducing confirmation bias [97]. Furthermore, to obtain a reliable Weibull distribution with regards to the 

fibre strength, sufficient single fibre tests should be conducted (i.e. in the order of hundreds [70]). This is 

because using 25-100 fibres, which is the number that is generally considered, was reported to yield an 

uncertainty in the predicted strength of the composite of at least 10 %. Likewise, such single fibre tests should 

ideally be performed at the gauge length at which the Weibull distribution is required. Finally, different 

modelling assumptions and approaches are expected to result in predictions with varying levels of accuracy 

due to the simplifications used (e.g. perfectly straight and parallel fibres, homogenous matrix, amongst others) 

[97]. Consequently, to bridge the knowledge gap available in the literature with respect to the field of 

longitudinal tensile failure, an assessment similar to that performed in the WWFE was considered necessary 

to compare the different modelling strategies in terms of the relative importance of the various key features 

considered, their predictive capabilities, and computational cost [97].  

Two different scenarios were considered in the context of the benchmarking exercise. The first relied on a 

hypothetical material, for which the model inputs had no factual experimental equivalence. Given that the 

absence of experimental results, and implicitly no data to compare with the modelling predictions, this 

scenario constituted a truly blind assessment between the participants. The second scenario relied on real 

T800/M21 composite specimens, with the required modelling inputs primarily collected from the literature, 

as detailed below. In terms of the experimental results from this material system, these were only made 

available after the modelling predictions were completed and collected, respectively.  

The fibre geometry (5 µm diameter) and longitudinal modulus (294 GPa) were taken from the manufacturer’s 

specifications (Toray Industries Inc., Tokyo, Japan [98]). Likewise, the matrix properties were taken from the 

manufacturer’s data sheet (Hexcel Corp., Stamford, CT, USA [99]), while other elastic constants were extracted 

from [100] (assuming transverse isotropy). The fibre strength was assumed to follow a simple unimodal 

distribution, with the scale parameter of 3900 MPa and Weibull modulus of 4.8 (at gauge length of 100 mm, 

across a combination of 200 single fibre tests and 15 single fibre fragmentation tests) taken from [17]. The 

geometry of the one specimen tested was evaluated on the basis of SCRT scans, and had a gauge length of 

1.54 mm, a fibre volume fraction of 55 %, and contained 5500 fibres (within a volume of 0.61 mm3 

encompassing the 0° plies). 

An overview of the comparison of the three participating models is available in [97]. Given that a detailed 

analysis focusing on the construct of the different models is beyond the scope of this thesis, the framework of 

the ‘Hierarchical scaling law’, ‘Direct numerical simulation’ and ‘Multi-scale FE model’ is not repeated here. 
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Instead, emphasis is made on the accumulation of breaks and prediction of composite failure under uniform 

monotonic stress states in the context of real material, while at the same time, identifying drawbacks/benefits 

of the different modelling strategies and key assumptions used. Furthermore, open gaps in the literature are 

highlighted, that that require future attention on both the modelling and experimental side, respectively. 

Notwithstanding this, a key aspect of the ‘Multi-scale FE model’ is highlighted. More specifically, due to the 

intrinsic dimensions of the underlying RVE (which encompasses 32 fibres and has a length of 4 mm), the ‘Multi-

scale FE model’ cannot be used with confidence for simulating specimens, or fields of view, with dimensions 

smaller than one RVE. As such, the modelling predictions were performed using longer 8 mm specimens, 

noting that this difference in the modelled gauge length was reported to have no significant influence on the 

results. Given the rigorous and comprehensive nature of its benchmarking exercise, unless otherwise stated, 

the key reference for the following explanations is [97]. 

From Figures 2-15 (a) and (b) it can be observed that the ‘Hierarchical scaling law’, and the ‘Multi-scale FE 

model’, predict a lower strength (and failure strain) compared to the ‘Direct numerical simulation’. This was 

attributed to the implementation of the following assumptions: 

• First, the ‘Hierarchical scaling law’, hypothesises a maximum stress concentration factor of 2 in the 

nearest neighbouring intact fibre, and at the same time, models clusters as co-planar fibre breaks. This 

is in contrast to the other two models, which employ lower stress concentration factors, that are 

estimated through FE. Also, contrary to the ‘Direct numerical simulation’ and the ‘Multi-scale FE 

model’, the ‘Hierarchical scaling law’ presumes that the ineffective length grows with both the applied 

stress and cluster size. Combined, these assumptions were reported to be responsible for the lower 

strength (and failure strain), predicted by the ‘Hierarchical scaling law’ (cf. the ‘Direct numerical 

simulation’). 

• Secondly, the ‘Multi-scale FE model’ presumes that the stress concentrations affect the adjacent fibres 

along the entire length of the RVE in the longitudinal direction – which is 4 mm, as noted previously. 

In contrast, the ‘Hierarchical scaling law’ and ‘Multi-scale FE model’, assume that the stress 

concentrations only affect the neighbouring fibres along the corresponding ineffective length; noting 

that this results in a much more local effect (i.e. on the order of magnitude of 100 µm cf. 4 mm). This 

assumption, in conjunction with the largest specimen simulated (compared to the experiments and 

the other two modelling approaches), was reported to be responsible for the lowest strength 

predicted by the ‘Multi-scale FE model’. 

 

Progressing to the fibre break accumulation as a function of applied strain, it can be seen from Figure 2-15 (c) 

that the ‘Hierarchical scaling law’ and ‘Direct numerical simulation’ predict similar trends, while the results 
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from the ‘Multi-scale FE model’ are distinctly different. From a failure perspective, this was explained through 

the accumulation of breaks, which mostly encompasses single fibre breaks (e.g. as in [3, 71]), and in turn 

defined by the fibre strength statistics; whereby the latter is similar in the ‘Hierarchical scaling law’ and ‘Direct 

numerical simulation’, but different in the ‘Multi-scale FE model’ (accounting for different strength-defining 

flaw populations due to the different gauge-lengths, in conjunction with a significantly longer stress recovery 

length as detailed above).  

Finally, Figure 2-15 (d) shows that the highest gradient in terms of fibre break clustering is predicted by the 

‘Multi-scale FE model’, followed by the ‘Hierarchical scaling law’ and ‘Direct numerical simulation’, 

respectively. This discrepancy was again associated with size-scaling effects, and more specifically the single 

fibre strength considered by the ‘Multi-scale FE model’. It is worth noting, however, that the evolution of the 

largest cluster size with applied strain matches the experimental results, and is relatively similar in the 

‘Hierarchical scaling law’ and ‘Direct numerical simulation’ up to the development of 2-plets (i.e. clusters of 

breaks composed of two fibre breaks). Divergence occurs once 4-plets are observed experimentally or 

predicted by the ‘Hierarchical scaling law’. This indicated that the formation of small clusters, such as 2-plets, 

is primarily associated with the distribution in fibre strength, while the different stress concentration 

implementations (and the corresponding gauge length over which they are relevant) predominantly affect the 

formation of larger clusters, at higher applied strains. At the onset of composite unstable failure, Figure 2-15 

(d) also shows that from the three models investigated, the smallest cluster size is predicted by the 

‘Hierarchical scaling law’. This was reported to be consistent with the hypotheses considered, whereby clusters 

are modelled as co-planar fibre breaks with a stress concentration factor of 2 in the nearest neighbouring 

intact fibre to a broken fibre (or cluster of broken fibres), and considers a growing ineffective length with 

cluster size. 

 

(a) (b) 
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Figure 2-15 – Model predictions for the real material case: (a) 0° ply strength, (b) composite failure strain, (c) fibre break 
accumulation as a function of applied strain, (d) evolution of the largest cluster, with the size expressed in number of 

broken encompassing fibres. Results represent a minimum of ten simulations per output [97]. 

 

Taken together, the best agreement in terms of composite strength (and failure strain) prediction was 

observed between the ‘Hierarchical scaling law’ and ‘Multi-scale FE model’, while the best prediction with 

regards to the accumulation of breaks and cluster development as a function of applied strain was seen 

between the ‘Hierarchical scaling law’ and ‘Direct numerical simulation’. This reveals that the damage 

predictions preceding the final failure (i.e. progressive accumulation of fibre breaks/development of clusters) 

and the final failure of the composite may not be necessarily linked directly. Furthermore, it also highlights 

the fact that while a specific modelling approach can lead to the ability of simulating a certain aspect of 

damage accurately (e.g. the accumulation of fibre breaks), it does not necessarily imply that the same model 

is capable of predicting the failure in line with the experimental results. 

Matrix plasticity (applicable to the ‘Hierarchical scaling law’ and in one instance to the ‘Direct numerical 

simulation’) was seen to affect the clustering prediction significantly – Figure 2-15 (d). In this regard, the ‘Direct 

numerical simulation’ predictions that considered such a matrix behaviour, were, generally, in better 

agreement with those obtained from the ‘Hierarchical scaling law’, compared to the results obtained by the 

‘Direct numerical simulation’ with an elastic matrix. In contrast, if an elastic matrix was considered (e.g. as in 

the ‘Direct numerical simulation’ model), significantly larger clusters of breaks were predicted, compared to 

those reported experimentally. This is despite the fact that the ‘Hierarchical scaling law’ and ‘Direct numerical 

simulation’ employ dissimilar underlying modelling hypotheses (e.g. such as those related to the stress 

concentrations and clustering of fibre breaks). In turn, this highlights the fact that while the aforementioned 

(c) (d) 
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hypotheses undoubtedly affect the modelling predictions, the response assumed for the matrix may have even 

a greater effect on the results, and hence is essential for the accuracy of the simulations. 

While the analysis performed in this benchmarking exercise is useful, Bunsell and co-workers [97] have also 

highlighted the following key open gaps in the literature that require further attention: 

I. Improved experimental data for a more comprehensive review of the predictive capabilities. 

• Results for fibre breaks from a greater number of nominally identical specimens (cf. a single 

specimen) will usefully increase the statistical power of the studies and the data they are 

based on (e.g. fibre strength, fibre break and cluster behaviour, respectively). 

• Microstructural variations (e.g. matrix elastic properties, interfacial properties and/or fibre 

volume fraction) should be assessed for in composite with a specific fibre type. This will help 

understand the effects of these on the respective simulations, and to establish whether the 

reliability of the predictions is maintained for a range of different materials.  

• The fibre break and cluster behaviour should be captured along the entire loading history, 

rather than at specific load steps (i.e. stepwise). However, it is worth noting that the key 

experimental data is expected to be found closer to the onset of unstable failure, where the 

model predictions are also divergent. 

• CT acquisition time should be minimized (ideally continuous) to reduce the effect of hold-at-

load artefacts. That is because scan interruptions (e.g. longer than two minutes) can promote 

the formation of additional breaks (and clusters) due to the viscoelastic effects (i.e. relaxation 

of the matrix) and subsequent overloading of the nearest neighbouring intact fibres next to a 

broken one. 

 

II. More precise input parameters with regards to material properties, recognizing that agreement 

between experimental results and modelling predictions is of course conditioned by the accuracy of 

input measurements, and that performing accurate experimental measurements at a constituent level 

is generally difficult. 

• There is no agreed standard with respects to the methods and tools required to measure the 

fibre strength statistics accurately. For example, single fibre tensile tests have the 

disadvantage of being affected by stress concentration at the grips, while fragmentation tests 

require the assumption of fibre-matrix stress transfer (as detailed in Section 2.2.2.1). 

• A unimodal distribution (such as the one employed across this benchmarking exercise) might 

not be the appropriate model used to describe the fibre strength statistics, particularly at very 

small gauge volumes, encompassing a limited number of fibres. 
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• Matrix properties may also be modified by incorporation into a composite or exhibit size 

dependence [101, 102], and as such, the bulk mechanical properties (in particularly the 

strength) are unlikely to be representative of the actual in situ response in practical 

engineering composites with realistic fibre volume fractions. Furthermore, capturing the 

correct (and full) matrix behaviour is essential, as highlighted in the context of the ‘Direct 

numerical simulation’, whereby matrix plasticity was predicted to have a considerable effect 

on the failure strength (and strain), as well as fibre (and cluster) behaviour. 

 

III. More detail with respect to the interaction of fibre breaks, cluster behaviour, and their definition. 

• A clear and objective definition of what constitutes a cluster is not available, noting, that as 

mentioned previously (see Section 2.2.2.2), there is some consensus amongst researchers, 

that it should include a geometrical (proximity) criterion. This, however, is an indirect 

quantification of the gauge volume given by the ineffective and overload length, respectively, 

notwithstanding that comprehensive studies defining these underlying measurements, have 

yet to be performed with sufficient rigorousness to inform models. While the lack of such 

studies is certainly valid for non-interacting fibre breaks, it particularly applies to multiple 

interacting fibre breaks (i.e. located adjacent to each other) due to the increased 

micromechanical complexity. Equally, the evolution of the ineffective length/overload length 

with increasing load, in the bulk of practical specimens with realistic fibre volume fractions, 

and accurate fibre-matrix interfacial constitutive laws (i.e. matrix non-linearity, progressive 

matrix failure and fibre-matrix interface debonding) have not been thoroughly quantified. As 

a result, different definitions are used to describe fibre break interactions, which makes 

experiment-to-model and/or model-to-model comparison challenging. This uncertainty may 

be expected to be eliminated through detailed in situ stress/strain mapping at fibre break sites 

(both single fibre breaks and clusters of breaks), through state-of-the-art experimental 

approaches. 

• Obtain detailed micromechanical information with respect to the dynamics of fibre failure. 

Presently, even by exploiting the latest advances in CT techniques (with temporal resolution 

on the order of one tomograph per second, as noted in Section 2.3.5), fibre breaks, and the 

majority of clusters, still appear ‘instantaneously’. To revolve this experimental limitation, 

complementary damage-sensing techniques should be used. One possibility to achieve this 

aim is the use of acoustic emission capable of capturing the transient stress wave that that 

propagates along the broken fibre, as well as in the surrounding intact ones. This might be 

able to discern the sequence of single fibre break events that precedes cluster formation, and 
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is a key aspect, particularly highlighted in the ‘Direct numerical simulation’; whereby this 

model predicted a shallower trend with regards to the accumulation of clusters, compared to 

what was observed experimentally (e.g. as in [60]). This discrepancy between models and 

experiments may, in turn, be associated with dynamic effects being disregarded, whereby the 

dynamic stress fields associated with the fibre fracture process may be considerably different 

from those considered under quasi-static conditions [103]. 

 

IV. Realistic microstructures are ought to be included. While some models such as the ‘Direct numerical 

simulation’, in conjunction with its underlying RVE [65], can capture the effects of a random packing 

and/or changes in the local fibre volume fraction (see Section 2.2.4.1), the effect of other key 

microstructural features should also be modelled, e.g. voids, large resin rich regions (tow gaps) and 

fibre misalignment. 

2.2.4.3 State-of-the-art SRCT characterization of tensile failure in CFRPs 

Moffat et al. [104] employed Synchrotron Radiation Computed Tomography to investigate multi-scale damage 

initiation and progression in CFRPs subjected to in situ tensile loading. A 2048 × 2048-pixel detector and 

microscope optics were used to yield a voxel size of 1.4 µm, in conjunction with a beam energy of 20 keV, 

1,500 projections and 100 ms exposure time. To permit the damage micromechanisms to be captured within 

the narrow field of view, the study relied on 4 mm wide specimens, with 1 mm edge notches and 250 mm ply 

thickness, respectively. These were manufactured from a unidirectional commercial (aerospace-grade) 

prepreg in a [90/0]s cross-ply layup, and were machined via water-jet cutting. Examination of the resin-rich 

regions revealed the presence of thermoplastic toughening particles. They have shown that intralaminar 

damage, such as 90° ply transverse cracks, initiated at ∼30 % UTS, while 0° ply splits occurred at ∼40 % UTS 

(Figure 2-16). Individual fibre breaks were not reported to be common below ∼60 % UTS. Finally, toughening 

mechanisms such as crack pinning/retardation and bridging were observed in the resin-rich regions, while in 

areas with closely-packed fibres, the splits appeared to be less constrained, and thus, were reported to 

advance more freely. 
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Figure 2-16 – Tomographic reconstruction showing segmented 90° ply transverse cracks and 0° ply splits, respectively, in 
a [90/0]s double-edge notched CFRP specimen at 40 % UTS [104]. 

 

Wright et al. [2, 105] performed both ex situ and in situ tensile tests, respectively, in conjunction with 

Synchrotron Radiation Computed Tomography. For the ex situ tests, slot cut plates were fabricated from 

untoughened T300/914C laminates, with a [90/45/-45/0]s layup (125 μm ply thickness, 60 % fibre volume 

fraction, 7 μm nominal fibre diameter). These were loaded in quasi-static uniaxial tension to 80 % UTS.  

Afterwards, a low-speed diamond saw was used to cut single-notched ‘matchsticks’ specimens, with a width 

of 1 mm and height of 20 mm, respectively. SRCT was carried out at a voxel size of 0.7 µm, 1500 projections 

and 50 ms exposure time, respectively. They showed that damage occurred in each ply, and at their interfaces 

– Figures 2-17 and 2-18. More precisely, delamination was observed between the +45° and -45° plies, where 

the difference in lamina angle was twice that encountered at other interfaces. Fibre breaks were predominant 

in the 0° plies, whereas at the -45°/0° ply-interface, a cluster of breaks aligned with a split in the -45° lamina 

was detected. These fibre breaks were also noted to be accompanied by matrix microcracking, which 

interlinked the different break sites. Matrix cracks were observed to follow the direction of the fibre 

orientation and were predominant in the non-zero plies. Consequently, a strong relation between intralaminar 

cracks and fibre breaks was shown. However, as the ex situ experimental work only provided a post-mortem 

evaluation, no insight with respect to damage progression was gained. 
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Figure 2-17 – Tomographic reconstruction showing segmented multi-scale damage in a [90/45/-45/0]s ‘matchstick’ 
CFRP specimen at 80 % UTS [105]. 

 

 

Figure 2-18 – Tomographic reconstruction showing the interaction of various damage mechanisms across different 
slices: (a) reference plane, (b) 200 µm ahead of the notch, (c) 350 µm ahead of the notch [105]. 
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For the in situ tests, double-edge notched specimens were used. These were manufactured from a T700/M21 

composite, containing thermoplastic toughening particles, and had a [90/0]s cross-ply configuration as in 

[104]. SRCT was conducted at a voxel size of 1.4 µm, whereas the number of projections and exposure time 

remained unchanged. Tension was applied using the loading rig shown in Figure 2-19, with stress increments 

ranging from 30 % to 90 % UTS. Three key interacting damage mechanisms were observed: 0° ply splits, 90° 

ply transverse cracks and 90°/0° ply-interface delaminations, with the latter occurring above 70 % UTS. The 

work focused on the global accumulation and interaction of in situ damage in concert with modelling at 

different length-scales, rather than a comprehensive analysis of fibre break behaviour. 

 

Figure 2-19 – Schematic illustration of the in situ loading rig: (a) semi-transparent view, (b) annotated cross-section [2]. 

 

Scott et al. [3, 68] subsequently investigated the final stage of failure, i.e. the accumulation and interaction of 

fibre breaks within the 0° plies. The materials and methods used were the same as those employed in [2], 

apart from the in situ loading, which was performed to 94 % of specimen UTS; with Figure 2-20 presenting the 

multiple damage mechanisms at this load level. They showed that breaks accumulate exponentially with 

applied stress, with the majority of breaks occurring above ∼90 % UTS. The total number of fibre breaks found 

within the load bearing reduced volume of 0.7 mm3 was 290, with the largest cluster reported encompassing 

14 breaks – Figure 2-21. 

 

 

(a) (b) 



Chapter 2 

62 

 

Figure 2-20 – Tomographic reconstruction showing segmented damage in a [90/0]s double-edge notched CFRP specimen 
at 94 % UTS [3]. 

 

 

Figure 2-21 – Tomographic reconstruction showing a cluster encompassing 14 breaks across the different planes at 94 % 
UTS [3]. 
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Large clusters of breaks were reported to form generally without a reduction in the number of smaller clusters. 

Furthermore, a ‘break-by-break’ accumulation with applied stress was not observed for the larger clusters, 

with a significant proportion forming in a single increment or ‘burst’, and without exhibiting any further 

growth. Contrary to the previous findings of Wright et al. [105], in which a cluster of breaks aligned with a split 

in the -45° lamina was detected at the -45°/0° ply-interface, no correlation was reported between the location 

of fibre breaks in the 0° plies and that of matrix cracks in the 90° plies, indicating that in this case the two 

damage mechanisms were decoupled between the plies. As such, the fact that the fibres were in a cross-ply 

appeared to have had no local effect on the fibre-scale break process. 

Overall, these results are consistent with those reported by Swolfs et al. [60]. Scott [106] and Morton [107] 

have also shown that the total number of breaks is strongly dependant on the properties of constituent 

phases, as well as the fabrication route used. For example, they reported an excess of 1500 breaks/mm3 in a 

CFRP based on T700-series fibres in conjunction with an Epon 826 epoxy-based resin (T403 hardener), and 

manufactured via filament winding. This is significantly higher than the total number of breaks reported in the 

aerospace-grade materials, noting that these filament wound materials were not subjected to autoclave 

curing as they originated from pressure vessels. In these materials, the presence of voids was shown to have 

a clear influence on fibre break location, as a significant proportion of fibre breaks occurred within half a fibre 

diameter of a void. Nevertheless, a distinct relationship between the total number of fibre breaks and the 

volume of the voids was not reported. This implies that a clear correlation between fibre breaks and voids, 

which affect the onset of composite failure, was not established [108]. A further analysis was carried out which 

provided an estimate of the ineffective length, by measuring the distance between fibre breaks that occurred 

along the axis of the same fibre (Figure 2-22). The observed closest separation of 70 µm was then used as a 

geometrical criterion in the quantification/classification of interacting breaks within a cluster [3]. 

 

Figure 2-22 – Estimate of the ineffective length based on the closest separation of fibre breaks along the longitudinal 
axis of the same fibre [3]. 
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Garcea et al. [71] also focused on the fibre break behaviour using Synchrotron Radiation Computed 

Tomography. However, unlike the previous studies [2, 3, 60, 104] in situ tensile testing was coupled with 

continuous, rather than stepwise scanning. This was enabled by improved imaging hardware on the 

synchrotron tomography beamlines, which permitted continuous scanning, while load was increased. The 

cross-ply configuration was retained, together with the materials (i.e. a T700/M21 composite) and specimen 

geometry, respectively. SRCT was carried out at voxel size of 1.1 µm. The number of projections was 500, and 

in conjunction with 2 ms exposure time, this resulted in 1 tomograph per second.  Fibre break accumulation 

was studied in two identical specimens (labelled coupon ‘A’ and ‘B’, respectively), up to 99.9 % specimen UTS, 

as opposed to 94 % specimen UTS in Scott et al. [3]. This was showed to follow similar exponential trends, until 

the very last moment preceding macroscopic failure. It was confirmed that the majority of breaks occurred at 

new locations, rather than at pre-existing damaged sites. This agrees with the previous findings in [3]. Within 

the load bearing reduced cross-section of 0.45 mm2 the specimens exhibited significant variability not just in 

terms of the total number of breaks (Figure 2-23), but also in terms of the largest clusters reported (Figure 2-

24), highlighting the statistical nature of fibre behaviour. The continuous scans allowed the sequence and 

location of successive fibre fracture sites to be captured at much finer load steps than previously reported in 

[3, 60]. However, from an imaging perspective, the continuous scans in [71] represented a compromise 

between acquisition speed and quality, recognizing that for DVC analyses the latter should outweigh the 

former, as it is critical to reduce the measurement uncertainty. 

 

Figure 2-23 – Total number of fibre breaks as a function of applied stress in the load bearing reduced cross-section of 
0.45 mm2 for the two specimens subjected to in situ continuous tensile testing [71]. 

 



Chapter 2 

65 

 

Figure 2-24 – Distribution of fibre breaks at different UTS levels: (a) and (b) total number of breaks, (c) and (d) 
proportion of breaks occurring as clusters of breaks [71]. 

 

Rosini et al. [72] performed detailed morphological measurements, which focused on identifying relationships 

between fibre orientations and local fibre packing in causing tensile failure. They used proprietary CFRP 

systems, with a [902/02]s layup and 5.4 μm nominal fibre diameter. The double-edge specimen geometry was 

retained, albeit with the specimen length increased from 66 mm to 100 mm, compared to the previous studies 

[2, 3, 60, 71, 104]. Two specimens were subjected to in situ SRCT testing, at voxel size of 0.65 µm. A beam 

energy of 19.5 keV was used, in conjunction with 2996 projections and 50 ms exposure time, respectively. 

They have shown, that on a statistical basis, the local background environment of intact fibre and single break 

sites is different. More precisely, the distribution of fibre orientations at single break sites exhibited a 

consistently higher standard deviation, when compared to the distribution at intact fibre sites. In contrast, no 

statistically significant differences were reported with respect to the local fibre packing at the damaged sites. 

Furthermore, as also noted by Scott et al. [3], fibres were shown to have a tendency to fracture in a nearest 

neighbouring fashion, indicating the presence of local load shedding. Overall, the findings suggested that the 

microstructural dependence of fibre breaks site formation is complex. 

 

 

(a) (b) 

(c) (d) 
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2.3 Computed Tomography 

2.3.1 X-ray generation and interaction with matter 

As shown in Figure 2-25, X-rays can be found at the short wavelength (high-energy) end of the electromagnetic 

spectrum, with wavelengths ranging from 10-11 m to 10-8 m, or 0.01 nm to 10 nm [109]. 

 

Figure 2-25 – Electromagnetic spectrum [110]. 

 

X-rays with wavelengths in the range of 10 nm (124 eV) to 0.1 nm (12.4 keV) are generally identified as ‘soft’ 

X-rays due to their inability to penetrate thicker material layers. These X-rays have limited value in real space 

imaging (i.e. radiographic) of structural materials, in which wavelengths of ∼0.1 nm and below (energy greater 

than ∼12.4 keV) are commonly required, i.e. ‘hard’ X-rays [109]. For science and engineering purposes, X-rays 

photons are conventionally generated as a result of bombarding a high atomic number metal (e.g. W, Mo) 

with high-speed electrons. The intensity or ‘brightness’ of the photon stream is proportional to the atomic 

number of the target material and to the number of electrons bombarding the target [111]. 

Upon hitting the target material, different types of interactions take place [109, 112]: 

• High-speed electrons are decelerated by the electric field of a target nuclei, resulting in 

Bremsstrahlung radiation. This is a continuous band also known as ‘white’ radiation, which spans the 

entire range of the energy spectrum. 

• High-speed electrons strike one of the inner-shell electrons of a target atom, ejecting it from its shell. 

As an outer-shell electron fills in the vacant shell, X-rays are produced at characteristic frequencies. 

• The entire kinetic energy is converted into bremsstrahlung radiation as an electron directly hits the 

nucleus of an atom. 
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In relation to X-ray generation, it is useful to make the distinction between kVp (electric potential) and keV 

(energy). The units of kVp are typically used to describe a laboratory CT scanner. As an example, a 120 kVp CT 

indicates that the applied electric potential across the X-ray tube is 120 kV. In this case, the electrons that hit 

the target are characterized by 120 keV of energy and the highest energy photons that can be produced are 

120 keV [109]. The average photon energy of such a beam will be on the order of one third to one half of the 

accelerating potential. 

Once X-rays are produced, these can be used to interact with matter (i.e. specimen to be imaged). In the typical 

photon energy ‘E’ range of 20 keV to 140 keV, the fundamental interactions are: the photoelectric effect, the 

Compton effect and coherent (Rayleigh) scattering, respectively [109, 112, 113].  

The photoelectric effect portrays a state in which the X-ray photon energy is slightly higher than the binding 

energy of an electron; under such circumstances, the entire energy of an X-ray photon contributes to liberating 

an electron from a deep shell. The free electron released is typically called a ‘photoelectron’, and the photon 

ceases to exist. As the vacant inner-shell is filled by an outer-shell electron which is at a higher energy state, 

characteristic radiation results. The photoelectric effect produces a positive ion, as the affected atom lacks an 

electron to maintain its neutral charge [109].  

The Compton effect is the second way in which X-rays can interact with matter. In this type of interaction, the 

energy of the X-ray photon is much higher than the binding energy of an electron. As the incident X-ray photon 

hits an electron, it will be freed from the atom. This leads to the formation of a positive ion, a ‘recoil’ electron 

and a scattered photon, respectively. The angle at which the photon is scattered can vary from 0 to 180° 

[109 ,114]. 

The third and final type of interaction with matter is known as coherent or Rayleigh scattering. In this type of 

interaction, no kinetic energy conversion takes place and ionization does not occur, but an electromagnetic 

wave with an oscillating electric field sets the electrons in the atom into a momentary vibration. These 

oscillating electrons are responsible for emitting radiation of the same wavelength. As this is a cooperative 

phenomenon, it is called coherent scattering [109]. 

The type of interaction, and consequently the percentage of energy transferred from each type of interaction, 

is governed by the level of energy, in conjunction with the atomic number used.  At the energies available in 

this project, which are on the order of 20 keV, the percentage of energy transferred after interaction is mainly 

associated with the photoelectric effect, with the Compton effect assuming a more predominant role at 

significantly higher energies [109]. The probability of the photoelectric effect is approximately inversely 

proportional to the cube of the photon energy and proportional to the cube of the atomic number of the 

interacting atoms [109, 115]. Thus, for a given energy, small differences in composition of a material produce 
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large differences in the probabilities of the photoelectric effects, causing dissimilar absorption rates, and in 

turn, enabling greater contrast [109]. 

The overall effect of the aforementioned interactions is that some of the X-ray photons are scattered or 

absorbed upon passing through a specimen. Thus, the output is given by an attenuated intensity, which is 

recorded by the detector [109, 112, 113, 116]. For a monochromatic (monoenergetic) incident X-ray beam 

and homogenous (uniform density) material of atomic number ‘Z’, the attenuation can be expressed through 

the following exponential relationship (Beer-Lambert law [117]): 

𝐼 = 𝐼0𝑒
−𝜇𝑥  

Equation 2-5 

or 

𝜇 =
1

𝑥
𝑙𝑛
𝐼0
𝐼

 

Equation 2-6 

 

where ‘I0’ and ‘I’ indicate the incident and the emerging X-ray intensity, respectively, ‘µ’ is the linear 

attenuation coefficient of the material and ‘x’ is the thickness of the material. The attenuation coefficient is 

the sum of the individual attenuation coefficients of the photoelectric, Compton and coherent scattering 

interactions [109], with the photoelectric effect being dominant here as earlier mentioned. For this particular 

case, the attenuation coefficient for a specific point (X, Y, Z) within the material, is given by [91]. 

𝜇(𝑋, 𝑌, 𝑍) = 𝐾𝜌
𝑍4

𝐸3
 

Equation 2-7 

subsequently 

𝜇(𝑋, 𝑌, 𝑍) ∝
𝑍4

𝐸3
 

Equation 2-8 

 

where ‘K’ is a constant and ‘ρ’ is the density. 
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2.3.2 Principles of operation 

The operation principle of X-ray CT relies on the ability to record the attenuation profiles of X-ray photons as 

part of their interaction with matter. As shown in Figure 2-26, a specimen is typically placed on a rotation 

stage, and a number of attenuation measurements are conducted in a non-invasive manner for different 

angular positions, to obtain a series of 2D projections images (radiographs) [116]. 

 

Figure 2-26 – Schematic illustration of the X-ray CT acquisition and reconstruction process [116]. 

 

Acquisition is typically performed over a rotation of 180° for tomographic systems which are characterized by 

monochromatic and parallel beams (i.e. synchrotron X-ray sources), while a rotation 360° is utilized for 

conventional laboratory systems which employ polychromatic and conical beams (thereby achieving full 

angular coverage at all positions in the object) [118]. As such, the intensity of the emerging X-ray beam is 

recorded for a finite number of angular increments, given by the ratio of the rotation to the number of 

projections used [119]. Modern 2D X-ray detectors, such as the ones employed here, typically have a size of 

∼2000 × ∼2000 pixels [112], noting that in order to realize most of the advantages of the CT methods used, 

imaging is limited to relatively small specimens (less than ∼2 mm in cross-section). Finally, the projections are 

effectively combined as they undergo a variety of possible reconstruction methods (frequently a Filtered Back 

Projection or ‘FBP’ algorithm) to form a three-dimensional volume which is displayed and stored [116]. 

2.3.3 Micro-focus Computed Tomography 

Micro-focus Computed Tomography relies on an X-ray tube to supply the necessary illumination to perform 

scans. Even though the size and appearance of the X-ray tube have changed considerably since its creation by 

Röntgen in 1895, the principles of X-ray generation remain fundamentally the same [109]. As illustrated in 

Figure 2-27, the main constituents of an X-ray tube are the anode and the cathode. Electrons are supplied 

through the cathode, while the anode acts as the target [109, 112]. 



Chapter 2 

70 

 

Figure 2-27 – Schematic illustration of an X-ray (cathode) tube and its main constituents [120]. 

 

In micro-focus tubes, X-ray radiation is produced when a target is bombarded by high-speed micrometre-sized 

‘spot’ of electrons (hence the name) generated at the cathode (see Section 2.3.1) through a process known 

as ‘thermionic emission’, but then focused and aligned via a variety of electromagnetic lenses [111, 112]. The 

energy (or wavelength) of the generated X-ray beam, which in turn yields the penetrating power of the 

photons, is controlled by the electric potential difference applied between the cathode and the anode. In 

contrast, the intensity (i.e. flux or the number of X-ray quanta) of the X-ray spectrum is controlled primarily by 

the anode current [111, 112]. The quantum efficiency of the conversion from kinetic energy into X-ray 

radiation is very low, on the order of ∼1 %. As such, the remaining of ∼99 % of the kinetic energy is transferred 

locally to the lattice, heating up the anode, and thus, requiring extensive cooling solutions [111, 112].  

To minimize geometric unsharpness, radiation is originated from as small a notional point-source or ‘focal 

spot’ as possible [111-113, 116, 121]. Nevertheless, as the source size is increased, the X-rays can take different 

paths from the origin to the detector, hence reducing the definition of small intricate geometries such as 

notches. As such, the focal spot size impacts the spatial resolution [116, 121]. Two types of targets may be 

identified as in Figure 2-28: (a) reflection, and (b) transmission target [122]. For achieving superior spatial 

resolutions, an X-ray tube equipped with a transmission target is generally preferred, due to the intrinsic 

thinner target which is capable of generating a smaller ‘focal spot’ [123]. 

 

 

 

 

 

 

 



Chapter 2 

71 

 

Figure 2-28 – Schematic illustration of the target system of an X-ray tube: (a) reflection, (b) transmission [122]. 

 

With respect to the data acquisition, three configurations are distinguishable as shown in Figure 2-29: (a) 

planar fan beam, (b) cone beam, and (c) parallel beam configuration [124]. 

In a planar fan beam configuration, the X-ray flux is collimated, and a linear detector array is employed. 

Collimation is employed to reduce the impact of X-ray scattering which can lead to spurious rays reaching the 

detector from different spots, and not along the source-detector pathway. Linear detector arrays are 

commonly more efficient that than planar ones but have the limitation that data can be acquired only for one 

slice at a time [124]. 

In the cone beam arrangement, the linear detector array is replaced with a planar detector and the beam is 

no longer collimated (i.e. beam is fully divergent). The one-slice acquisition limitation no longer exists and data 

for an entire specimen can be acquired during a single rotation. However, the cone beam setup is subjected 

to some blurring as well as distortion, the further one deviates from the central plane corresponding to a single 

slice-acquisition. In addition, considerable artefacts due the beam scattering may be expected if high energy 

sources are used. Nonetheless, the advantage of improved rate of data procurement is considerable, as well 

as the benefit, that as more acquisition time can be spent at each angular position, image noise can potentially 

be reduced [124]. 

Finally, the parallel (or more specifically, near parallel) beam configuration is typically reserved for laboratory 

systems that use microscope optics in conjunction with a micro-focus source (e.g. Zeiss Xradia Versa range 

[125]). In this case, no (or minimal) distortion is present in the volumetric data acquired. However, if there is 

no geometrical magnification, the object size is limited by the size of the beam itself and high-resolution must 

(a) (b) 
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be achieved at the detector itself. Thus, careful selection of the beam must be made according to the specimen 

dimensions; and as such the versatility of the setup in some senses is lower [124]. 

 

Figure 2-29 – Schematic illustration of the different data acquisition configurations and radiation flux geometries: (a) 
planar fan beam, (b) cone beam, (c) parallel beam [124]. 

 

2.3.4 Synchrotron Radiation Computed Tomography 

Synchrotron radiation is produced by ultra-relativistic electrons, which are subjected to a change in direction 

by a magnetic field. The electrons respond by emitting short pulses of electromagnetic radiation, also known 

as ‘synchrotron light’ [116, 126, 127]. Such an ultra-low emittance source, as shown in Figure 2-30, can be 

found for instance at the European Synchrotron Radiation Facility (ESRF) in Grenoble, France. 

(a) 

(b) 

(c) 
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Figure 2-30 – Overview of a synchrotron facility (courtesy of ESRF [128]). 

 

As noted in [128], the main components of the ESRF are as follows (although, the same general equipment is 

applicable for other synchrotron radiation facilities): 

I. Linear accelerator 

The linear accelerator (or ‘Linac’) is effectively an electron gun that generates electrons similar to a 

cathode tube. The electron stream is then accelerated through a small orifice and assisted by a high 

potential difference (200 MeV), is injected into the booster ring. 

II. Booster ring 

The booster ring takes the electrons generated by the Linac and accelerates them further, gaining a 

little more energy with every lap travelled. This is achieved via magnetic fields that are constantly 

adapted to the corresponding energy of the electrons. Once the electrons reach their final energy 6 

billion electronvolts (6 GeV), they are injected into the storage ring. At ESRF, the booster ring structure 

measures 300 metres in circumference. 

III. Storage ring 

The storage ring is a very low pressure (∼10-9 mbar) operated tube in which the electrons circulate 

close to the speed of light. As the electrons travel round, they pass through a series of magnets, and 

in the process produce X-ray radiation (or ‘synchrotron light’). At ESRF, the storage ring structure 
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measures 844 m metres in circumference and it is comprised of 32 straight and 32 curved sections in 

alternating order. In turn, each curved section contains two large bending magnets, while each straight 

section houses several focusing magnets and insertion devices, respectively (Figure 2-31). 

 

Figure 2-31 – Main components of a storage ring [128]. 

 

IV. Bending magnets 

As the name suggests, the main function of bending magnets is to ‘bend’ the electrons in an orbital 

track. As the electrons are bent from their straight path, X-ray radiation is emitted tangentially to the 

plane of the electron beam (Figure 2-32). The subsequent synchrotron light covers a wide range of 

energies, from microwaves to hard X-rays and is less focused and bright when compared to the 

radiation emitted from the insertion devices. 

 

Figure 2-32 – Schematic illustration of a bending magnet [128]. 
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V. Insertion devices 

Insertion devices (IDs) are a complex array of small magnets that force electrons into an undulating, 

or wavy trajectory (Figure 2-33). These are inserted into a straight section of the storage ring (hence 

the term ‘insertion device’). Radiation emitted at each consecutive bend is overlaid and interferes with 

that from other bends, generating a much more brilliant beam when compared to that generated by 

a bending magnet. 

 

Figure 2-33 – Insertion device and it’s schematic illustration [128]. 

 

VI. Beamlines 

Radiation emitted by the deflected electrons paths are directed toward ‘beamlines’, which are 

situated tangentially around the storage ring. As each beamline has its own insertion device, bending 

magnets, and an array of X-ray optics (monochromators, collimators, mirrors etc.), the properties of 

the beam can be tuned to fit the needs of a particular research experiment. 

2.3.5 Advantages of Synchrotron Radiation Computed Tomography 

The use of a conventional or synchrotron radiation source has a considerable practical impact on the imaging 

results (signal- and contrast-to-noise ratio, spatial resolution, artefacts) and acquisition time (temporal 

resolution), respectively. This is primarily due to the nature of the beam, which is polychromatic and divergent 

for laboratory CT scanners (see Section 2.3.3), while synchrotron light is several orders of magnitude brighter, 

monochromatic, coherent and parallel. Taken together, the advantages of Synchrotron Radiation Computed 

Tomography are [71, 91, 116, 124, 126, 129-131]: 
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• High signal-to-noise ratio due to available flux. In turn, this results in a superior spatial resolution at 

equivalent voxel sizes, which allows finer microstructural details to be distinguished.  

• Absence of beam hardening artefacts, which is preferable for studying low contrast materials (such as 

carbon-fibre reinforced polymers). 

• High phase-contrast and contrast-to-noise ratio, respectively. This results in improved edge detection, 

which permits smaller microstructural discontinuities to be resolved (e.g. matrix cracks connecting 

cluster of fibre breaks and nucleation of very fine cracks generated by individual fibre fractures in 

carbon/epoxy specimens), while at the same time minimizing the measurement uncertainty of the 

DVC. 

• Inherently fast acquisition times (now on the order of ≥ ∼1 tomograph per second cf. hours on 

laboratory systems), which is of fundamental value for in situ experiments, in order to minimize hold-

at-load and movement artefacts. However, SRCT X-rays are typically lower in energy than what may 

be achieved in micro-focus CT machines, which in turn can present difficulties when imaging 

specimens with high atomic numbers. 

 

It is worth noting that the latest laboratory CT systems, as the ones used in this project, have reduced the gap 

to synchrotron sources. For example, the Zeiss Xradia Versa range [125], employs a microscope objective 

turret, that combined with geometric magnification can deliver true sub-micrometre spatial resolutions while 

still enabling some degree of phase contrast [132]. Nonetheless, the increased predisposition to noise and 

long acquisition times remain a fundamental characteristic of laboratory CT systems compared to synchrotron 

facilities. 

2.3.6 Artefacts 

Artefacts are imaging errors associated with discrepancies between the reconstructed greyscale intensities in 

an image, and the ‘true’ attenuation coefficients of a specimen. Artefacts may stem from spatial sampling 

technologies and detector array arrangements, defective detector elements (i.e. pixels), and/or simplifications 

of the reconstruction method used (typically, FBP assumes a monochromatic incident X-ray beam with a 

continuous projection signal). As artefacts contain nearly all aspects of nonideal images, the discussion is 

limited here to the most common imaging errors [91, 112, 129, 133, 134]: 

I. Beam hardening 

Beam hardening is a phenomenon associated with the use of polychromatic radiation. This occurs due 

to the fact the average photon energy of the incident X-ray beam increases along its path (i.e. with 
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increasing material thickness), as the lower energy photons are absorbed at a significantly higher rate 

compared to the more energetic counterparts (photoelectric effect). As a result, the beam becomes 

proportionately richer in high-energy photons (i.e. ‘harder’, with more penetrating power); hence the 

term ‘beam hardening’. In conjunction with beam scattering, this leads to streaking and shading 

artefacts, as well as cupping in the reconstructed slices of a uniformly dense object, that is, a radial 

gradient in attenuation: low values at the interior centre and high values at the periphery. As noted in 

Section 2.3.5, beam hardening is not common in SRCT, where monochromatic radiation is used. 

II. Metal artefacts 

Highly attenuating metal inclusions may cause under-range values to be registered by the acquisition 

electronics. In turn, this leads to photon starvation, with the reconstructed slices being dominated by 

high intensity streak patterns. Given that the probability of the photoelectric effect is approximately 

proportional to the cube of the atomic number of the interacting atom (see Section 2.3.1), the 

presence of heavy metal inclusions also promotes excessive beam hardening. 

III. Ring artefacts 

Rings artefacts are identifiable as concentric dark or bight rings around the centre of rotation (i.e. 

rotation axis) of the reconstructed volumes. These occur due to electronic defects, that is, the failure 

or miscalibration of an individual detector element or corresponding processing channel. Therefore, 

during image acquisition, the erroneous greyscale information associated with a malfunctioning 

detector element causes the development of rings. 

IV. Motion artefacts 

Changes in the morphology of an object to be imaged (e.g. due to loading), misalignment of the mid-

axis of the specimen relative to the centre of rotation of the stage, and temporal variations of the 

attenuation coefficients, produces reconstructions with fluctuating data biases (i.e. data acquired 

during rotation is inconsistent). Typically, this is visible as blurring in the reconstructed slices. As 

motion artefacts are minimized considerably by decreasing the acquisition time, they are not so 

frequently encountered in synchrotron-based experiments (see Section 2.3.5). 

V. Scattering artefacts 

Scattering artefacts are common in conventional X-ray sources, particularly for cone beam 

configurations (see Section 2.3.3). Excluding geometric unsharpness, these are generated by spurious 

rays not traveling along the source-detector pathway due to the Compton effect. This implies that not 

all of the radiation that reaches the detector is comprised of primary photons (i.e. generated by the 
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photoelectric effect) – notwithstanding, that at the energies used in this project, the photoelectric 

effect remains dominant (see Section 2.3.1). The random deflection angle of the scattered photons 

yields an intensity distribution at the detector described by a low frequency background signal. When 

this is merged with the primary photon attenuation, the superimposed signal results in a projection 

with a diminished contrast. Overall, low frequency scatter signal provides little information with 

respect to the specimen imaged, however, it promotes projection noise. As such, scattering artefacts 

causes a reduction in the signal- and contrast-to-noise ratio. 

 

It is worth stating that some artefacts (e.g. ring artefacts) can be corrected using various post-processing tools, 

others mitigated during the experimental campaign (e.g. motion artefacts), while some are inherent to the 

imaging hardware used (e.g. beam hardening). 
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2.4 Digital Volume Correlation 

2.4.1 Bulk deformation and strain measurement methods 

Characterizing volumetric deformation and damage is a challenging task. In conjunction with non-destructive, 

non-invasive imaging methods, Digital Volume Correlation is one of the few tools currently in existence 

capable of quantifying the internal/bulk microstructural responses of a material between different load states, 

by extracting relevant parameters (e.g. local displacements and strains) [135]. High-resolution Micro-focus 

Computed Tomography (µCT) remains the primary image modality used to capture the underlying volume 

images required for DVC [131, 136-145], although not unique [131]. For example, Confocal Microscopy (CM) 

[146, 147], Magnetic Resonance Imaging (MRI) [148, 149] and Optical Coherence Tomography (OCT) [150] 

techniques have also been paired with DVC – notwithstanding that OCT requires semi-transparent, light 

scattering materials, and is an alternative imaging approach to fluorescence microscopy. As a result, for 

opaque materials, such as carbon-fibre reinforced polymers, X-ray CT is preferred. While both µCT and SRCT 

can deliver usable sub-micrometre voxel resolution levels, superior scans are commonly achieved through 

SRCT. Furthermore, as noted in Section 2.3.5, µCT is characterised by significantly longer scanning times on 

the order of hours, as opposed to seconds for SRCT [91], particularly at sub-micrometre resolutions. This may 

be expected to promote hold-at-load artefacts near composite failure, whereby the viscoelastic response of 

the polymer matrix may result in time-dependent strain variation and subsequent failure of UD composites 

[151-154]. 

Small-angle X-ray scattering (SAXS) and wide-angle X-ray diffraction (WAXD) using brilliant synchrotron 

radiation sources are two effective alternatives to DVC for investigating bulk structure changes of materials 

during deformation. Sugimoto et al. [155] performed in situ SAXS and WAXD measurements during axial 

compression tests of composite strands of PAN-based carbon-fibres and investigated the changes in the 

microvoid and crystallite structure, respectively. They have shown that the longitudinal length of microvoids, 

the orientation parameter of the carbon layer stacks and the orientation parameter of the microvoids 

decreased approximately linearly with increasing axial compression stress on to the fibre. Loidl et al. [156] 

conducted in situ WAXD during tensile tests of single carbon-fibres (both PAN and pitch) and determined the 

Young and shear modulus, respectively, of the carbon layer stacks. They have shown that the moduli varied 

between the different fibre types (i.e. processing), depending on the initial orientation of the respective 

carbon layer stacks. Kobayashi et al. [157] performed in situ WAXD during tensile tests of PAN-based carbon-

fibre specimens with a different Young bulk modulus, and determined the corresponding ‘apparent’ modulus 

of the carbon layer stacks (i.e. crystallites). The crystallite modulus was reported to be different for specimens 

with a different bulk modulus, suggesting that the stress distribution in the carbon-fibres is not homogenously 
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distributed between the crystalline and amorphous regions, thereby giving rise to stress concentrations, and 

triggering fibre fracture. 

Other bulk deformation and strain measurement methods involve the use of optical fibres. Sánchez et al. [158] 

embedded a single optical fibre sensor in a carbon-fibre/epoxy-based panel to measure the development of 

residual strain through in situ and in real-time monitoring of the manufacturing process, from the resin 

infusion to the curing cycle. This was placed from the top to the bottom layers, resulting in multi-layer 

configuration with a continuous measurement. They have shown that it was possible to track the strain 

induced along the composite panel throughout the curing and cooling stages, giving information about the 

distribution of the resin, its physical changes and the thermal effects this had within the composite ply. 

Munzke et al. [159] distributed a series of optical sensors, which were wrapped during the hoop and helical 

winding of a hybrid type IV composite pressure vessel, resulting in a multi-layer configuration with multiple 

measurement channels. Strain sensing was performed across the helical and hoop layers for a total number 

of 252,000 load cycles until vessel burst. They have shown that fatigue could be monitored and spatially 

localized (e.g. strain evolution was more significant in the dome with the connection port), with critical 

material changes observed at 17,000 cycles before failure. Strain sensing was accompanied by acoustic 

emission analysis, which was useful to detect predominantly fast damage processes such as fibre breaks 

and/or matrix cracks. 

One limitation of the techniques described above is the difficulty in superimposing the strain onto the 

underlying bulk microstructure, as often there is no direct visualization at a volumetric level. DVC is, therefore, 

the only tool that offers the possibility of full-field strain investigations directly overlaid with the internal 

microstructure of an opaque material (i.e. deep structure) under load. The underlying prerequisite for DVC is 

that volume images ideally contain a stochastic, isotropic contrast pattern for reliable tracking of unique 

regions in all directions [7]. The contrast pattern deforms together with the specimen, acting as a carrier of 

deformation information [160], and may be given by an array of naturally occurring inclusions (e.g. Al-Si alloys 

[131]), the material texture (e.g. polyurethane foam [139], bone [141], citrus fruits [144]), or by artificially 

introduced features (e.g. Cu particles [138], ZrSiO4-bearing ceramic spheres [145]). This is a fundamental 

difference from the two-dimensional DIC technique, in which such a pattern, with adjustable homogeneity 

and contrast, can be readily applied on the surface of a specimen (e.g. through the application of black/white 

paint), resulting in what is commonly known as a ‘speckle pattern’ [160]. Undoubtedly, this may be a 

considerable challenge, as in order to apply DVC to materials lacking a suitable microstructure, it is necessary 

to enhance the available bulk contrast by modifying the internal architecture of the material, whilst preserving 

the mechanical behaviour of the particle-free counterpart; a notable example being unidirectional carbon-

fibre reinforced polymer composites as used in this project.  
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In addition, the noise and sensitivity of the DVC measurements are affected by a series of factors, such as the 

imaging hardware used (e.g. µCT or SRCT) and the nature of the material/specimen under investigation [140, 

142]. Likewise, DVC is affected by the processing parameters used (i.e. sub-set size, overlap percentage etc., 

see below), and exhibits spatial resolution limitations, meaning that accurate measurements are not trivial at 

the smallest possible scale [161]. This implies that the apparent local displacement and/or strain fields cannot 

always be directly correlated with the ‘true’ response of the microstructure. However, these spatial resolution 

limitations have been somewhat resolved, given the significant steps forward achieved in recent years, by the 

use of X-ray CT combined with in situ loading to identify detailed sequences of damage accumulation down to 

fibre-level, in 3D, within the bulk of real engineering materials under load [2, 3, 60, 71, 72, 104]. As such, given 

the direct visualization capabilities, it is valuable to consider the coupling of state-of-the-art CT imaging 

methods with Digital Volume Correlation for a strain-based quantification of the local deformation 

surrounding fibre break sites in representative CFRPs subjected to a continuously applied load. 

2.4.2 Technique description 

Digital Volume Correlation is essentially an extension of the white-light illumination, two-dimensional DIC 

technique [160]. DVC was developed for volumetric measurements, and initially demonstrated by Bay et al. 

[162] as a means to estimate the effective continuum (level) strain tensor in trabecular bone subjected to axial 

compression. The global spatial domain is composed of a number of voxels (rather than area pixels) rendered 

for visual display, that in reality is a 3D digital array of discrete greyscale intensity levels (Figure 2-34). In the 

context of X-ray Computed Tomography, these values represent the radiation interaction (attenuation) 

averaged over a voxel. 

 

Figure 2-34 – Image matrix showing the in-plane domain (pixels) and volumetric domain (voxels) [163]. 
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The DVC process (Figure 2-35) essentially starts with the selection of a region of interest, comprising a number 

of voxels, over which displacements are expected to be computed. It is critical that the same region exists in 

both of the undeformed and deformed volumes. Next, the initial region of interest is divided into sub-sets 

(typically cubic in shape), followed by the correlation of each individual sub-set. Analogous to DIC, the sub-

sets are sized proportionally to the scale of the contrast pattern available, i.e. a microscale contrast pattern 

allows for smaller sub-sets to be used, while a macroscale contrast pattern typically requires coarser sub-sets. 

The deformed dataset is then systematically searched for these corresponding sub-sets, allowing the local 3D 

shift (displacement) vector to be estimated between the centroids of the initial undeformed (reference) and 

deformed (target) sub-sets [7]. Finally, 3D strain field estimation may be carried out through a centred finite 

difference scheme to determine the numerical derivatives of the vector field [140, 139, 164, 165]. 

 

Figure 2-35 – Schematic diagram of the DVC process. For a given measurement point ‘p’, the displacement is given by 
the vector ‘t’, which connects the centroids of the reference sub-set ‘k0’ and deformed sub-set ‘k’, respectively [7]. 

 

Mathematically, the degree of matching may be quantified with the correlation coefficient ‘C’, which is 

maximal for an optimized conservation of the grey-levels between a reference and deformed sub-set [140, 

164, 166, 167]. In the simplest one-dimensional (1D) form, this may for example be given by the following 

cross-correlation function [166]: 
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𝐶𝑖 = ∑ 𝐴(𝑖)𝐵(𝑖 + 𝑑𝑥)

𝑥0+𝑁−1

𝑖=𝑥0

 

Equation 2-9 

 

where ‘A(i)’ is the is the grey-level intensity of a voxel at position ‘i’ in a reference sub-set ‘A’, ‘B(i+dx)’ is the 

intensity of a voxel at the shifted position ‘(i+dx)’ in a deformed sub-set ‘B’, ‘dx’ is the current shift and ‘N’ is 

the window size or number of overlaps. By varying the shift ‘dx’ over a certain range, as shown in Figure 2-36, 

a symmetrical correlation peak is obtained. The optimized match is obtained when the shift ‘dx’ provides a 

maximal value of this objective function [166]. 

Real images are prone to experiencing grey-level intensity fluctuations between deformation states. To 

account for such imaging inconsistencies, most cross-correlation algorithms utilize a normalized form of the 

correlation function [140, 164, 166-168]. In this normalized form, the correlation peak associated with a 

hypothetical perfect match will return a height of 1.0 [166]: 

 

𝐶𝑛𝑜𝑟𝑚(𝑖) =
∑ (𝐴(𝑖) − 〈𝐴〉)(𝐵(𝑖 + 𝑑𝑥) − 〈𝐵〉)
𝑥0+𝑁−1
𝑖=𝑥0

√∑ (𝐴(𝑖) − 〈𝐴〉)2
𝑥0+𝑁−1
𝑖=𝑥0

√∑ (𝐵(𝑖 + 𝑑𝑥) − 〈𝐵〉)2
𝑥0+𝑁−1
𝑖=𝑥0

 

Equation 2-10 

 

where 

〈𝐴〉 =∑
𝐴(𝑖)

𝑁
𝑖

 

and 

〈𝐵〉 =∑
𝐵(𝑖 + 𝑑𝑥)

𝑁
𝑖

 

 

The simple 1D example can be expanded for two, or three dimensions. In case of 2D images, the correlation 

implies a range of shifts ‘dx’ and ‘dy’, while for 3D datasets, ‘dz’ is also accounted for [166]. 
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Figure 2-36 – An example of a simple 1D cross-correlation. The reference pattern ‘A’ is shifted through the space of the 
displaced pattern ‘B’ by integer increments of ‘dx’. For each shift ‘dx’ the product of the height of pairs of overlapping 

bars from A and B is calculated, and the sum of these products returns the corresponding correlation coefficient (right-
hand side of the figure). The correlation coefficient reaches its maximum at ‘dx = 6’, when the patterns exhibits an 

optimized match. Increasing the shift ‘dx’ even further causes the correlation coefficient to decrease. As a result, the 
best match is given by the maximum of the correlation peak [166]. 

 

From an implementation perspective, the recognition of matching sub-sets between the deformation states 

may be performed either via a Fast Fourier Transform (FFT) implementation, referred to as ‘FFT’, or via a multi-

step strategy, whereby a global pre-shift is computed through the ‘FFT’ approach, followed by Direct 

Correlation – ‘DC’ [141, 166]. While both algorithms use a normalized form of the cross-correlation function 

and support a multi-pass approach for a successive refinement of the vector field [140, 141, 164, 166], the key 

difference between ‘FFT’ and ‘DC’ lies in the use of a Fourier space for the calculation in the former, rather 

than a direct coupling for the latter (i.e. it directly sums the products of voxel grey-level intensities of the initial 

and deformed sub-sets to form a 3D correlation map) [141]. Furthermore, ‘FFT’ is characterized by inherently 

faster processing times [141], and always returns the full correlation map for all possible shifts within the 

constraints of the volume analysed [166]. Hence, it is ideally suited to be used as an initial step to find large 
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shifts, such as those caused by rigid body displacements. In contrast, the computational cost of ‘DC’ scales 

with the size of the correlation map (i.e. the cube of the peak search radius). As the search radius must be 

large enough to encompass the local displacement, this may involve extended processing times for large 

deformation gradients [166].  

To fulfil the correlation objective, the sub-sets may be considered to undergo deformation. This is 

characterised by a transformation, which is also known as a shape function. Typically, translation is the primary 

transformation of interest, as this provides the initial estimate of the displacement vector (e.g. as illustrated 

in Figure 2-36). Other transformations such as normal strain, shear strain and rotation may be invoked to 

improve the degree of matching, when the associated modes are significant over a sub-set. Each of the 

transformations adds degrees of freedom (DOFs) to the system, and the advantage of using a linear (affine) 

transformation for example, is that of managing computational cost by allowing the selection/deselection 

from the correlation process [7]. In this regard, Smith et al. [168] have shown that when non-translational 

deformations were present within the volumetric region of interest, such as rigid body rotations (15° of 

uniaxial rotation), mean displacement errors during correlation were relatively high if only a translation-

capable shape function was implemented (3.328 voxels or 116.47 µm), compared to allowing linear 

transformations with higher DOFs (0.0057 voxels or 0.20 µm); which included both translation and rotation, 

respectively. 

The commercial DaVis v10 code [166], for example, employs for both ‘FFT’ and ‘DC’ an equivalent of a piece-

wise linear shape function for the reference-deformed mapping. However, a trilinear interpolation is used in 

‘FFT’, and a third-order spline interpolation in ‘DC’, to compute the greyscale intensities of each displayed 

voxel at non-integer positions (i.e. sub-voxel measurements) [140, 141, 164]. Palanca et al. [141] have shown 

that measurement uncertainties both in terms of displacement and strain were up to several orders of 

magnitude higher for ‘FFT’ than for ‘DC’, depending on the sub-set size and material used (cortical or 

trabecular bone). As it is expected that a linear interpolator will not represent sub-voxel measurement as well 

as its spline counterpart, the majority of the DVC analyses performed in this project rely on the ‘DC’ algorithm, 

which benefits from the superior interpolator. 

2.4.3 Effect of sub-set size 

One of the key parameters that affect the DVC output measurements is the size of the sub-set. The sub-set 

must be large enough to ensure that during the correlation process it encompasses a sufficiently unique 

contrast pattern, that can be distinguished from other sub-sets to avoid a case of false correlation [169]. 

As extensively reported in the literature by Wang et al. [131], Liu et al. [136], Gillard et al. [140], Palanca et al. 

[142] and Borstnar et al. [167], the use of smaller sub-sets produces higher displacement measurement errors, 
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which in turn are responsible for lower strain resolutions. An excessively large sub-set on the other hand will 

compromise spatial resolution [170], as the underlying deformation will not be captured (i.e. the sub-set size 

effectively smooths or filter the underlying strain patterns). The latter occurs because the final displacement 

of the sub-set is calculated by the average displacement of all the voxels contained within [167]. As a result, 

an optimal sub-set size may be identifiable, above which no further significant improvements are made. 

2.4.4 Effect of sub-set overlap 

One possible approach to resolve the spatial sampling issues arising from finite sub-set sizes is the use of 

overlapping. Instead of placing neighbouring sub-sets directly next to each other, they may be positioned at a 

distance ‘d’ away from the centroid of the first sub-set, where ‘d’ is smaller than the edge length ‘L’ of the sub-

set in voxel. As shown in Figure 2-37, the sub-sets are now overlapped, with the spacing between the sub-sets 

given by ‘d’, which is also known as the step size. The overlapping percentage ‘P’ is given by [166]: 

𝑃 =
𝐿 − 𝑑

𝐿
× 100 

Equation 2-11 

 

Overlapping provides the opportunity to increase the spatial density of the grid, and implicit that of the vector 

field, without reducing the actual size of the sub-set. Nevertheless, it must be highlighted that as the sub-set 

size remains unchanged, displacements are still averaged over the same region of space [166]. 

 

Figure 2-37 – Schematic illustration showing different sub-set overlapping percentages. Spatial density of sub-sets is 
increased, without reducing the actual size [166]. 
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2.4.5 Previous uses of Digital Volume Correlation on fibre-reinforced polymers 

Literature on the DVC technique applied to fibre-reinforced materials is relatively sparse, however, several 

studies may be identified to be relevant. Brault et al. [138] investigated transverse shear effects in a ten-ply 

unidirectional CFRP subjected to a three-point bending test. A combination of in situ µCT and DVC were used. 

To generate individual features unique to a particular sub-set, which provided X-ray contrast/attenuation, they 

have introduced Cu particles (150 µm, 5 wt. %) within the epoxy matrix. The DVC was shown to give a good 

evaluation (uncertainty of 0.04 voxels, 52 µm voxel size) of the mechanical response of the composite 

specimen under bending load, highlighting the transverse shear effects, including the warping of the cross-

section. Tensile tests in the direction of the fibres were also conducted to analyse the response of the 

composite with and without particles. Results yielded a difference of only 1 % on the longitudinal modulus of 

the two configurations, concluding that the addition of particles did not have a major impact on the 

mechanical behaviour of the material. 

Borstnar et al. [167] presented the first use of DVC on particle-toughened CFRPs to map out the strain fields 

ahead of a Mode I delamination using in situ SRCT. They investigated the behaviour of a sixteen-ply 

unidirectional laminate, which included three different secondary-phase thermoplastic particles (∼13 % vol.). 

These were confined to a ∼30 μm interlayer at each ply interface. One system (Mat. ‘A’) was identified with 

5-20 μm irregularly shaped particles, while another (Mat. ‘B’) with a more regular geometry and a size between 

5 and 10 μm. The third system (Mat. ‘C’) was recognized as a hybrid, containing particles as featured in Mat. 

‘A’ as well as other particles which could not be resolved in the CT data. The particles were shown to respond 

to the applied load: particle debonding occurred ahead of the crack tip, followed by crack coalesce and the 

formation of bridging ligaments (i.e. bulk resin located between debonded particles or a mixture of resin and 

debonded particles) in the crack wake. In this regard, Mat. ‘A’ and Mat. ‘B’ were characterized by a more 

gradual increase in opening strain, compared to Mat. ‘C’. This was found to be consistent with the 

micromechanical observations, whereby Mat. ‘C’ failed in a different manner featuring both inter- and 

intralaminar failure. A clear distinction needs to be made, in that here the particles were present already in 

the material to improve the interlaminar toughness of the composite, while in [138], they fulfilled the role of 

a fiducial marker system only. While the underlying role of the particles is distinctly different (mechanical vs. 

imaging), for the DVC technique, the contribution of the particles is equivalent, improving sub-set trackability. 

As such, displacement measurements in [167] were only accurate within the interlayers, where the contrast 

pattern was unique to a specific sub-set. 

Lecomte-Grosbras et al. [171] investigated the free-edge effects in a glass-fibre reinforced polymer (GFRP) 

composite with a [15/-15]s stacking sequence, subjected to uniaxial tension. In situ DIC was combined with 

µCT-based DVC to measure the displacements upon loading/unloading at different scales, and to extract the 
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3D residual displacement field following the removal of the specimen from the loading rig. They have shown 

that at a mesoscopic scale (corresponding to a plane orthogonal to the ply direction), the displacement 

component along the loading axis exhibited sharp variations at the ply interfaces between the different 

orientations. At a macroscopic scale (corresponding to a plane parallel to the specimen length), steep 

displacement gradients were obtained close to the free surface of the sample. The residual displacement fields 

revealed displacement discontinuities at the interlaminar interfaces, which in turn were linked with initiation 

of delamination, as well as accumulation of irreversible strains near the delaminated interface. Microscopy 

was used to validate the DIC/DVC analysis, by means of which delamination microcracking was observed on 

the edges of the samples. It is also worth noting in a GFRP composite, the contrast between the glass-fibres 

and the epoxy matrix is superior, which allowed for reliable DVC measurements, albeit at a tow-level. In 

addition, for a given voxel and sub-set size, the effective resolution is improved (i.e. material is scaled up) due 

to the larger fibres, which are on the order of 20 µm (compared to ∼7 µm for carbon). 

Mendoza et al. [172] used Digital Volume Correlation as comparison (differentiating) tool, based on full-field 

displacement and strain measurements of woven composites under static conditions. In conjunction with µCT, 

they have shown that it was feasible to study the ‘metric’ (e.g. yarn displacements/deformations) and 

‘topological differences’ (e.g. weaving anomalies, such as the occurrence of missing/extra yarns), respectively, 

within the textile. The ‘metric differences’ focused on a pair of volumes, which corresponded to two preform 

specimens manufactured after a specific weaving pattern. These specimens only contained the woven yarns, 

i.e. the reinforcement phase of the composite, with neither of the specimens containing anomalies. However, 

being different samples, their yarn disposition was not strictly identical. The ‘topological differences’ relied on 

a second pair of volumes, which corresponded to two injected specimens manufactured with a different 

weaving pattern from the first pair. In contrast to the first pair, these specimens contained intentional weaving 

anomalies, such as missing yarns. The study, thereby, provided insight into the variability of the manufacturing 

processes, and served as a non-destructive testing technique, through which microstructural anomalies were 

identified. 

2.5 Summary and conclusions 

The failure of CFRP laminates in tension is recognized to encompass multiple interacting damage mechanisms, 

occurring over varying length-scales, whereby that the failure of fibres within 0° plies is regarded as a 

controlling final failure mechanism. Carbon-fibres are brittle in nature, and exhibit fibre strength stochasticity, 

which is typically presumed to follow a Weibull distribution. The accuracy of the parameters of a particular 

Weibull model are, however, noted to be strongly influenced by the testing methodology (e.g. the gauge 

length adopted, as well the number of specimens tested). In parallel with the fibre strength, the level of 
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adhesion between the matrix and fibres is reported to have a fundamental role in the load-bearing capacity 

of such composites. More specifically, the ineffective length of a broken fibre, and the associated stress 

concentrations in the neighbouring intact fibres, were reported to be distributed over greater distances for a 

poor interfacial adhesion. This may lead to the development of earlier and larger clusters of breaks, and 

subsequently promote premature failure. Ultimately, this implies that predicting the failure of a UD composite 

laminate loaded in tension is not a trivial task, leaving unanswered questions with regards to the actual 

mechanisms governing the final failure of representative specimens (i.e. with realistic fibre volume fractions, 

containing thousands of fibres embedded in the matrix material). 

Contemporary models (such as those summarized in [97]) have revealed that despite using the same input 

parameters, the estimate of failure strength and strain, as well as the behaviour of fibre breaks and clusters, 

can be distinctly different. A key element responsible for these discrepancies was the size of the affected gauge 

volume surrounding a fibre break, which in turn is given by the ineffective and overload length, respectively. 

Ultimately, this provides a specific indicator of the stress/strain transfer processes, that can then be compared 

against models developed by fellow researchers. However, to date, such detailed measurements in relation 

to fibre failure events are not available from the bulk of representative materials. 

In this context, and building on the latest SRCT work available in the literature, there is an interest in visualizing 

fibre breaks and clustering events at a sufficiently high level of detail to quantify/map the local load shedding 

phenomenon, whilst providing the acquisition speed to minimize hold-at-load artefacts and beam exposure, 

with sufficient throughput of load steps. Whilst determination of internal displacement/strain measurements 

via SRCT and DVC within deforming microstructures has become popular in recent years, the work of Borstnar 

et al. [167] has revealed significant uncertainties in analysing the fibres contained within the individual plies 

that make up a representative composite specimen. This is due to the cylindrical structure and smooth 

surfaces of the filaments which lack a well-defined, trackable contrast pattern along the fibre direction, leading 

to poor image correlation, and correspondingly inaccurate displacement estimates parallel to this axis [167]. 

However, as noted by Brault et al. [138], this intrinsic limitation for DVC can be resolved by doping the matrix 

with sparse populations of particles. These act as displacement trackers (i.e. fiducial markers) by providing the 

required X-ray contrast/attenuation. Nonetheless, it is acknowledged that the particle composition, size and 

concentration must be chosen such that macro- and micromechanical responses of the doped CFRP must be 

understood to confirm suitability as a model system for mechanistic investigations. 
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Chapter 3 Materials and methods 

This chapter contains a general overview of the materials and methods used throughout the course of the 

project. As this thesis follows a three-paper format, the materials and experimental procedures described here 

are less detailed than those in the results Chapters 4 to 6, whereby the specific procedure developments are 

highlighted. As such, this chapter aims to provide a road map to the reader, in order to avoid progressing 

through unnecessary repetition of similar details. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Chapter 3 

108 

3.1 Material development and manufacturing 

All materials were developed and manufactured by the author. As outlined below, drum winding was 

identified as the most flexible and accessible fabrication route for essentially unidirectional prepregs with 

continuous reinforcements, which is the incumbent makeup of aerospace laminates. This manufacturing 

technique allowed the introduction of sub-micrometre particles within the polymer matrix to achieve a 

sufficiently stochastic, isotropic array of fiducial markers which provided the required X-ray 

contrast/attenuation for DVC processing. 

Drum winding manufacturing processes at an industrial scale have the advantage of good representability; as 

large sheets of prepreg (meter size range) can be produced and cured, out of which a large number of samples 

can be cut. In contrast, open mold processes do not offer very good representability due to the manual labor 

involved which can easily alter the mechanical properties of from one cured material to another. Closed mold 

processes require the machining of the shaping dies to match the shape of the piece and are thus 

manufacturing processes reserved for complex geometries and sandwich structures. For manufacturing simple 

CFRP sheets, the close mold manufacturing route is not cost effective, although the major advantage would 

be that no particles are filtered during the resin transfer process, as it is essentially a closed system. 

Complications can arise however, for particles to uniformly flow in very tight and remote areas of the mold.    

For specific details with respect to the material development and manufacturing, the reader is referred to 

Section 4.2.1. From the experimental matrix, two recurring sets of materials are highlighted: a modified CFRP 

with barium titanate particles (400 nm, ∼1.44 vol. %) identified as ‘doped material’, and a standard production 

material without the application of any fiducial markers (‘undoped material’). The manufacturing process of 

the doped material is reiterated succinctly in Sections 5.2.1 and 6.2.1, with the only additional element being 

Figure 5-1 – which shows a schematic illustration of the prepreg manufacturing (drum winding) process. 

3.2 Specimen geometry and loading 

3.2.1 Microstructural analysis 

Unnotched specimens, representative of each material manufactured, were prepared for qualitative analysis 

of the different microstructures. To reduce the overall scanning time, multiple specimens were stacked 

together to form essentially longer ‘matchsticks’ for standard Micro-focus Computed Tomography scanning. 

For specific details with respect to the specimen geometry prepared for the microstructural analysis, the 

reader is referred to Section 4.2.2.1, while Section 4.2.3 describes the imaging hardware and settings used. 



Chapter 3 

109 

3.2.2 Double-edge notched tensile tests 

In conjunction with in situ Synchrotron Radiation Computed Tomography, double-edge notched specimens 

were prepared for two tensile studies: 

• Chapter 4 – to compare the micromechanical behaviour of the doped material alongside its undoped 

counterpart. 

• Chapter 6 – to perform mechanistically-consistent 3D strain measurements in relation to fibre failure 

events. 

 

Both studies benefited from identical specimen dimensions, which were loaded in situ using the same 

modified CT5000 single-actuator electromechanical rig (Deben Ltd., Woolpit, Suffolk, UK [1]) and equivalent 

displacement rates. For specific details with respect to the specimen geometry prepared for the double-edge 

notched tensile tests, the associated loading conditions and the dimensions of the reaction tube, the reader 

is referred to Section 4.2.2.2. These details are reiterated in Section 6.2.2 for the doped material, noting that 

the same particle-modified specimen was shared for the analyses in Chapters 4 and 6. 

3.2.3 Four-point bending test 

‘Matchsticks’ specimens were prepared in accordance with the D 7264/D 7264M – 07 test method [2] from 

the doped material for the four-point bending study outlined in Chapter 5. These were placed in a custom 

loading rig designed by the author and used in conjunction with ex situ Micro-focus Computed Tomography, 

i.e. with specimen scanning being performed under load, notwithstanding that the loading was performed 

outside the CT scanner. For specific details with respect to the specimen geometry prepared for the flexural 

test and associated loading conditions, the reader is referred to Section 5.2.2. 

3.3 Imaging methods 

3.3.1 Micro-focus Computed Tomography 

Micro-focus computed tomography (i.e. using laboratory X-ray facilities) was applied for two studies: 

• Chapter 4 – to perform a qualitative analysis of the different material microstructures manufactured. 

• Chapter 5 – to validate and demonstrate the effectiveness of Digital Volume Correlation in measuring 

local strains parallel to the fibre direction. 
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While the same imaging equipment was used to perform both studies, the main difference in the methodology 

is that conventional static scanning (i.e. no load applied) was used in Chapter 4, while Chapter 5 used ex situ 

scanning. For specific details with respect to imaging hardware and settings used for the different experiments 

(e.g. flux, energy, exposure, propagation distance, voxel size etc.), the reader is referred to Sections 4.2.3 and 

5.2.3. Figure 5-4 presents the experimental setup used in the context of the four-point bending test. 

3.3.2 Synchrotron Radiation Computed Tomography 

The methodology concerning the application of Synchrotron Radiation Computed Tomography is identical in 

Chapters 4 and 6. As outlined above, this imaging method was used in conjunction with double-edge notched 

specimens for in situ tensile testing. Figure 4-4 shows the experimental setup. For specific details with respect 

to imaging hardware and settings used, the reader is referred to Section 4.2.4. The details are reiterated in 

Section 6.2.3.  

3.4 Digital Volume Correlation 

Digital Volume Correlation was applied for two studies: 

• Chapter 5 – to validate and demonstrate the effectiveness of Digital Volume Correlation in measuring 

local strains parallel to the fibre direction. 

• Chapter 6 – to perform mechanistically-consistent 3D strain measurements in relation to fibre failure 

events. 

 

The methodology was identical, with the same algorithm being employed for both studies. Digital Volume 

Correlation was performed using the commercial DaVis v10 software with StrainMaster DVC package (LaVision 

GmbH, Göttingen, Germany [3]). Differences arise in the correlation settings/parameters used (e.g. size of sub-

sets, percentage of sub-set overlap etc.), as well as the physical size of the underlying volume images and 

acquisition methods used to obtain them; which in Chapter 5 are obtained via ex situ Micro-focus Computed 

Tomography, while in Chapter 6 are obtained via in situ Synchrotron Radiation Computing Tomography. A key 

aspect regarding DVC processing is the larger spatial filtering used, and implicit the lower spatial resolution 

achieved in Chapter 5, compared to Chapter 6. This strategy was desirable to balance the poorer signal-to-

noise available using conventional CT methods. 

For specific details with respect to the DVC implementation for the different studies, the reader is referred to 

Sections 5.2.4 and 6.2.4, noting that the two workflow diagrams (Figures 5-5 and 6-1) are complementary. 
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3.5 Image processing 

Excluding DVC analyses, significant image processing was performed in the context of Chapters 4 and 5. More 

specifically, Section 4.2.5 details the extraction of fibre break centroids in Fiji ImageJ [4], alongside the 

geometrical (distance-based) criterion used to define interacting breaks – required to compare the 

micromechanical behaviour of the doped material alongside its undoped counterpart. Section 5.2.5 details 

the steps taken in Fiji ImageJ, VGSTUDIO Max v2.1 (Volume Graphics GmbH, Heidelberg, Germany [5]), GOM 

Inspect 2018 (GOM GmbH, Braunschweig, Germany [6]) and SOLIDWORKS 2015 (Dassault Systèmes SE, Vélizy-

Villacoublay, France [7]) to evaluate the radius of curvature of the bent specimen – necessary to compute the 

analytical strain prediction, and validate/demonstrate the effectiveness of DVC in measuring local strains 

parallel to the fibre direction. 
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Chapter 4 A novel particle-filled Carbon-Fibre Reinforced 

 Polymer model composite tailored for the 

 application of Digital Volume Correlation and 

 Computed Tomography 

 

This chapter presents the development of novel Carbon-Fibre Reinforced Polymer laminates, tailored for the 

application of Digital Volume Correlation and Computed Tomography to experimental mechanics analyses of 

these materials. Analogous to surface-based Digital Image Correlation, DVC is a relatively novel volumetric 

method that utilizes CT data to quantify internal three-dimensional displacements and implicit strain fields. 

The highly anisotropic and somewhat regular/self-similar microstructures found in well-aligned unidirectional 

materials at high fibre volume fractions are intrinsically challenging for DVC, especially along the fibre direction 

at microstructural length-scales on the order of a few fibre diameters. To permit the application of DVC to 

displacement and/or strain measurements parallel to the fibre orientation, the matrix was doped with a sparse 

population of sub-micrometre particles to act as displacement trackers (i.e. fiducial markers). Barium titanate 

particles (400 nm, ∼1.44 vol. %) were found to offer the most favourable compromise between contrast in CT 

images and the ability to obtain a homogeneous distribution in 3D space with sufficient particle compactness 

for local DVC analyses. This property combination was selected following an extensive Micro-focus Computed 

Tomography-based qualitative assessment on a wide test matrix, that included 38 materials manufactured 

with a range of possible particle compositions, mean sizes and concentrations. By comparing the tensile 

behaviour of the particle-adapted material alongside its particle-free counterpart, it is demonstrated through 

the application of in situ Synchrotron Radiation Computed Tomography that the macro- and micromechanical 

responses of the newly developed CFRP are consistent with standard production materials indicating its 

suitability as a model system for mechanistic investigations. This chapter has been reprinted from Journal of 

Composite Materials, in press, 2020, E. Schöberl, C. Breite, S. Rosini, Y. Swolfs, M. N. Mavrogordato, I. Sinclair 

and S. M. Spearing, "A novel particle-filled carbon-fibre reinforced polymer model composite tailored for the 

application of digital volume correlation and computed tomography". 
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4.1 Introduction 

One of the many strategies for achieving a carbon neutral economy by the 2050s is the use of lightweight, 

adaptable materials, with high specific properties for transport applications. In this regard, Carbon-Fibre 

Reinforced Polymers outperform many monolithic materials, and are increasingly used in transport 

applications due to their desirable strength- and stiffness-to-weight characteristics. However, any material to 

be certified for use in high performance and safety critical structural applications, must be accompanied by a 

good understanding of its mechanical behaviour [1]. As such, knowledge of damage initiation and propagation 

in composites, and the transition from subcritical to critical damage is key to the design process, along with 

the development of improved materials [2, 3]. 

CFRPs are known to display complex failure modes, typically involving multiple interacting damage 

mechanisms, occurring over varying length-scales. For example, fibre breaks are highly localized forms of 

damage, and are limited to a few micrometers in scale. Delaminations on the other hand may occur over 

millimetre to metre scales, depending on the structure’s size and geometry [4]. In tension, the failure of fibres 

within 0° plies is regarded as a critical damage mechanism, with the strength of an axially loaded unidirectional 

composite being dominated by fibre strength [4-6]. Understanding the fibre fracture process, therefore, 

becomes essential for achieving a comprehensive interpretation of CFRP tensile failure, alongside the various 

other forms of composite sub-critical damage [7, 8]. 

A range of predictive models have been developed and adapted to simulate the processes that lead to ultimate 

failure in fibre fracture-dominated situations [4]. These commonly include the following concepts: 

• Fibre strength as a stochastic quantity [9]. This is typically presumed to follow a Weibull distribution 

[10]. 

• Stress (or strain) transfer mechanisms, or load shedding rules [11]. Around single fibre breaks, the 

surrounding matrix transfers load, primarily in shear, into adjacent fibres [9]. This stress transfer 

mechanism reintroduces stress into the broken fibre [12], while the break (i.e. crack) also triggers local 

stress concentrations in the nearby intact fibres [13, 14]. The stress (or strain) concentration factors, 

defined as the relative change in the average stress (or strain) over the cross-section of an adjacent 

fibre due to the presence of a fibre break, increases the probability of fracture in these intact fibres 

[1, 13, 15, 16]. 

• Evolution of fibre breaks with ongoing loading. Fibre breaks are initially spatially distributed and evolve 

into cluster of breaks. These clusters consist of multiple interacting fibre breaks, prior to the onset of 

unstable failure [1, 4, 5, 17-20]. 
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• The propagation of a ‘critical cluster’ in an unstable, self-sustaining manner. This is associated with 

the catastrophic failure of the composite [9, 13, 18, 20]. 

 

Acknowledging that damage in composite materials is a three-dimensional problem, and in the endeavour to 

validate these underpinning assumptions of fibre failure-based strength theories, recent years have seen a 

departure from ‘traditional’ damage assessment methods (e.g. optical microscopy and material sectioning 

[21], acoustic emission [2, 6, 21], scanning electron microscopy [22] etc.) in favour of X-ray Computed 

Tomography; with this non-invasive 3D imaging technique being further divided into Micro-focus Computed 

Tomography and Synchrotron Radiation Computed Tomography. While both acquisition methods can deliver 

usable micrometre and sub-micrometre voxel resolution levels, superior scans are commonly achieved 

through SRCT (the beam is brighter, monochromatic, coherent and parallel, thereby avoiding issues such as 

beam hardening and cone beam artefacts, and facilitating phase enhanced imaging [23]). Moreover, µCT is 

characterised by significantly longer scanning times, on the order of hours, as opposed to seconds for SRCT, 

especially at sub-micrometre resolutions [23]. Near composite failure this may be expected to promote hold-

at-load artefacts, whereby the viscoelastic response of the polymer matrix may result in time-dependent strain 

variation and subsequent failure of UD composites [6, 24-26]. 

The pairing of SRCT with in situ tensile loading has led to a paradigm shift in identifying detailed sequences of 

damage accumulation down to fibre-level, in 3D, within the bulk of real engineering materials under load [1, 

4, 19, 20, 27, 28]. As such, considerable progress was made in terms of model validation [29] by specifically 

studying the evolution of breaks with ongoing loading [1, 4, 19, 20]. Recently, developments have seen the 

use of uninterrupted scan strategies [19] (but at the expense of image quality), mainly aimed at capturing the 

critical nature of damage required to trigger final failure. Nevertheless, this remains a somewhat hypothetical 

concept, as even the latest SRCT instruments do not permit observations to be made at sufficiently high 

temporal resolution to capture the final state of damage in the last instant prior to failure [19]. 

Experimental studies involving the stress (or strain) transfer mechanisms associated with fibre fracture have 

received limited attention despite developments in CT methods. Therefore, direct experimental evidence to 

validate one of the underpinning assumptions of fibre failure-based strength theories remains primarily based 

on Raman spectroscopy studies [30-33]. These measurements are, however, limited to the surface of the 

material (as they require visible light transmission), and have been generally performed on model 

microcomposites with a sparse distribution of fibres, which may not exhibit fully-representative stress/strain 

states. 
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To bridge this gap in the literature the authors have considered the coupling of in situ SRCT with Digital Volume 

Correlation for a strain-based quantification of the local deformation surrounding fibre break sites in 

representative materials subjected to a continuously applied load [8]. An extension of the two-dimensional 

Digital Image Correlation technique [34], DVC was developed for volumetric measurements, and initially 

demonstrated as a means to estimate the effective continuum strain tensor in trabecular bone subjected to 

axial compression [35]. The general objective of the DVC is to track a set of multiple reference volumes 

between the undeformed and subsequent deformed states of a structure, in order to determine the 

associated displacement vectors. This may be achieved by employing a correlation criterion (function) to 

identify underlying patterns within a time (applied load)-series volumetric data set [35, 36]. In combination 

with high-resolution 3D imaging, DVC is a tool capable of quantifying the internal/bulk microstructural 

responses of a material between different load states, by extracting relevant parameters (e.g. local 

displacements and strains) [37]. 

Ideally, X-ray-based DVC analysis requires the presence of a sufficiently stochastic, isotropic array of features 

(or texture) which provides X-ray contrast/attenuation [38, 39]. The highly anisotropic and somewhat 

regular/self-similar microstructures found in conventional unidirectional CFRPs at high fibre volume fractions 

are, therefore, intrinsically challenging for DVC, particularly for the analysis of displacements/strains along the 

fibre direction. The simple cylindrical structure and relatively smooth surfaces of the filaments yields little 

structural variation along the fibre direction, leading to poor image correlation, and correspondingly 

inaccurate displacement estimates in this direction within a given ply [40]. 

This study is the first from a series documenting the application of DVC to displacement and/or strain 

measurements parallel to the fibre orientation, ultimately aimed at mapping strain fields at fibre break sites 

[7, 8] and other damage critical sites. Here focus is made on the material development required to perform 

such measurements. Following a similar approach to that taken by Brault et al. [41] to generate individual 

features unique to a particular sub-set, the authors have explored the insertion of sparse populations of 

significantly smaller particles (< 1 µm, as opposed to 150 µm used in [41]) within the matrix to act as 

displacement trackers – i.e. fiducial markers. 

Whilst adding particles to a material clearly changes its microstructure, previous studies have shown that for 

low particle concentrations, the mechanical properties of thermosetting matrices can be largely preserved 

[42, 43]. This work represents the first detailed evaluation of potential fiducials for DVC on CFRP materials at 

truly micromechanical levels, resulting in the development of a model system, which may have wide utility for 

understanding fundamental mechanisms of failure and quantitatively informing mathematical model 

development. 
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4.2 Materials and methods 

4.2.1 Material development 

4.2.1.1 Carbon-fibre and resin system 

Fibres suitable for drum winding and prepreg production were selected, specifically, a 12K non-twisted 

TORAYCA T700SC-50C tow (Toray Industries Inc., Tokyo, Japan [44]). This is a PAN-based high strength (4900 

MPa), standard-modulus (230 GPa) fibre, with a 7 µm nominal diameter [44]. This fibre type has been 

extensively used in previous works [1, 4, 5, 19, 28], providing a database of comparable measurements. A 

SiPreg SR 8500/KTA 313 dual-component epoxy matrix was used (Sicomin, Châteauneuf-les-Martigues, France 

[45]). As per the manufacturer specifications, the resin is characterized by a low initial viscosity (7.0 Pa.s at 

20°C), low reactivity, and upon curing has a 65 MPa and 3.7 GPa tensile strength and tensile modulus, 

respectively. For this work, the former characteristics are considered desirable, allowing for both particle 

doping and fibre impregnation, without inducing premature curing during manufacture (Section 4.2.1.3). 

4.2.1.2 Particle systems 

To create microstructural fiducial patterns, the resin was filled with dilute concentrations of a range of 

commercially available particles of approximately spherical shape (US Research Nanomaterials Inc., Houston, 

TX, USA [46]). In absorption mode X-ray CT, the imaging contrast arises from the different linear attenuation 

coefficients of the constituent phases [23, 47, 48]. Figure 4.1 presents the mass attenuation coefficient ‘µ/ρ’ 

(see Section 2.3.1) for relevant elemental media and compounds, based on data obtained from the National 

Institute of Standards and Technology (NIST) [49]. As materials with low atomic number exhibit low X-ray 

attenuation (e.g. carbon), and, therefore, poor imaging contrast relative to the fibres and epoxy resin, the 

particle systems were selected such that they are characterized by attenuation coefficients higher than that 

of the composite constituents. Table 4-1 presents the different concentrations of particles used, expressed in 

weight % of the amount of resin used, while Table 4-2 shows the different particles sizes investigated. 
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Figure 4-1 – Attenuation profiles for elemental media and compounds, representative of the different phases: matrix, 
carbon-fibres and fiducial markers. The attenuation of the matrix was estimated using bisphenol A diglycidyl ether 

(DGEBA), C21H24O4. Based on NIST data [49]. 

 

 Weight % in resin * 

0.25 0.5 1 2 3 4 5 7.5 10 15 

Al x  x    x  x x 

Al2O3        x x  

SiC x x        x 

SiO2        x x  

MgO        x x  

TiC x x         

TiO2       x x x  

BaCO3  x         

BaTiO3 x x x x x x  x   

Cu x x x        

Bi2O3         x  

Table 4-1 – Experimental matrix showing the particle compositions in conjunction with the concentrations used. 
*Approximate values based on element (or compound) density. 
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 Particle mean size (nm) * 

300 400 500 580 600 800 

Al      x 

Al2O3 x  x   x 

SiC     x  

SiO2  x     

MgO x    x  

TiC      x 

TiO2 x  x    

BaCO3      x 

BaTiO3  x     

Cu    x   

Bi2O3      x 

Table 4-2 – Experimental matrix showing the particle compositions in conjunction with the nominal particle sizes used 
(*as specified by the manufacturer). 

 

4.2.1.3 Material manufacturing 

Cross-ply laminates, with a [90/0]s layup and thickness of ∼1 mm were manufactured by drum winding at KU 

Leuven, Belgium. Prior to fibre impregnation, the particles were dispersed in the epoxy system using a 

combination of high-shear mixing and heated ultra-sonication (U100H bath, Ultrawave Ltd., Cardiff, UK [50]). 

No additional treatment was applied to the particle surfaces. To remove entrapped air, the thermosetting 

mixture was degassed for 10 minutes at ambient temperature. The amount of resin used was 150 g, with 31.5 

g of hardener, following the manufacturer’s specified mixing ratio of 100/21 (by weight). A nominal 25 % tow 

overlap was targeted during the winding process, with a maximum spool tension of 0.53 N. To control the 

volume fraction of the matrix following impregnation, the tow was passed through a metering die with an 

orifice slot of 0.2 mm × 9 mm. The temperature of the tow spreader and final guide roller were set to 50℃. 

The fibre sizing was left intact. For a schematic diagram of the manufacturing setup, the reader is referred to 

Figure 5-1. The drum winding process resulted in uniaxial prepreg tape, ∼0.25 mm thick × ∼350 mm × ∼1900 

mm, which was cut and laid up to produce the desired [90/0]s cross-ply layup. As indicated in Figure 4-2, the 

prepreg stack was cured in an autoclave for 280 minutes at 0.5 MPa (5 bar) and a maximum temperature of 

120℃. To minimize void content in the cured material, a vacuum of ∼0.07 MPa (∼0.7 bar) was maintained 

throughout the autoclave process. The particle-modified CFRP is identified as ‘doped material’ throughout the 

rest of this work. 

A subsequent set of similar cross-ply laminates was fabricated, without the application of any fiducial markers 

(‘undoped material’). Identical processing parameters (including shear mixing and sonication) were used in 

the fabrication of both composite types. 
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Figure 4-2 – Schematic illustration of the cure cycle used as part of the autoclave process. 

 

4.2.2 Specimen geometry 

4.2.2.1 Microstructural analysis 

Unnotched specimens (∼1 mm × ∼15 mm × ∼1 mm) were machined via water-jet cutting from the 

manufactured CFRP plates. Three to six specimens, each representative of a different material, were stacked 

together to form 75 mm long ‘matchsticks’ for conventional static µCT scanning (i.e. no load applied) – see 

Section 4.2.3. 

4.2.2.2 Tensile testing 

Double-edge notched specimens were machined via water-jet cutting for in situ SRCT imaging (see Section 

4.2.4). The geometry is based on previous work of Scott, Schöberl, Garcea, Rosini, Moffat, Wright and co-

workers [4, 5, 8, 19, 20, 27, 28], although here the total specimen length was increased to 100 mm, as reported 

in [8] and [20]. This was performed to (a) minimize the risk of pull-out from the central 0˚ portion of the gauge 

region, and (b) to accommodate a smaller X-ray propagation distance, by providing sufficient clearance 

between the top of the loading rig and detector optics. Once cut, the T-shaped sections of the specimens were 

tabbed with 1.5 mm thick aluminium sheet. Aerospace-grade adhesive, Scotch-Weld EC-9323 B/A (3M 

Company, Maplewood, MN, USA [51]), was used to bond the tabs onto the CFRP surface. Adhesive curing was 

performed at 65°C for 2 h according to the manufacturer’s recommendations. The key specimen dimensions, 
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the tabbed assembly and an exemplar microstructure with high contrast fiducial markers are collectively 

shown in Figure 4-3. Tensile loading was performed in situ by using a modified CT5000 single-actuator 

electromechanical rig (Deben Ltd., Woolpit, Suffolk, UK [52]) retrofitted with a Poly(Methyl Methacrylate) – 

PMMA reaction tube (25 mm outer diameter and 3 mm wall thickness). Using position control, loading was 

performed at a displacement rate of 0.2 mm/min up to a prescribed load point. A small applied preload was 

used (max. 75 N) to ensure that the specimen did not move during initial acquisition and/or manipulator stage 

translation. Typically, ten load steps were applied for stepwise in situ measurements, with somewhat smaller 

load increments being made at high loads, close to failure. This was applied on the basis of the work of Scott  

et al. [4], where fibre breaks have been shown to accumulate exponentially with applied stress, with the 

majority of breaks occurring above ∼90 % UTS. To alleviate potential effects of specimen relaxation under 

load (and thus potential movement during CT acquisition), scanning was carried out with a slight reduction in 

load (∼10 %) from the most recent peak level applied. 

Based on µCT imaging, three specimens were subjected to SRCT-based tensile testing: one doped with BaTiO3 

particles (400 nm, ∼1.44 vol. %, see Section 4.3.1) and two undoped: ‘A’ and ‘B’. Table 4-3 summarizes the 

double-notched specimens studied, together with the associated fibre volume fractions ‘Vf’, measured 

through digital segmentation. Due to experimental time constraints, the undoped specimen ‘B’ was not loaded 

to fracture. 

Specimen label Particle system 
Fibre volume 

fraction 

Doped 
BaTiO3, 400 nm, 
∼1.44 vol. % 

∼55 % 

Undoped ‘A’ 
N/A 

∼63 % 

Undoped ‘B’ ∼58 % 

Table 4-3 – Basic characteristics of the double-notched specimens subjected to SRCT-based tensile testing. 

 

 

 

 

 

 

 

 

 

 



Chapter 4 

121 

 

 

 

 

 

 

 

 

 

Figure 4-3 – Tensile specimens: (a) key specimen dimensions and field of view (FOV), (b) tabbed assembly (CFRP plus 
aluminium tabs), (c) SRCT slice showing a cross-section of the notch region doped with high contrast fiducial markers 

(BaTiO3, 400 nm, ∼1.44 vol. %), including the region of interest (ROI), which encompasses the 0° plies. 

 

4.2.3 Micro-focus Computed Tomography 

Micro-focus CT measurements were carried out at the µ-VIS X-Ray Imaging Centre at the University of 

Southampton, UK. Scans were conducted in a Xradia 510 Versa (Carl Zeiss AG, Oberkochen, Germany [53]) 

polychromatic system, equipped with a tungsten transmission target. A 2048 × 2048-pixel detector was used, 

with a chip size of 13.5 µm. To achieve matching SRCT voxel resolution levels, a two-stage magnification 

approach was implemented (Resolution at a Distance or RaaD [53]), combining the geometric magnification 

of the X-Ray imaging with a set of barrel-mounted scintillator lenses. Scans were conducted at 20 × 

magnification, yielding a voxel size ranging from ∼0.65 µm to ∼0.77 µm. A 2 × detector ‘binning’ was used, 

resulting in a maximum field of view (FOV) of ∼0.74 mm × ∼0.75 mm × ∼0.76 mm. The beam energy was set 

to 50 kVp and the current to 80 µA. The number of projections acquired per scan was 1601, at a maximum 

exposure of 7 s, resulting in ∼3.11 h per tomograph. Acquisition was performed over a rotation of ± 180°. A 

source-to-object and object-to-detector distance of ∼13 mm and ∼13 mm, respectively, was used. The data 

was reconstructed using conventional absorption-based FBP. 
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4.2.4 Synchrotron Radiation Computed Tomography 

In situ SRCT measurements were performed at the ID19 beamline, European Synchrotron Radiation Facility, 

Grenoble, France. A 2560 × 2160-pixel detector was used, with a chip size of 6.5 μm. Scans, with a 

monochromatic beam, were conducted at a 10 × magnification, yielding a voxel size of 0.65 μm and a FOV of 

∼1.66 mm × ∼1.40 mm × ∼1.66 mm. The beam energy was set to 19 keV, with 2996 projections acquired per 

scan, at an exposure of 25 ms, resulting in ∼75 s per tomograph. Acquisition was performed over a rotation 

of 180°. A propagation distance of ∼30 mm was used, while the data was reconstructed using conventional 

absorption-based FBP. Figure 4-4 illustrates the SRCT experimental setup. 

 

Figure 4-4 – SRCT experimental setup illustrating the key components (ID19 beamline, ESRF). 

 

4.2.5 Image processing 

Volume images were extracted from the centre-notch gauge section of the 0° plies, ensuring that the same 

region of interest (ROI) exists across each load step, for each specimen in part (Table 4-4). Fibre breaks were 

hand-counted within the volume stack to minimize false positives/negatives. To ensure that no fibre breaks 

were omitted (and/or mislabelled), three distinct counts (iterations) were performed across each of the 

volume stacks. The location of each fibre break was marked in Fiji ImageJ [54] with the centroid coordinates 

being extracted. Attention was given to centre each mark onto the associated fibre break in 3D space, to within 

a single-voxel. Fibre break centroids were finally sorted into single, non-interacting fibre breaks (‘singlets’) or 

clusters of fibre breaks (‘N-plets’), whereby N indicates the number of interacting breaks within a given cluster 

(e.g. three 7-plets are the equivalent of three fibre break clusters, each comprising 7 interacting breaks, and 

accounting for 21 breaks in total). 
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Following a similar geometrical (proximity) criterion to that used by Swolfs et al. [1] and Scott et al. [4], a 

cluster is defined here as two or more broken fibres with an axial and radial separation of 10 and 2 fibre 

diameters, respectively, measured from centre-to-centre. A fibre diameter of 6.8 µm (as opposed to 7 µm) 

was used to set this criterion, as detailed in [55]. This essentially creates a ‘bounding cylinder’ measuring 136 

µm in the fibre direction (2 × 10 × 6.8 µm) and 27.2 µm in diameter (2 × 2 × 6.8 µm) for each fibre break 

centroid. If more than one fibre break is located within the boundary of this cylinder, then the respective fibre 

breaks are considered to be part of the same fibre break cluster. It is important to note that the term ‘cluster’ 

does not have a consistent definition throughout the literature, so results from different studies must be 

compared carefully [19]. As noted in Table 4-4, all post-processing is conducted within a volume of ∼0.34 

mm3, extracted from the 0° plies. Additionally, for computational cost reduction reasons, a 32-bit floating 

point to 8-bit integer conversion was performed for the SRCT data. 

Slice dimension 
(voxels) 

Doped specimen 
Undoped  

specimen ‘A’ 
Undoped  

specimen ‘B’ 
ROI volume 

(mm3) 

Coordinate ‘X’  650 640 640 

∼0.34 Coordinate ‘Z’ 1150 1250 1250 

Coordinate ‘Y’ 1670 1560 1560 

Table 4-4 – ROI from the 0° plies used for fibre break data quantification (SRCT data, 1 voxel = 0.65 µm). 

 

4.3 Results and discussion 

4.3.1 Microstructural analysis 

Given the number of materials manufactured, and the evident microstructural variations, initial triage of 

microstuctures was carried out qualitatively, based on µCT data. This rationale was used to determine the 

combination of particle composition, size and concentration that results in reasonably homogeneous 

distributions in 3D space, with sufficient particle compactness for local DVC analyses, without gross anomalies 

(large voids, clumping etc.). Representative µCT slices from each material are provided in Appendix A. To 

preserve the tensile behaviour of a commercially representative material, whilst still allowing the application 

of DVC parallel to the fibre direction [7, 8, 40], the authors have established a series of considerations: 

• Particles must be reasonably attenuating (more so than the carbon-filaments), without introducing X-

ray imaging artefacts (particularly streak patterns). 
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• Particle size must be small enough to allow for incorporation between individual fibres, essentially 

creating parallel ‘strips’ of fiducial marks with respect to the fibre direction (Y), minimising influence 

on fibre packing (and hence misalignment and presence of resin-rich regions). 

• Particles should be sufficiently large to be detectable at the available voxel resolution levels (on the 

order of three voxels across). 

• Particle concentration must be low enough to prevent agglomeration, yet sufficient for DVC analyses 

at microstructural length-scales (on the order of one fibre diameter). 

 

Following the above considerations, the materials doped with various particle system are ranked in Table 4-5. 

For more detailed comments, the reader may consult Appendix B. A 'three-tick' system was used to summarize 

the overall attributes (one tick = poor, two ticks = adequate, three ticks = excellent). 
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Fiducial 
marker 
system 

Overall 
ranking 

Imaging 
contrast 

Spatial 
distribution 

Lack of 
agglomerates 

Key comment 

Al ✓✓✓ ✓✓ ✓✓✓ ✓✓✓ 
At a concentration of 10 wt. %, aluminium 
appears to satisfy the imaging requirements 
for local DVC analyses. 

Al2O3 ✓ ✓ ✓✓ ✓✓ 

The 300 nm aluminium oxide system appears 
to yield a slightly superior particle deposition 
between the individual carbon-filaments, 
compared to the 500 nm and 800 nm 
counterparts, respectively. 

SiC ✓ ✓✓ ✓ ✓ 

The doping with silicon carbide at a 
concentration of 15 wt. % results in a 
microstructure abundant with gross 
microstructural anomalies. This fails to satisfy 
the established considerations. 

SiO2 ✓✓ ✓ ✓✓ ✓✓✓ 

Silicon dioxide (7.5 wt. % and 10 wt. %) with a 
particle size of 400 nm performs similar to the 
500 nm aluminium oxide and 500 nm titanium 
oxide systems, respectively, at similar 
concentrations. 

MgO ✓ ✓ ✓ ✓ 

The microstructure doped with magnesium 
oxide is characterized by an abundance of 
agglomerates, particularly at the higher 
concentrations. These have a ‘crystal-like’ 
appearance and are differentiated by sharp 
edges from the other compositions examined. 

TiC ✓ ✓✓✓ ✓ ✓✓ 

At a size of 800 nm, titanium carbide particles 
are identifiable at a concentration of 0.25 wt. 
% and 0.5 wt. %, respectively. The imaging 
requirements for local DVC analyses are, 
however, not satisfied given the sparse spatial 
distribution associated with these low 
concentration levels. 

TiO2 ✓✓ ✓✓✓ ✓✓ ✓ 

Compared to the magnesium oxide 
counterpart, titanium oxide agglomerates are 
no longer characterized by sharp edges and 
the overall abundance is slightly reduced 
within the microstructure, notwithstanding 
that the particle distribution does not match 
that of barium titanate, particularly in terms of 
inter-fibre deposition. 

BaCO3 ✓ ✓✓✓ ✓ ✓✓ 
The doping with barium carbonate yields 
similar results to those obtained by the 
titanium carbide system. 

BaTiO3 ✓✓✓ ✓✓✓ ✓✓✓ ✓✓✓ 

The particle distribution remains homogenous 
throughout the concentrations investigated, 
with the desirable particle compactness for 
local DVC analyses achieved at the highest 
concentration of 7.5 wt. %. Also, the barium 
titanate system does not appear to be prone 
to agglomerate formation. 

Cu ✓ ✓✓✓ ✓✓ ✓✓ 

The copper system is overly attenuating (see 
Figure 4-1), such that at the energies available, 
it promoted imaging artefacts, visible as streak 
patterns surrounding the fiducial markers. 

Bi2O3 ✓ ✓✓✓ ✓ ✓ 
Like copper, bismuth oxide is too attenuating 
compared to carbon at the beam energies 
available in the present work. 

Table 4-5 – Ranking system highlighting the overall attributes of the different materials manufactured. 
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Based on this qualitative analysis, two fiducial markers systems appear to outperform the others on balance: 

(1) barium titanate (400 nm, 7.5 wt. %) and aluminium (800 nm, 10 wt. %) – Figure 4-5. This can be further 

reduced to the barium titanate system based on the following considerations: 

• A better inter-fibre deposition is achieved, which may be attributed to a smaller particle size. 

• Higher intrinsic density, which translates into a lower volumetric content of ∼1.44 vol. % vs. ∼4.17 

vol. % (considered favourable for preserving the mechanical behaviour of standard production 

materials). 

• More attenuating at the energies available, which results in a superior imaging contrast next to the 

carbon-filaments. 

 

 

 

 

 

 

 

Figure 4-5 – Representative µCT slices showing the doping of the CFRP with aluminium and barium titanate, respectively 
(0° plies shown). 

 

As such, the barium titanate particles (400 nm, ∼1.44 vol. %) were judged to offer the most favourable 

compromise between contrast in CT images and the ability to obtain a homogeneous distribution in 3D space 

with a sufficiently fine particle distribution for local DVC analyses. Using a threshold of 48/255 for a fully 

stretched greyscale, the average microvoid content for this material was computed at ∼0.1 vol. %, with a 

corresponding standard deviation of ∼0.04 % across the stack (i.e. individual CT slices). The result is consistent 

with the acceptable levels of less than 1 vol. % in aerospace-grade applications [56]. The low levels of 

microvoid content are primarily attributed to the autoclave curing, rather than being an intrinsic characteristic 

of the drum winding manufacturing process. This becomes more obvious if the CT slices shown here are 

compared to those in [57], whereby the lack of autoclave curing in a similar filament wound material resulted 

in fewer voids, but with a substantially larger size: 15 µm in diameter and 105 µm in length, where the length 

of the void was aligned with the fibre axis. 

Al 800 nm, 10 wt. % (slice 423) BaTiO3 400 nm, 7.5 wt. % (slice 457) 
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4.3.2 Fibre break behaviour 

A summary of fibre break behaviour as a function of loading is shown in Table 4-6. Load is presented as a 

function of force applied, stress (minimum nominal cross-section of the 0° plies, as in [1, 4, 19]) and fraction 

of specimen UTS, respectively. It is clear that the undoped specimens achieve significantly higher peak nominal 

stress (in excess of ∼3000 MPa) cf. the doped composite (∼2300 MPa). Of the undoped samples, only 

specimen ‘A’ was taken to final fracture, failing at 3651 MPa. The different failure stresses can be expected to 

be somewhat governed by difference in the volume fraction of fibres (∼55 % vs. ∼63 %), rather than just the 

presence of the fiducial marker system. It is noted that: 

• It is not the doped specimen that manifests an anomalous behaviour, but rather the undoped 

specimen ‘A’. More specifically, the failure stress of the composite is surprisingly high for the fibre 

type used, even if the higher volume fraction is accounted for – on the order of 15 % above an 

equivalent fibre strength of 4900 MPa. 

• The double-edge notched specimens used are expected to experience high specimen-to-specimen 

variability due to the small gauge volumes. This is because any intrinsic flaws (or the lack of) in the 

fibres will have a higher impact on such a small gauge volume. In this context, according to the weakest 

link theory (i.e. Weibull distribution), very small volumes are found to exhibit high strengths [1]. For 

example, Tanaka et al. [58] have shown that the average size of critical flaws decreased with 

decreasing gauge length, whereby a higher fibre strength was reported in conjunction with smaller 

flaw sizes. Likewise, an experimental size-scaling is reported by Okabe and Takeda [59]. Therefore, it 

seems possible that the undoped specimen ‘A’ may have been simply a region which was characterized 

by fewer flaws within the load bearing section of ∼1 mm3. 

• As noted in the introduction, the mechanical properties of the thermosetting matrices can be 

preserved, provided that the particle concentration used is low; and since the matrix is responsible for 

the load transfer around a fibre break, it may also be expected that the micromechanical response of 

the composite is not fundamentally interfered with. 

 

Figure 4-6 shows that fibre breaks accumulate exponentially with applied stress in all three specimens, as 

reported in [1, 4, 5, 19]. The two undoped specimens ‘A’ and ‘B’ show reasonable consistency in terms of 

accumulation rate, with a slightly more rapid accumulation in the latter. Conversely, the doped specimen 

exhibits the most rapid accumulation of breaks, particularly noticeable above a composite stress of ∼2000 

MPa. This trend holds if the volume fraction differences are accounted for in terms of equivalent fibre stresses 

for the two materials, in spite of the subsequent shift that results over the horizontal axis – position of the 
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undoped specimen curves are swapped, with undoped specimen ‘A’ exhibiting a slightly earlier (lower stress) 

onset of fibre breaks, cf. undoped specimen ‘B’. 

Figure 4-7 exemplifies the same effect in terms of fraction of specimen UTS. Likewise, it indicates that the total 

number of breaks close to fracture is on the same order for doped and undoped materials (913 and 873 breaks, 

respectively), resulting in a difference  of less than ∼5 % – notwithstanding the slightly different fraction of 

UTS achieved in each case (98 % and 95 %, respectively). Given the lower fibre volume fraction of the doped 

specimen it can be noted that the proportion of fibres fractured is actually higher in the doped case. However, 

the statistical nature of fibre behaviour should be recognised, that otherwise identical specimens, 

representative of T700-series composite, have been reported to exhibit greater variability than seen between 

the current doped and undoped materials. This is particularly reported in [19], whereby specimens were 

characterised by 581 and 418 breaks, respectively, at 99.9 % UTS within the load bearing reduced cross-section 

of 0.45 mm2 – implying that one material presented ∼40 % variation in number of breaks. In this context, the 

presence of BaTiO3 particles does not appear to have had an exceptional effect on the total number of breaks 

at fracture, and from this perspective, the doped material replicates the essential behaviours of the undoped 

counterpart, allowing it to be considered as a useful model system. 

It is noted that the accumulation rates may be influenced by the volume fraction of fibres. A high fibre volume 

fraction material has more intact fibres closely-packed around any given broken one, which may be anticipated 

to result in a stronger ‘shielding effect’ [13]. On this basis, numerical models indicate that for a random 

packing, the nearest (intact) neighbouring fibres shield the second nearest neighbouring fibres from the stress 

concentration associated with a fibre break. Indeed, a higher fibre volume fraction results, on average, in more 

intact fibres at small distances from the break, and thus with high SCFs. However, when the SCFs are compared 

at a fixed radial distance from a broken fibre, the higher fibre volume fraction results in a lower SCF [13]. In 

turn, this ‘shielding effect’ may translate into an overall accumulation of breaks, with the shallower trend seen 

in the undoped specimen ‘A’. 
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(a) - Doped specimen 

Load (N) 600 750 800 850 900 950 

Stress in 0° plies (MPa) 1432 1790 1909 2029 2148 2267 

Specimen UTS (fraction) 0.62 0.77 0.82 0.88 0.93 0.98 

Number of  
total breaks 

1 14 47 108 357 913 

% of total breaks 0.11 1.53 5.15 11.83 39.10 100 

Failure load (N) 970 

 
Failure stress in 0° plies 

(MPa) 
2315 

Minimum cross-sectional 
area of 0° plies (mm2) 

0.419 

 

(b) - Undoped specimen ‘A’ 

Load (N) 900 1200 1250 1300 1350 1450 

Stress in 0° plies (MPa) 2163 2885 3005 3125 3245 3486 

Specimen UTS (fraction) 0.59 0.79 0.82 0.86 0.89 0.95 

Number of  
total breaks 

20 283 385 490 612 873 

% of total breaks 2.29 32.42 44.10 56.13 70.10 100 

Failure load (N) 1519 

  
Failure stress in 0° plies 

(MPa) 
3651 

Minimum cross-sectional 
area of 0° plies (mm2) 

0.416 

 

(c) - Undoped specimen ‘B’ 

Load (N) 900 1050 1200 1350 

Stress in 0° plies (MPa) 2055 2397 2740 3082 

Specimen UTS (fraction) N/A 

Number of  
total breaks 

25 102 266 661 

% of total breaks 3.78 15.43 40.24 100 

Failure load (N) N/A 

 
Failure stress in 0° plies 

(MPa) 
N/A 

Minimum cross-sectional 
area of 0° plies (mm2) 

0.438 

Table 4-6 – Summary of fibre break behaviour as a function of applied load, stress and % UTS: (a) doped specimen, (b) 
undoped specimen ‘A’, (c) undoped specimen ‘B’. Based on in situ SRCT tensile data. 

 

The total number of fibre breaks found in the present work is consistently higher than that previously reported 

in the literature, based on an aerospace-grade CFRP with similar reinforcing fibres (i.e. T700-series) [1, 4, 19]. 

For example, Swolfs et al. [1] reported less than 500 breaks/mm3 at 94 % specimen UTS, which is reasonably 

consistent with that reported by Scott et al. [4] and Garcea et al. [19], respectively. While it is beyond the 

scope of this work to establish why this is the case, the higher number of fibre breaks reported here may be 

associated with intrinsic defects arising from the prepreg drum winding process (e.g. abrasion of the fibre 
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surfaces by the metering die, guide rollers etc.) and/or during the lay-up stage, which was not automated, and 

thus involved extensive manual intervention. The fact that a CFRP based on T700-series fibres and 

manufactured via filament winding can exhibit a considerably higher number of breaks, as opposed to its 

aerospace-grade counterpart, is also shown by Scott [60] and Morton [61], acknowledging that the filament 

wound materials in [60] and [61] were not subjected to autoclave curing. It is also worth noting that given the 

combination of individual microvoids and a low void volume fraction, no obvious/direct mechanistic 

correlation was found between the location of the broken fibres and the location of microvoids, nor between 

the total number of breaks and the volume fraction of microvoids. This is in contrast to that reported in [57], 

whereby significantly larger, and more numerous voids (by vol.), than found in the present work, were shown 

to have a clear influence on fibre break location. In [57], a significant proportion of fibre breaks occurred within 

half a fibre diameter of a void. 

 

Figure 4-6 – Fibre break accumulation as a function of applied stress for the three specimens subjected to in situ SRCT 
tensile testing. Data shown for an equivalent ROI volume of ∼0.34 mm3 for each specimen. 
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Figure 4-7 – Fibre break accumulation as a function of % UTS for the two specimens loaded to fracture. Based on in situ 
SRCT data. Data shown for an equivalent ROI volume of ∼0.34 mm3 for each specimen. 

 

The specimen variability becomes even more evident if the fibre break behaviour is decoupled into singlets 

(Figure 4-8) and fraction of singlets to N-plets (Figure 4-9), respectively. It can be observed that the rate of 

singlet accumulation in the undoped specimen ‘B’ matches more to that in the doped specimen, as opposed 

to that in the undoped specimen ‘A’. 

The doped specimen is also associated with the lowest number of singlets (421), which is ultimately linked to 

the lowest fraction of singlets to N-plets (46 %). As the difference in the number of singlets between the 

specimens is considerably higher compared to that reported in the literature (e.g. 339 vs. 331 at 99.9 % UTS 

in [19]), it would initially appear that doping with barium titanate has had an effect on the distribution of non-

interacting fibre breaks. However, also shown in [19] is that even larger differences can be expected in terms 

of the proportion of singlets to N-plets (cf. total number of breaks), for identical specimens: 58 % and 79 %, 

respectively – a difference which is undoubtedly higher than found here between the doped and undoped 

specimen ‘A’. 

Furthermore, while Figure 4-9 shows a general decrease in the proportion of singlets to N-plets, the trend is 

only monotonic in the case of the undoped specimen ‘A’. This occurs due to the appearance of clusters of 

breaks at relatively low applied stresses, that unlike singlets, do not exhibit a particularly steep evolution until 

closer to failure (i.e. above ∼90 % UTS) – e.g. the largest cluster (12-plet) in the undoped specimen ‘B’, appears 

at an intermediate applied stress of 2397 MPa – forming an ‘early cluster’. Taken together, these observations 
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indicate that there is variability in damage progression irrespective of the inclusion of BaTiO3 particles, which 

is consistent with the specimen-to-specimen variability in fibre break evolution observed in other material 

systems [19, 61]. 

 

Figure 4-8 – Number of singlets as a function of applied stress for the three specimens subjected to in situ SRCT tensile 
testing. Data shown for an equivalent ROI volume of ∼0.34 mm3 for each specimen. 

 

 

Figure 4-9 – Fraction of singlets to N-plets as a function of applied stress for the three specimens subjected to in situ 
SRCT tensile testing. Data shown for an equivalent ROI volume of ∼0.34 mm3 for each specimen. Nomenclature 

example: three 7-plets are counted as 21 breaks in total). 
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4.3.3 Cluster behaviour 

The accumulation of clusters of breaks as a function of applied stress is summarized in Figure 4-10, while 

Figure 4-11 presents the visual distribution of these clusters in 3D, at the maximum stress recorded prior to 

fracture. 

The largest clusters found in this work were: a 19-plet in the doped specimen, two 9-plets in the undoped 

specimen ‘A’ and an ‘early’ 12-plet in the undoped specimen ‘B’. It was also noted that the largest cluster(s) 

of one 19-plet in the doped specimen encompasses a similar number of breaks to the two 9-plets in the 

undoped specimen ‘A’ (19 vs. 18); with the two 9-plets forming adjacent to each other (Figure 4-11). 

The 19-plet found in the doped specimen is larger than the 14-plet at 94 % UTS reported in [4], as well as than 

the 10-plet and 4-plet, respectively, at 99.9 % UTS reported in [19] – notwithstanding that in [19] a cluster of 

breaks only encompassed breaks that were directly adjacent to one another, potentially making an equivalent 

‘distance-based’ cluster significantly larger (see Section 4.2.5). At 93 % UTS, which is closer to the maximum 

value reported in [4], the largest cluster of breaks in the doped material is a 7-plet, making it half the size of 

the largest cluster reported in [4]. In terms of the morphology of largest clusters, this is consistent between 

the doped and undoped materials. It is important to note, that these are all diffuse clusters (Figure 4-11), 

meaning that unlike the largest cluster reported in [4], they are separated by greater axial and radial distances.  

Figure 4-10 shows a similar trend to that reported in [1, 4, 5, 19], whereby larger clusters typically appear with 

increasing stress. Overall, the undoped specimen ‘A’ exhibits the shallowest rate of cluster accumulation, 

followed by the undoped specimen ‘B’ and doped specimen, respectively. As such, there is distinct variability 

in behaviour, consistent with that reported in [19]. Figure 4-10 also shows that for both material types, large 

clusters of breaks generally form without a reduction in the number of smaller clusters. Furthermore, a ‘break-

by-break’ accumulation with applied stress is not observed for the larger clusters. A notable example is the 

‘early’ 12-plet in the undoped specimen ‘B’, which formed in a single increment or ‘burst’, and does not exhibit 

any further growth. This behaviour generally agrees with the experimental data previously reported in [1] and 

[4] for hold-at-load scans. Again, the doped material is seen to replicate the key behaviour (cluster formation) 

of undoped, and more broadly, other carbon-fibre composite systems, validating its use as a model system, 

with the capability to allow tracking of local strains [7]. 

Ultimately, within the statistical power of the current sample gauge volumes, it appears that the behaviour of 

clusters is stochastic, whereby specimen failure is likely to be determined by intrinsic stochastic factors, such 

as fibre strength and local microstructure [19], rather than particularly the inclusion of barium titanate. A 

much larger number of specimens would need to be examined to provide a statistically significant conclusion 

regarding the relative contribution of the fiducial markers compared to the intrinsic variability. This, however, 
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is not trivial to achieve in practice due to the limited availability and cost of the SRCT beam time required to 

achieve such results. 
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Figure 4-10 – Distribution of N-plets as a function of applied stress for the three specimens subjected to in situ SRCT 
tensile testing: (a) doped specimen, (b) undoped specimen ‘A’, (c) undoped specimen ‘B’. Data shown for an equivalent 

ROI volume of ∼0.34 mm3 for each specimen. 

 

 

 

 

 

 

 

 

 

 

 

 

 

2
5

13

55

1 2
7

1 3 4
1 11 11 1 1

0

15

30

45

60

75

90

2055 2397 2740 3082

N
o

. 
o

f 
N

-p
le

ts

Composite stress (MPa)

(c) - Undoped specimen 'B'

2-plet 3-plet 4-plet 5-plet 6-plet 7-plet 8-plet 9-plet 10-plet 11-plet 12-plet



Chapter 4 

136 

(a) Doped specimen (b) Undoped specimen ‘A’ 

(c) Undoped specimen ‘B’ 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4-11 – Distribution of N-plets in 3D space at the maximum stress recorded prior to fracture: (a) doped specimen – 
2267 MPa, (b) undoped specimen ‘A’ – 3486 MPa, (c) undoped specimen ‘B’ – 3082 MPa. Visualizations reconstructed 

from break centroid coordinates. Each volume corresponds to ∼0.34 mm3. 
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4.4 Summary and conclusions 

A model Carbon-Fibre Reinforced Polymer composite was developed to permit the application of Digital 

Volume Correlation to displacement and/or strain measurements parallel to the fibre orientation, with the 

ultimate goal of allowing the mapping of strain fields at fibre break sites. To generate individual features 

unique to a particular sub-set, the work has explored the insertion of sparse populations of sub-micrometre 

particles within the matrix to act as fiducial markers. 

To preserve the tensile behaviour of a commercially representative material, whilst still allowing the 

application of DVC parallel to the fibre direction, a series of considerations were established. The key trade-

off required ensuring that the volume fraction of fiducial markers was able to satisfy the imaging requirements, 

yet was low enough to minimize any substantial disruption in the separation and packing of fibres at tow-level. 

Out of the 38 test materials manufactured, barium titanate particles (400 nm, ∼1.44 vol. %) were found to 

offer the most favourable compromise between contrast in CT images and the ability to obtain a homogeneous 

distribution in 3D space with sufficient particle compactness for local DVC analyses. This property combination 

was selected following an extensive µCT-based qualitative assessment on a range of possible particle 

compositions, mean sizes and concentrations. 

In situ SRCT and subsequent image analysis has shown that the response of the doped material is 

mechanistically representative of undoped materials made by the same manufacturing route, and is consistent 

with other materials made by other processes – at least in terms of the fibre fracture response. Some 

variability in mechanical behaviour is discerned between individual specimens, and material types (doped and 

undoped), which may be attributable to both manufacturing inconsistency and a potential contribution of the 

doping particles. Notwithstanding these effects, the doped material is identified as a suitable model to 

characterise for the first time the localised, three-dimensional load shedding processes associated with fibre 

break accumulation within the bulk of CFRPs. 

While the development of the present material is mainly intended to promote the understanding of the 

fundamental aspects of UD composite tensile failure, a similar methodology may be applied to off-axis ply 

orientations. Furthermore, acknowledging that the benefits of displacement/strain mapping should outweigh 

differences in the material behaviour, the methodology may be adapted to probe the understanding of 

composite behaviour not only under different loading conditions (e.g. compression, torsion, time-varying), but 

also at larger length-scales (e.g. up to the structural level) and in the context of multiaxial or discontinuous 

reinforcements. 
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4.5 Appendix A – Micro-focus Computed Tomography 

Representative µCT slices from each of the CFRPs fabricated. FOV of ∼730 µm x ∼730 µm per slice. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Al 800 nm, 0.25 wt. % (slice 426) Al 800 nm, 1 wt. % (slice 542) 

Al 800 nm, 5 wt. % (slice 541) Al 800 nm, 15 wt. % (slice 583) 

Al2O3 300 nm, 10 wt. % (slice 402) Al2O3 300 nm, 7.5 wt. % (slice 435) 
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Al2O3 500 nm, 7.5 wt. % (slice 386) Al2O3 500 nm, 10 wt. % (slice 341) 

Al2O3 800 nm, 7.5 wt. % (slice 420) Al2O3 800 nm, 10 wt. % (slice 546) 

SiC 600 nm, 0.25 wt. % (slice 644) SiC 600 nm, 0.5 wt. % (slice 552) 
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SiC 600 nm, 15 wt. % (slice 425) SiO2 400 nm, 7.5 wt. % (slice 562) 

SiO2 400 nm, 10 wt. % (slice 480) MgO 300 nm, 7.5 wt. % (slice 425) 

MgO 300 nm, 10 wt. % (slice 320) MgO 600 nm, 7.5 wt. % (slice 370) 
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TiC 800 nm, 0.25 wt. % (slice 556) TiC 800 nm, 0.5 wt. % (slice 451) 

TiO2 300 nm, 5 wt. % (slice 656) TiO2 300 nm, 7.5 wt. % (slice 631) 

TiO2 300 nm, 10 wt. % (slice 343) TiO2 500 nm, 7.5 wt. % (slice 615) 
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TiO2 500 nm, 10 wt. % (slice 355) BaCO3 800 nm, 0.5 wt. % (slice 507) 

BaTiO3 400 nm, 1 wt. % (slice 470) BaTiO3 400 nm, 2 wt. % (slice 346) 

BaTiO3 400 nm, 0.25 wt. % (slice 458) BaTiO3 400 nm, 0.5 wt. % (slice 441) 
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Cu 580 nm, 0.25 wt. % (slice 398) Cu 580 nm, 0.5 wt. % (slice 452) 

Cu 580 nm, 1 wt. % (slice 452) Bi2O3 800 nm, 10 wt. % (slice 487) 

BaTiO3 400 nm, 3 wt. % (slice 452) BaTiO3 400 nm, 4 wt. % (slice 394) 
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4.6 Appendix B – Microstructural analysis 

Fiducial marker 

system 
Ranking Detailed list of comments 

Al ✓✓✓ 

• The 800 nm aluminium particles are identifiable from the lowest concentration 
used of 0.25 wt. %, albeit with a sparse spatial distribution. 

• Increasing the concentration to 1 wt. % results in a marginal improvement. 

• The spatial distribution is improved at a concentration of 5 wt. % and 10 wt. %, 
respectively. 

• At a concentration of 10 wt. %, aluminium is deposited between individual fibres, 
forming the desired ‘strips’ of fiducial markers in the fibre direction, without 
introducing gross microstructural anomalies. This appears to satisfy the imaging 
requirements for local DVC analyses. 

• The highest concentration investigated of 15 wt. % causes particles to clump 
significantly, forming heterogeneous ‘bands’ of fiducial markers along the fibre 
direction, and subsequently generating substantial disruption in the separation and 
packing of fibres at tow-level. 

Al2O3 ✓ 

• The 300 nm and 500 nm aluminium oxide particle sizes yield a relatively sparse 
spatial distribution at a concentration of 7.5 wt. % (e.g. compared to the 800 nm 
aluminium particles at a concentration of 10 wt. %). 

• The homogeneity of the spatial distribution does not improve, for either particle 
size, if the concentration is increased to 10 wt. %; on the contrary, the prominence 
of particle ‘bands’ increases, in conjunction with a greater agglomerate presence. 

• Agglomerates represent the heaviest form of local particle clumping detected, with 
the accompanying microstructural disruption being considerably higher than that 
caused by the particle ‘bands’. 

• The 300 nm system appears to yield a slightly superior particle deposition between 
the individual carbon-filaments compared to the 500 nm counterpart. This may be 
attributed to less filtering as the fibre tow was drawn through the metering die, and 
thus as a superior deposition of aluminium oxide during manufacture. 

• At the largest aluminium oxide particle size of 800 nm investigated, the spatial 
distribution is sparse compared to the 300 nm and 500 nm counterpart (applicable 
to both concentrations investigated of 7.5 wt. % and 10 wt. %, respectively).  

• The 800 nm system appears not to be associated with the formation of 
agglomerates, but rather with the presence of individual particles of evidently 
larger size, if compared alongside the mean stated by the manufacturer. In turn, 
this may be explained through a large variability in particle size for this system. 

• At a concentration of 10 wt. %, the spatial distribution of the 800 nm aluminium 
oxide particles is sparse compared to the 800 nm aluminium system. 

SiC ✓ 

• At a concentration of 0.25 wt. % and 0.5 wt. %, respectively, the spatial distribution 
of the 600 nm silicon carbide system is sparse. This is similar to the other materials 
doped with very low particle concentrations (< 1 wt. %). 

• Increasing the concentration to 15 wt. % results in a microstructure abundant with 
gross microstructural anomalies (both particle ‘bands’ and agglomerates), which 
fails to satisfy the established considerations. 

• Compared to the more attenuating compounds (e.g. TiC, BaTiO3), the imaging 
contrast obtained between the silicon carbide particles and the carbon-filaments is 
noticeably less – this is consistent with the attenuation profiles shown in Figure 4-
1. 

SiO2 ✓✓ 

• Silicon dioxide (7.5 wt. % and 10 wt. %) with a particle size of 400 nm performs 
similar to the 500 nm aluminium oxide (7.5 wt. %) and 500 nm titanium oxide (7.5 
wt. %) systems, respectively. 

• Compared to the silicon carbide (15 wt. %) system, gross anomalies are reduced for 
both concentrations of 7.5 wt. % and 10 wt. %, respectively. 

• The particle distribution homogeneity and local compactness do not match that 
achieved by the 800 nm aluminium (10 wt. %) and 400 nm barium titanate (7.5 
wt. %) systems, respectively. 
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MgO ✓ 

• Doping the matrix with 300 nm magnesium oxide particles at a concentration 7.5 % 
and 10 %, respectively, results in a cured material with the highest departure from 
the established considerations. 

• The microstructure is characterized by an abundance of agglomerates, particularly 
at the higher concentrations. 

• The magnesium oxide agglomerates have a ‘crystal-like’ appearance, differentiated 
by sharp edges from the other compositions examined. It may be envisaged that 
under applied load, these sharp edges would act as stress raisers (concentrations), 
promoting extensive matrix microcracking.  

• In conjunction with the substantial disruption in the separation and packing of 
fibres at tow-level, the doping of the matrix with magnesium oxide may be 
expected to significantly reduce the overall mechanical performance of the 
composite. 

• Doubling the particle size of the magnesium oxide (i.e. 600 nm) for a concentration 
of 7.5 wt. % results in no substantial improvements with respect to the 300 nm 
counterpart at the equivalent concentration. 

TiC ✓ 

• At a size of 800 nm, titanium carbide particles are identifiable despite the very low 
concentrations investigated (0.25 wt. % and 0.5 wt. %). 

• The imaging requirements for local DVC analyses are not satisfied at these 
concentrations. 

• Agglomerates are identified within the visible region, indicating that the system is 
generally prone to early-onset clumping. 

• Given the very low particle concentrations, it is also conceivable that the large 
agglomerates pre-existed in the powder, and are thus not associated with the 
manufacturing process. 

TiO2 ✓✓ 

• The doping of the matrix with 300 nm titanium oxide (5 wt. %, 7.5 wt. % and 10 
wt. %) yields a marginal improvement compared to the magnesium oxide systems 
(300 nm and 600 nm, respectively). 

• Similarly, compared to the magnesium oxide counterpart, agglomerates no longer 
have sharp edges and the overall abundance is slightly reduced within the 
microstructure. However, the CFRP is mainly characterized by lighter forms of 
clumping (i.e. heterogeneous ‘bands’ of fiducial markers). 

• As in the case of aluminium (800 nm, 15 wt. %), these particle ‘bands’ significantly 
affect the separation and packing of fibres. 

• The homogeneity of the spatial distribution appears to decrease with increasing 
particle concentration – indicating that the titanium oxide system is prone to 
clumping at the higher concentrations used. 

• The homogeneity of the spatial distribution is improved considerably by increasing 
the particle size to 500 nm, at a concentration of 7.5 wt. % (this is contrary to the 
magnesium oxide system, which did not respond substantially to a change in 
particle size). 

• Increasing the concentration to 10 wt. % for the 500 nm system, results in a 
decrease in the distribution’s homogeneity, however, still superior to the 300 nm 
counterpart system at the equivalent concentration. 

• Overall, the particle distribution does not match that of barium titanate, particularly 
in terms of inter-fibre deposition. 

BaCO3 ✓ 

• At a concentration of 0.5 wt. %, the 800 nm barium carbonate system yields similar 
results to those obtained by the titanium carbide system. 

• A marginally improved particle distribution homogeneity may be observed 
compared to the titanium carbide system. 
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BaTiO3 ✓✓✓ 

• At a size of 400 nm, barium titanate exhibits a progressive improvement in particle 
distribution homogeneity with increasing concentration: 0.25 wt. %, 0.5 wt. %, 1 
wt. %, 2 wt. %, 3 wt. %, 4 wt. %, and 7.5 wt. %. 

• The particle distribution remains homogenous throughout the higher 
concentrations, with the desirable particle compactness for local DVC analyses 
achieved at the highest concentration of 7.5 wt. %. 

• The 7.5 wt. % system also presents a reduced level of microstructural anomalies, 
with instances being isolated and generally limited to less than ∼10 µm within the 
visible region. In this respect, it is similar to the aluminium 800 nm system (10 
wt. %). 

• Even though, at a concentration of 7.5 wt. %, the microstructure is not completely 
free of particle ‘bands’, a desirable compromise is achieved between the local 
deposition of particles in the fibre direction and any potential mechanical property 
detriment. 

• Also, the barium titanate system does not appear to be prone to agglomerate 
formation. 

Cu ✓ 

• At a concentration of 0.25 wt. %, the 580 nm copper particles are well-recognizable, 
despite a sparse spatial distribution. 

• The spatial distribution is somewhat improved at a concentration of 0.5 wt. % and 
1 wt. %, respectively, notwithstanding that copper appears to be particularly prone 
to agglomerate development with increasing concentration, and thus a departure 
from a homogenous distribution within the composite bulk. 

• This system is overly attenuating (see Figure 4-1), such that at the energies 
available, it promoted imaging artefacts, visible as streak patterns surrounding the 
fiducial markers. As with any artefact, it is not desirable for DVC analyses as it may 
lead to an increased predisposition to noise. 

Bi2O3 ✓ 

• At a size of 800 nm and concentration of 10 wt. %, the spatial distribution obtained 
by doping the matrix with bismuth oxide is sparse. 

• A combination of both particle ‘bands’ and agglomerates are observed along the 
fibre direction, causing substantial disruption in the local fibre packing at tow-level. 

• Similar to copper, bismuth oxide is too attenuating compared to carbon at the beam 
energies available in the present work. 

Table 4-7 – Detailed comments complementing the ranking system in Table 4-5. 
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Chapter 5 Fibre-direction strain measurement in a 

 composite ply under pure bending using Digital 

 Volume Correlation and Micro-focus Computed 

 Tomography 

 

This chapter presents an experimental demonstration and validation of high-resolution three-dimensional 

experimental strain measurement using Digital Volume Correlation on Carbon Fibre-Reinforced Polymers, via 

through-thickness strain analysis under a state of pure bending. To permit the application of DVC to 

displacements and/or strain measurements parallel to the fibre direction in well-aligned unidirectional 

materials at high volume fractions, a methodology was developed for the insertion of sparse populations of 

400 nm BaTiO3 particles within the matrix to act as displacement trackers (i.e. fiducial markers). For this novel 

material system, measurement sensitivity and noise are considered, along with the spatial filtering intrinsic to 

established DVC data processing. In conjunction with Microfocus Computed Tomography, the technique was 

applied to a simple standard specimen subjected to a four-point flexural test, which resulted in a linear strain 

distribution through the beam thickness. The high-resolution, fibre-level strain distributions (imaged at a voxel 

resolution of ∼0.64 µm) were compared against the classical beam theory (Euler-Bernoulli) in incrementally 

decreasing averaging schemes and different sub-set sizes. Different sampling and averaging strategies are 

reported, showing that DVC outputs can be obtained that are in very good agreement with the analytical 

solution. A practical lower limit for the spatial resolution of strain is discerned for the present materials and 

methods. This study demonstrates the effectiveness of DVC in measuring local strains parallel to the fibre 

direction, with corresponding potential for calibration and validation of micromechanical models predicting 

various fibre-dominated damage mechanisms. This chapter has been reprinted from Journal of Composite 

Materials, vol. 54, no. 14, pp. 1889-1911, 2020, E. Schöberl, M. N. Mavrogordato, I. Sinclair and S. M. Spearing, 

“Fibre-direction strain measurement in a composite ply under pure bending using digital volume correlation 

and micro-focus computed tomography”. 
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5.1 Introduction 

Climate change continues to be a global challenge. In December 2015, the Paris agreement [1] established 

goals to limit temperature increase to less than 2°C, with ambitions to less than 1.5°C. Owing to high specific 

mechanical properties and the potential to engineer structural properties to precise applications and loading 

conditions, Carbon Fibre-Reinforced Polymers have been identified as a pivotal technology for lightweighting 

across the transport sector [2], where weight reduction remains the fundamental approach to reducing 

greenhouse gas emissions (e.g. CO2, NOx). 

Due to the multiphase composition, anisotropy and heterogeneity of composite laminates, failure prediction 

remains difficult, even under the simplest loading conditions. As such, a fundamental understanding of the 

fibre fracture process is important for a complete interpretation of composite tensile failure, alongside the 

various other forms of damage that develop in these materials under load. 

Characterizing volumetric material deformation and damage is, however, notoriously challenging, due to the 

opacity of the materials, the three-dimensional multiscale nature of damage, the coupling of multiple 

micromechanisms and the difficulty of distinguishing damage caused by load from cutting and polishing 

artefacts associated with traditional metallographic approaches. A significant step forward has been achieved 

in recent years by the use of X-ray computed tomography combined with in situ loading to identify detailed 

sequences of damage accumulation down to fibre level, in 3D, within the bulk of representative materials 

under load [3-7]. As a natural evolution, the coupling of CT with Digital Volume Correlation was identified. 

An extension of the white-light illumination, two-dimensional Digital Image Correlation technique [8], DVC 

was developed for volumetric measurements, and initially demonstrated as a means to estimate the effective 

continuum strain tensor in trabecular bone subjected to axial compression [9]. The general objective of DVC 

is to track a pattern of the reference volume in the deformed volume image and to determine its associated 

shift vector. This may be achieved by employing a correlation criterion (function) to search for a digital pattern 

within a time-series volumetric data set. In the case of volume images, the pattern is given by an array of voxel 

grey-level intensities, i.e. a contrast pattern [9, 10]. As a result, DVC is a tool capable of quantifying the internal 

microstructural response of the material between different load states, by extracting essential failure 

parameters (e.g. local displacements and strains) [11]. 

In the field of composite mechanics, the application of DVC is less extensive, but previous work includes its 

use as a strain-based quantification of the deformation fields to investigate strain concentrations and strain 

transfer lengths associated with the fracture of continuous fibres [12, 13], free-edge effects [14], Mode I 

delamination induced damage in particle-toughened interlayers [15] and transverse shear effects [16]. DVC 

therefore appears to be a powerful tool for measuring volumetric displacements and computing strains, but 
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for X-ray CT, the noise and sensitivity of the measurements rely heavily on a series of factors. These include 

imaging hardware (beam stability, flux, energy, exposure, propagation distance, voxel size), the nature of the 

material type under investigation (sample shape, size, phase density distribution, trackable features) and 

imaging results (contrast-to- noise ratio, spatial resolution, artefacts), all of which influence the quality of the 

image volumes obtained [17, 18]. 

Consequently, an assessment of the reliability and accuracy of the measurements is required through 

validation experiments, where the displacement and/or strain field is known a priori [17]. The approach 

commonly involves two zero-strain pair analyses: a static repeat scan and a rigid body displacement (RBD) 

assessment [12, 13, 15, 18-20]. 

In the context of CFRP tensile failure [12, 13], and progressing from the conventional noise tests, this chapter 

proposes a more comprehensive validation study, specifically focused on an unidirectional material, through 

the application of a four-point flexural test to a simple standard specimen with a well-defined strain 

distribution. The advantage of this approach is that the strain gradient is linear through the beam thickness, 

related directly to the curvature (i.e. the reciprocal of the radius of curvature [21]) which is easily measured 

and does not need measurements of load or material elastic properties. Furthermore, this approach allows 

the exploration of the effects of averaging and the selection of sub-set size on the accuracy of the gradient of 

strain values. 

The highly anisotropic and somewhat regular/self-similar microstructures found in conventional UD CFRPs at 

high volume fractions are intrinsically challenging for DVC, particularly along the fibre direction. The cylindrical 

structure and smooth surfaces of the filaments lack a well-defined, trackable contrast pattern along the fibre 

direction, leading to poor image correlation, and correspondingly inaccurate displacement estimates in this 

direction within a given ply [15]. Following a similar approach to that taken by Brault et al. [16] to generate 

individual features unique to a particular sub-set, the authors have explored the insertion of sparse 

populations of significantly smaller particles (400 nm as opposed to 150 µm) within the matrix to act as 

displacement trackers – i.e. fiducial markers. High-resolution, fibre-level strain distributions are specifically 

addressed (imaged at a voxel resolution of ∼0.64 µm), as opposed to the ply-level studies in Brault et al. [16] 

(which used a voxel resolution of 52 µm). This chapter reports on the development of the fiducial-adapted 

CFRP, corresponding Micro-focus CT four-point flexural testing and DVC processing: micromechanical strain 

mapping results within the fibre bed to evidence the utility of the technique at very much higher resolutions 

than reported in the literature. 
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5.2 Materials and methods 

5.2.1 Material manufacturing 

Cross-ply laminates, with a [90/0]s layup, height ‘h’ of ∼1 mm and a nominal fibre volume fraction ‘Vf’ of ∼55% 

were manufactured by drum winding at KU Leuven, Belgium. A PAN-based 12K TORAYCA T700SC-50C (Toray 

Industries Inc., Tokyo, Japan [22]) non-twisted tow was used, with a 7 µm nominal fibre diameter. 

To create microstructural fiducial patterns for the application of DVC, the resin was filled with commercially 

available tetragonal BaTiO3 particles, nominal mean size of 400 nm and approximately spherical shape (US 

Research Nanomaterials Inc., Houston, TX, USA [23]). This property combination was selected following an 

extensive µCT-based qualitative assessment on a range of possible fiducial compositions (Al, Al2O3, SiC, SiO2, 

MgO, TiC, TiO2, BaCO3, BaTiO3, Cu and Bi2O3), mean particle sizes (300 nm to 800 nm) and concentrations (0.25 

wt. % to 15 wt. % of the resin). From this test matrix, BaTiO3 particles were found to offer the most favourable 

compromise between contrast in CT images (high attenuation coefficient), and the ability to obtain a 

homogeneous distribution in 3D space with sufficient particle compactness for local DVC analyses. The 

particles were dispersed in a SiPreg SR 8500/KTA 313 dual-component epoxy (Sicomin, Châteauneuf-les-

Martigues, France [24]) using a combination of high-shear mixing and heated ultra-sonication (U100H bath, 

Ultrawave Ltd., Cardiff, UK [25]). No specific treatment was applied to the particle surfaces. To remove 

entrapped air, the thermosetting mixture was degassed for 10 min at ambient temperature. The amount of 

resin used was 150 g, with 31.5 g of hardener, following the manufacturer’s specified mixing ratio of 100/21 

(by weight). The BaTiO3 fraction was set at 7.5 wt. % of the resin, equivalent to ∼1.44 vol. %. A nominal 25 % 

tow overlap was targeted during the winding process. A maximum spool tension of 0.12 lb (54.43 g) was 

applied. To control the volume fraction of the matrix, following impregnation, the tow was passed through a 

flat die with an orifice of 0.2 mm × 9 mm. The temperature of the tow spreader and final guide roller were set 

to 50℃. The fibre sizing was left intact. A schematic of the manufacturing setup is shown in Figure 5-1. The 

drum winding process resulted in uniaxial prepreg tape, ∼0.25 mm × ∼350 mm × ∼1900 mm, which was cut 

and laid up to produce the desired [90/0]s cross-ply layup. The prepreg stack was cured in an autoclave for 280 

min at 0.5 MPa (5 bar) and maximum 120℃. To minimize void content in the cured material, a vacuum of 

∼0.07 MPa (∼0.7 bar) was maintained throughout the autoclave process. 
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Figure 5-1 – Schematic illustration of the prepreg manufacturing (drum winding) process. 

 

5.2.2 Specimen geometry and loading 

Specimen preparation was carried out in accordance with the D 7264/D 7264M – 07 test method [26]. A 

standardized support span ‘L’ to thickness ‘t’ ratio of 20:1 was used. ‘Matchsticks’ (∼1 mm × ∼41.5 mm × ∼1 

mm) were prepared via water-jet cutting from the manufactured plates described in Section 5.2.1. The 

specimens were cut with additional length to ensure good alignment with the loading and support span, 

respectively. The specimen geometry, region of interest and direction of loading relative to the composite 

layup are shown in Figure 5-2. 

 

 

 

 

 

 

 

 

 

Figure 5-2 – (a) Specimen geometry (thickness as measured via CT), and (b) direction of loading relative to the composite 
layup (orthogonal to the 0° plies – XZ-plane shown). The ROI shown schematically corresponds to that of the cropped CT 

volume for DVC analysis. 
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The specimen was enclosed in a 58 mm long, 7 mm inner diameter and 10 mm outer diameter Poly(methyl 

methacrylate) (PMMA) reaction tube, illustrated in Figure 5-3 (a). A polymer-based material was selected for 

the construction of the tube to minimize X-ray absorption. Holes were machined and threaded to 

accommodate M3 grub screws to act as the support (20 mm) and loading span (10 mm), respectively. Opposite 

the loading span, two cavities were designed to allow manipulation of the specimen once the tube was capped 

with the 3D printed acrylonitrile butadiene styrene, non-load bearing wedges as shown in Figure 5-3 (b). Guide 

grooves (1.10 mm × 2.0 mm) were designed in the top and bottom wedges, aligned with the loading screws. 

A tolerance of 0.25 mm was provided around the specimen (Y- and Z-direction) to ensure that it did not come 

into contact with the wedge surfaces, thereby influencing the bending deformation. The wedges were 

designed with interlocking pins to ensure both good alignment and no movement relative to the tube. The 

assembly, as shown in Figure 5-3 (c), was mounted onto the sample manipulator stage via a stand-off that 

screwed directly into the bottom wedge. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5-3 – (a) Reaction tube with relevant dimensions, (b) wedges designed to maintain optimum alignment of the 
specimen, (c) complete assembly – showing both a bent and unbent geometry to illustrate the operating principle. 

(a) (b) 

(c) 
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The bending of the specimen was applied ex situ, by manually rotating both the grub screws simultaneously 

via a pair of Allen keys. Rotation of the screws was carried out in increments of 1/8th of a turn until the desired 

curvature was reached. A relatively small deformation (large radius of curvature) was intended in order to (a) 

ensure that the classical beam theory (Euler-Bernoulli) is applicable [21], and (b) prevent microstructural 

damage occurring within the two 0° plies (e.g. fibre fractures, intra/interlaminar matrix cracks and 

delaminations) as such damage would significantly alter the local strain distribution [12, 13, 15]. Conversely, 

the radius of curvature attained was selected to be small enough, for the maximum strain within the ROI to 

exceed the anticipated experimental noise. A single load step (sequence) was performed. 

5.2.3 Computed Tomography 

Micro-focus CT measurements were carried out at the µ-VIS X-Ray Imaging Centre at the University of 

Southampton, UK. Scans were conducted in a Xradia 510 Versa (Carl Zeiss AG, Oberkochen, Germany [27]) 

polychromatic system, equipped with a tungsten transmission target. A 2048 × 2048-pixel detector was used, 

with a chip size of 13.5 µm. To achieve the desired voxel resolution levels, a two-stage magnification approach 

was implemented (Resolution at a Distance or RaaD [27]), combining the geometric magnification of the X-ray 

imaging with a set of barrel-mounted lenses. Scans on the specimen were conducted at different resolutions, 

depending on the designation: (a) low resolution – with greater field of view for the sole purpose of 

determining the radius of curvature, and (b) high resolution – used in order to determine fibre-level strain 

gradients through the application of DVC. The low-resolution scans were acquired through an objective with 

4 × magnification, yielding a voxel size of ∼4.02 µm for the bent and unbent specimen, respectively. The high-

resolution scans were conducted at 20 × magnification, yielding a voxel size of ∼0.64 µm for the bending 

configuration and noise assessment scans (static repeat and RBD), respectively. A 1 s exposure was used for 

the low-magnification scans. The number of projections per scan was set to 1601, giving a duration of ∼0.44 

h per tomograph. For the high-magnification scan, the exposure time was increased to 30 s, resulting in a scan 

time of ∼13.34 h. The beam energy was set to 80 kVp and the current to 87 mA throughout. A 2 × detector 

‘binning’ was used, with acquisition taking place over a rotation of ± 180°. The FOV corresponds to ∼4 mm × 

∼4 mm × ∼4 mm and ∼0.58 mm × ∼0.62 mm × ∼0.64 mm for the low- and high-resolution scans, respectively. 

A source-to-object and object-to-detector distance of ∼17 mm and ∼18 mm, respectively, was used. The data 

were reconstructed using conventional absorption-based FBP. Figure 5-4 illustrates the complete 

experimental setup. 
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Figure 5-4 – Experimental setup illustrating the loading device in acquisition position. 

 

5.2.4 Digital Volume Correlation 

DVC was performed using the commercial DaVis v10 software with StrainMaster DVC package (LaVision GmbH, 

Göttingen, Germany [28]). StrainMaster employs a correlation criterion operating on the grey-level intensity 

values of 3D images [29]. In essence, the measurement volume is divided into smaller sub-sets, and the 

contrast pattern within each sub-set is then tracked from the reference to the deformed state independently 

(local approach [30]) as a discrete function of the grey levels [29]. A cross-correlation function is employed to 

measure the conservation of the grey levels between the original and displaced sub-set, with the position 

determined for which the correlation is closest to unity [15, 18, 29]. Analogous to DIC, the correlation 

coefficient can be used to evaluate the similitude between the sub-sets [18]. A coefficient of 1.0 implies that 

the sub-sets are completely related, whereas a value of 0 indicates that they are completely unrelated [18]. 

The workflow of the correlation process is illustrated schematically in Figure 5-5. The associated shift (3D 

displacement) is given by the vector connecting the sub-set centroids between the deformation states [28]. 

Finally, 3D strain field estimation may be carried out through a centred finite difference to determine the 

numerical derivatives of the vector field [18, 20, 29, 31]. 

Recognition of matching sub-sets between the deformation states was performed within the DVC software 

via a multi-step, multi-pass strategy, whereby a global pre-shift was computed through a Fast Fourier 

Transform approach, followed by Direct Correlation. The approach maximized the efficiency of using the DVC 

Scintillator 
and objective 

X-ray source 

Loading 
device 



Chapter 5 

161 

algorithm by exploiting the BaTiO3 particles as fiducial markers along the fibre direction, as the search for the 

corresponding sub-set in the deformed state was confined to a shift equal to the search radius (Figure 5-6). 

Furthermore, the approach allowed for the coarse displacements captured by larger sub-sets to be used as a 

predictor vector field for the subsequent and refined iterations, involving smaller sub-sets. 

Both implementations use an equivalent of a piecewise linear shape function for the reference-deformed 

mapping and a normalized form of the cross-correlation function to quantify the conservation of the grey 

levels between the images [18, 28, 29, 32]. A trilinear interpolation is used in ‘FFT’, and a third-order spline 

interpolation in ‘DC’, to compute the greyscale intensities of each displayed voxel at non-integer positions (i.e. 

sub-voxel measurements) [32]. ‘DC’ also permits the use of a weighted window within sub-sets, an option 

which was implemented during the final iteration step of correlation (dual-pass). This results in a potentially 

improved representation of the local displacement field, as the voxels in the vicinity of the sub-set centroid 

carry more weight than voxels located at the edge of the sub-set. While the weighted window extends over 

two times the sub-set size, the implementation ensures that the effective spatial resolution is similar to that 

of a conventional sub-set, for which an arithmetic average is implemented [28]. 

As isotropic sub-sets were used throughout all present analyses, a specific notation is introduced, whereby 

the specified size of a sub-set is equivalent to a sub-set with its characteristic length cubed (i.e. sub-set size of 

N voxels is equivalent to a sub-set size with N × N × N voxels or N3 voxels). 

To moderate the computational cost, two further strategies were implemented. First, a 16-bit to 8-bit integer 

conversion was performed. While the correlation results will always be imaging configuration dependent, 

Buljac et al. [34] have shown that histogram (grey level) rescaling has negligible impact on the DVC error. 

Similarly, the bit-depth of volumes was also reduced in Borstnar et al. [15] to achieve faster processing times. 

Secondly, the search radius was incrementally reduced from 8 to 6 and ultimately 4 voxels between the 

deformed and undeformed state. As reported in Schöberl et al. [12, 13] the latter value corresponds to a 

typical fibre-break opening (based on a 0.65 µm voxel size) in a T700SC-50C/epoxy-based cross-ply, implying 

that in the absence of fractured filaments and/or matrix cracks within the 0° plies, the elastic response of the 

microstructure cannot exceed the aforementioned displacement level. 

To increase sampling, the overlap between the neighbouring sub-sets was set to 50 %, as reported in previous 

works [15, 18, 20]. This is less than the 75 % overlap reported in Schöberl et al. [12, 13]; however, it is desirable 

to balance the poorer signal-to-noise available using the present materials and methods (see Section 5.3.1.2). 

The relevant settings used are detailed in Table 5-1. 
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Figure 5-6 – Schematic diagram of the DVC process: inclusion of fiducials and presence of a user-specific search region 
when using the ‘DC’ method. Figure not to scale. Adapted from Xu [11] with permission from Elsevier and with 

permission from Jiroušek et al. [33]. 

 

Final sub-set size 

(voxels) 

FFT pre-shift 

(voxels) 

Step 1 

(voxels) 

Step 2 

(voxels) 

Step 3 

(voxels) 

No. of 

passes 

steps 1-3 

Voxel 

binning 

step 1 

Voxel 

binning 

step 2 

Voxel 

binning 

step 3 

40 80 80 48 40 

2 4 × 4 × 4 2 × 2 × 2 NONE 

48 80 80 56 48 

60 96 96 64 60 

72 128 128 88 72 

80 128 128 96 80 

100 144 144 112 100 

120 176 176 136 120 

148 192 192 160 148 

156 192 192 160 148 

Table 5-1 – Summary of ‘DC’ settings used in the multi-step, multi-pass approach (50 % sub-set overlap). Weighted 
windows used in the last iteration step (dual-pass). 

 

To assess the noise and sensitivity associated with the DVC technique, conventional stationary and RBD tests 

were performed (see Sections 5.3.1.1 and 5.3.1.2). DVC was applied to cropped volumes from the 0° plies, 

measuring 795 × 885 × 230 voxels. As previously indicated in Figure 5-2, the Y-axis indicates the fibre direction; 

the X-axis is in-plane orthogonal to the fibre direction, while the Z-axis corresponds to the out-of-plane 

direction. The anisotropic volume represented the maximum available window to perform DVC, particularly 

limited in the Z-direction by the position of the FOV relative to the centre of the specimen and the height ‘h’ 

of 0° plies. Volumes were carefully checked in advance against the presence of any significant CT artefacts 

and/or variations in sharpness within the visible region. 

Deformed volume image (B) 

Search radius (for ‘DC’) 

Undeformed volume image (A) 
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As summarized in Table 5-2, the number of DVC ‘slices’ (i.e. planes composed of volumetric sub-sets, one sub-

set thick) is computed by dividing the height of the cropped volume (230 voxels) by the step size used in the 

correlation algorithm. Such an example is illustrated in Figure 5-7, where a stack comprising of four DVC slices 

can be observed. Likewise, the number of in-plane data points per DVC slice can be computed by dividing the 

sub-set plane dimensions (795 × 885 voxels) by the step size used (see Table 5-3). 

Sub-sets positioned at the perimeter of the grid (XY-plane) as well as the planes of sub-sets located at the top 

ends of the stack (Z-direction) must be treated with special consideration (e.g. masked or truncated) if 

displacement vectors are computed, but not 100 % satisfied from a voxel validity perspective – i.e. notional 

sub-sets that overlap with the edge, due to cropping between deformation states and/or large RBDs, 

potentially causing the correlated data to be noisier [20] or incomplete. 

Sub-set size (voxels) Step size (voxels) 
No. of DVC slices  

(Z-direction) * 

No. of raw data slices per 

DVC slice 

80 40 6 40 

100 50 5 50 

120 60 4 60 

148 74 3 74 

Table 5-2 – Number of DVC slices (planes of sub-sets) for a given sub-set size with 50 % overlap, and the corresponding 
number of raw data slices per DVC slice. *Nomenclature: DVC slice numbering starts with 0. 

 

 

 

 

 

 

 

 

 

 

 

Figure 5-7 – Example stack comprised of 4 DVC slices in the Z-direction (‘Z=0’ to ‘Z=3’), applicable to a sub-set size of 120 
voxels with 50 % overlap. In turn, each DVC slice (i.e. plane of sub-sets, one volumetric sub-set thick) is representative for 

60 raw CT data slices. Raw data volumes cropped from the 0° plies: 795 × 885 × 230 voxels. Y-axis indicates the fibre 
direction. X-axis is in-plane orthogonal to the fibre direction, while the Z-axis corresponds to the out-of-plane direction. 
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Sub-set size (voxels) Step size (voxels) 
No. of DVC slices  

(Z-direction) 

No. of data points per 

slice  

(X-direction) 

No. of data points 

per slice 

 (Y-direction) 

80 40 6 20 22 

100 50 5 16 18 

120 60 4 13 15 

148 74 3 11 12 

Table 5-3 – Number of in-plane data points (X- and Y-direction) per DVC slice, applicable to a sub-set with 50 % overlap. 

 

A common post-processing aspect of strain computation via DVC (and related DIC algorithms) is the Virtual 

Strain Gauge (VSG). The VSG defines the local (effective) region of the image that is used for strain calculation 

at a specific location and is volumetrically analogous to the physical area that a metallic foil strain gauge covers 

[31]. Additionally, the VSG may also be considered to be a smoothing/denoising strategy as it represents a 

higher-order filtering stage for the computed strains. More details about the application of VSGs can be found 

in Jones and Iadicola [31]. 

Several key variables affect the VSG, such as the characteristic length (size) of the strain window (LSW), step 

(LST) and sub-set (LSS). As the characteristic length (LVSG) of the VSG decreases, the noise typically increases, and 

the amount of global spatial filtering decreases. Similarly, as the size of the VSG decreases, the maximum strain 

amplitude along a line cut (extracted region of highest strain gradient) will generally increase [31]. In this 

chapter, a VSG with an LSW of 3 × 3 × 3 and 3 × 3 × 1 neighbouring vectors was used for volumetric and planar 

strain computation, respectively. The application of a VSG implies that the effective volumetric gauge length 

over which each strain value is computed is larger than the size of a single subset, with Equation 5-1 describing 

how the characteristic length of the VSG varies linearly with the aforementioned parameters [31]. 

𝐿𝑉𝑆𝐺 = (𝐿𝑆𝑊 − 1) × 𝐿𝑆𝑇 + 𝐿𝑆𝑆  

Equation 5-1 

5.2.5 Image processing 

The evaluation of the radius of curvature of the bent specimen was performed on the low-magnification scan 

(4 ×) by using an industrial 3D metrology toolkit – GOM Inspect 2018 (GOM GmbH, Braunschweig, Germany 

[35]). As the approach requires inspection of polygonally meshed surfaces, a series of operations were carried 

out in Fiji ImageJ [36] and VGSTUDIO Max v2.1 (Volume Graphics GmbH, Heidelberg, Germany [37]), 

respectively, to export the greyscale based tomographs as a 2D meshed surface. Surface determination and 

the construction of a best-fitting circle has been performed using the ‘automatic’ function, thus removing any 

user bias. 
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A second procedure was performed to check manually the result of the calculation described above. This was 

carried out in SOLIDWORKS 2015 (Dassault Systèmes SE, Vélizy-Villacoublay, France [38]), whereby the radius 

of curvature obtained through GOM Inspect 2018 was backfitted onto the edge of the bent specimen. The 

workflow consisted of fitting a three-point arc (to the nearest pixel) to a 2D edge performed extraction. The 

flowchart in Figure 5-8 illustrates the process in detail. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5-8 – Workflow illustrating the evaluation of radius of curvature of the bent specimen using GOM Inspect 2018 
and validating the metrologically obtained results in SOLIDWORKS 2015. 
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5.3 Results and discussion 

5.3.1 Noise and sensitivity 

As noted above, to evaluate the metrological performance of the DVC technique, noise studies were 

conducted. The assessment involves two studies, with the approach being similar to that of Schöberl et al. [12, 

13], Borstnar et al. [15], Gillard et al. [18] and Pierron et al. [20]. The first is a stationary analysis, which involves 

repeated scanning of the same specimen without any alterations in load (zero displacement, zero strain) or CT 

parameters (exposure, number of projections, beam energy, current or propagation distance). The purpose of 

this static noise test (SNT) is to quantify the intrinsic scanning noise and bias. The second study is an RBD in 

which the specimen was moved in situ by a predefined displacement, parallel to the fibre direction (Y-axis), 

using the manipulator stage. CT acquisition was performed between each specimen position to evaluate the 

magnitude of the displacement vector fields and to assess any interpolation and/or system errors associated 

with the DVC approach [15]. 

5.3.1.1 Static noise test 

Under ideal conditions, the obtained displacement vector data and implicit computed strains should be equal 

to zero. Noise arising from the imaging system (e.g. photon counting statistics, electrical noise, scattered 

radiation) and the surrounding environment (e.g. induced vibrations, thermal changes) implies that this is 

never the case, and consequently, sub-set displacements will generate false strains within the results [12, 13, 

15, 18, 20]. However, due to the novelty of the DVC technique, as yet there is no agreed standard for the 

assessment of the strain error (usually referred to as the strain resolution) [15, 32]. For example, one approach 

reports the maximum standard deviation of a given strain map (plane of sub-sets) [18, 20], while a second 

returns the standard deviation of the measured strain components within the volume [12, 13, 15]. Following 

the first approach, however, can result in overestimating the error, as results can be affected by 

unrepresentative localized scanning artefacts (e.g. rings, detector ‘zingers’). In this work, the latter approach 

is taken for which the error is seen to form a normal distribution with a mean of ∼zero. The advantage of this 

approach is that both the stochastic noise in the imaging system and any biases in the correlation algorithm 

are captured and accounted for: Schöberl et al. [12, 13] and Borstnar et al. [15]. 

A typical effect of the sub-set size on the strain resolution is presented in Figure 5-9. As previously reported in 

the literature, a compromise can be achieved between strain and spatial resolution [12, 13, 15, 17-19]. Of 

specific interest in this work is the normal strain ‘εyy’, parallel to the fibre direction. Considering the normal 

components of the strain tensor, it can be observed that the lowest error is achieved in the fibre direction (Y), 

despite the fact that correlation along the fibres themselves has the lowest values, particularly in particle-free 
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CFRPs [15]. This may be rationalized, as the deposition of BaTiO3 during the drum winding process occurred 

parallel to the fibre direction as the tow was drawn through the die, essentially creating longitudinal bands of 

fiducial markers in the Y-direction which assists the correlation process significantly, eliminating the self-

similar microstructure. A similar effect, for the identical material, is also observed using SRCT [12, 13]. 

The compromise between strain and spatial resolution occurs as a smaller sub-set size will contain too few 

unique features, in this case, the BaTiO3 particles. In contrast, a larger sub-set will compromise spatial 

resolution [39], as the underlying deformation is representative of the average displacement of all the voxels 

contained within the sub-set [15]. A larger sub-set size also implies a larger characteristic length for the VSG, 

which in turn has a negative impact on the global length-scale over which the strains are computed. Figure 5-

10 shows an isometric view of a typical subset, while Figure 5-11 presents the number of particles as a function 

of sub-set size. As the fiducial markers are the main features used for correlating sub-sets between the 

different deformation states, it may be assumed that matrix deformation dominates the DVC output [12, 13]. 

A trade-off is identifiable in Figure 5-9 at an isotropic sub-set size of 120 voxels, where the corresponding 

length of the VSG measures 240 voxels. The equivalent VSGs (for different sub-set sizes applied) are shown in 

Figure 5-12, alongside the strain resolution (εyy) related to the SNT. From Equation 5-1, it can be observed that 

for the particular case of a 50 % sub-set overlap, the characteristic length of the VSG measures twice the size 

of the constituent sub-set dimension. 

 

Figure 5-9 – Influence of sub-set size on the strain resolution during SNT scanning (expressed as the standard deviation 
of the measured strain values), illustrating the compromise between strain and spatial resolution. The ‘εyy’ component 

of the strain tensor denotes the longitudinal (fibre) strain, ‘εxx’ the in-plane transverse strain, while the out-of-plane 
strain component is given by ‘εzz’. 
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Figure 5-10 – 3D isometric CT view of an isotropic sub-set with a characteristic length of 100 voxels, containing 
segmented BaTiO3 particles. 

 

 

Figure 5-11 – Number of particles as function of sub-set size, using a grey-level threshold of 100/255. 

 

121

258

429

0

50

100

150

200

250

300

350

400

450

500

80 100 120

N
o

. 
o

f 
p

ar
ti

cl
es

Isotropic sub-set size (voxels)



Chapter 5 

170 

 

Figure 5-12 – Illustration of VSG and sub-set size, in conjunction with spatial resolution vs. strain resolution (εyy). Voxel 
size corresponds to ∼0.64 µm. 

 

5.3.1.2 Rigid body displacement 

The displacement field following a movement parallel to the fibre direction was initially computed at a sub-

set size of 120 voxels (50 % overlap). The measured variation in displacement via DVC is relatively small, with 

an average displacement reading of 9.713 µm and a standard deviation of 0.0148 µm. The induced Y-

displacement was manually confirmed to the nearest pixel in Fiji ImageJ; multiple measurements were taken 

by determining the distance between a unique feature (e.g. a void or BaTiO3 particle) and a reference point. 

The manual (average) measurement indicates a displacement of ∼9.62 ± ∼0.64 µm, which is within the 

accuracy of the DVC. As the present work is exclusively focused on fibre direction strain measurements, RBD 

analyses were limited to longitudinal tests. Although not an objective here, it is acknowledged that in order to 

perform reliable transverse (X-direction) and out-of-plane (Z-direction) strain measurements, additional noise 

assessment studies would be required (e.g. as in Borstnar et al. [15]). 

A strain map indicating the rigid body correction is shown in Figure 5-13, where the magnitude of the 

longitudinal strain noise is shown on a map overlapped with the microstructure. For other sub-set sizes, the 

SNT and RBD-corrected errors (εyy) are collectively summarized in Figure 5-14. Edge artefacts arising from 

volume displacements were geometrically masked prior to initiating the correlation process, measuring 795 × 

16 invalid voxels (rounded to the closest integer), across each of the 230 raw data slices. 
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Figure 5-13 – DVC slice ‘Z=2’ illustrating the ‘εyy’ strain map (noise) overlaid with the microstructure following RBD 
correction. Masking applied (795 × 16 × 230 voxels) to remove edge artefacts for the Y-displaced scans.                        

Map range: -0.065 to 0.065 %. 
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Figure 5-14 – (a) Strain resolution (εyy), and (b) strain mean (εyy) for the SNT and RBD corrected scans for various sub-set 
sizes with 50 % overlap. Masking applied (795 × 16 × 230 voxels) to remove edge artefacts for the Y-displaced scans. 

Voxel size corresponds to ∼0.64 µm. 

 

Figure 5-14 (a) shows that in all cases, the RBD-corrected error is higher than that of the SNT. This is consistent 

with previous studies which have shown that RBDs can induce higher errors, particularly in the translation 

direction, due to additional errors from the interpolation biases arising from the specimen movement [15, 18, 

20]. Based on the ex situ configuration of the present experiment, the RBD strain resolution is considered as 

the major contribution to the experimental error. 

For the equivalent material and similar voxel resolution levels, but in the context of SRCT, it was shown that 

the discrepancies between the RBD-corrected and SNT standard deviations for a given sub-set size are less 

than presented here [12, 13]. While it is not the aim of this study to investigate the performance of the DVC 

based on different imaging acquisition methods, this is a potential indicator that the strain error following an 

RBD is particularly influenced by the interpolation function, which in turn is affected by the quality of the scan 

and/or acquisition parameters – e.g. noticeable reduced sharpness in volumes obtained through conventional 

lab cathode tube as opposed to SRCT in Schöberl et al. [12, 13]. 

Despite the different sources of radiation and dissimilar DVC algorithms/parameters (yielding different spatial 

resolutions), the magnitude of the RBD-corrected strain resolutions are reasonably consistent with those 

reported in Schöberl et al. [12, 13] using BaTiO3-filled CFRPs and in particle-toughened interlayer materials 

[15]. 
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5.3.2 Evaluation of radius of curvature 

The automatically generated radius of curvature generated in GOM Inspect 2018 is shown in Figure 5-15, 

where a close-up view of the best-fitted circle can be visualized. The obtained radius measures 65.38 mm or 

the equivalent of ∼16,263 voxels (∼4.02 µm voxel size). A key observation can be readily made regarding the 

dimension of the circle, which is large in relation to the geometry of the specimen captured within the FOV of 

the 4 × scan. This, however, follows the above-described methodology of the experiment, whereby a small 

deflection was intended in order to maintain compatibility with the classical beam theory as well as to avoid 

any microstructural damage within the 0° plies. 

 

Figure 5-15 – Metrologically fitted circle with a radius of 65.38 mm on the specimen bent geometry (∼1 mm × ∼4 mm) 
captured within the FOV of the 4 × scan. 

 

Following the workflow earlier described in Section 5.2.5, this result was manually back-fitted onto the 

specimen edge in SOLIDWORKS 2015. A good agreement was found between the two techniques, and 

therefore, the data generated by GOM Inspect 2018 is considered correct. The value of 65.38 mm is thus used 

in the evaluation of the strain profiles as a function of the specimen thickness (see Section 5.3.3). 
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5.3.3 Beam strain profiles 

For an ideally homogeneous material, it is expected that deformation under elastic bending would yield a 

smooth linear gradient about the central neutral axis of the specimen. Divergence from this may be attributed 

to experimental errors (stochastic, systematic etc.) and/or variations in microstructure (e.g. local fibre 

misalignment). 

Once the 3D grid of centroid displacements was numerically differentiated to produce full-field 3D strain maps, 

the constituent sub-sets can either be evaluated as standalone or averaged with the neighbouring sub-sets in 

various post-processing schemes for comparison purposes. An exemplar averaging scheme is presented 

schematically in Figure 5-16, initially carried out on a volumetric basis (through the entire DVC stack), followed 

by the analysis of an individual DVC slice – see Table 5.2 and Figure 5-7. As such, for a centroid position along 

the X-axis, a column of sub-sets (Y-direction) was averaged both in the in-plane and in the out-of-plane 

direction (Z). Subsequently, the process was repeated incrementally for all permutations in the X-direction. 

For the grid obtained through a correlation with a sub-set size of 120 voxels with 50 % overlap (Figure 5-16), 

each of the columns contain 15 sub-sets and spans four DVC slices (planes) in the Z-direction – thereby 

representing an average of 60 subsets (with the exception of the corners of the overall volume, due to 

cropping/masking, where the total number of sub-sets per column are slightly less). Finally, each of the 13 

averaged columns was compared against the Euler-Bernoulli prediction. The theoretical values, corresponding 

to the reciprocal of the radius of curvature (65.38 mm), were computed at the position of each sub-set column 

on the grid. The planar procedure is similar, with the only difference being that sub-set averaging was 

performed independently in each of the slices (i.e. limited to the in-plane direction: 15 sub-sets were averaged 

in one instance, as opposed to 60 for across whole volume). Next, the averaging scheme followed a 

decomposition into blocks comprised of a reduced number of sub-sets: 3 blocks of 5 sub-sets followed by 5 

blocks of 3 sub-sets per each column, corresponding to a sub-set sampling of 33.33 % and 20 %, respectively, 

per column. Ultimately, the assessment was carried out based on standalone sub-sets (multiple rows) through 

the thickness of the beam. 

A typical strain profile obtained through the four-point experiment can be seen in Figure 5-17, in which the 

microstructure is overlaid with the strain map. The expected strain distribution can be observed qualitatively 

through the beam thickness, i.e. fibres in tension on the left-hand side and in compression on the right-hand 

side, with a neutral plane of sub-sets (∼zero strain) located centrally. 

 

 



Chapter 5 

175 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5-16 – Schematic diagram illustrating the 3D grid of DVC sub-sets, applicable to matching volumes of 795 × 885 × 
230 voxels, correlated with an isotropic sub-set size of 120 voxels and 50 % overlap. For simplicity, only overlapping 

windows (steps) are shown as opposed to the grid comprised of overlapped sub-sets. Displacement vectors, and implicit 
strain values are computed for each step (i.e. a distance of 60 voxels or ∼38.4 µm). The sub-set averaging schemes are 

indicated as follows in decreasing stages (applicable to each permutation along the X-direction: yellow – volumetric 
across four slices (planes) of sub-sets, orange – planar, across a single slice of sub-sets, blue – planar, single median 

block of five sub-sets ‘2/3’, pink, cyan and green – planar, three central blocks each consisting of three sub-sets ‘2/5’, 
‘3/5’, ‘4/5’ and red – planar, standalone sub-sets (rows) through the beam thickness compared with the analytical 

solution. 
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Figure 5-17 – Strain mapping illustration overlapped with the microstructure (795 × 885 voxels, ∼0.64 µm voxel size), 
showing the through-thickness strain distribution. Fibres in tension on the left-hand side and in compression on the 

right-hand side. Sub-set size: 120 voxels with 50 % overlap. DVC slice number ‘Z=2’. Interpolation/smoothing not applied 
to the strain map. 

 

5.3.3.1 Volumetric sub-set averaging 

Figure 5-18 (a) presents the strain data obtained from a correlation based on subset size of 120 voxels with 

50 % overlap. Similarly, Figure 5-18 (b) and (c) presents the volumetrically averaged strain gradient, but at 

different spatial resolutions (100 voxels and 80 voxels sub-set size, respectively). As expected, the spatial 

sampling improves with decreasing sub-set size, but with an increased predisposition to noise – see Table 5-3 

and Figure 5-9. 

Following the volumetric averaging scheme of subsets, the DVC output is found to be in concordance with the 

analytical solution for all three presented case studies. Even though the experimental error doubles (0.0415 

% vs. 0.0211 %) from a sub-set size of 80 voxels to 120 voxels, the strain gradient is shown not to be affected. 
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Figure 5-18 – Strain gradient obtained through the application of DVC vs. classical beam theory prediction. Sub-set size: 
(a) 120 voxels, (b) 100 voxels, (c) 80 voxels with 50 % overlap. Volumetric sub-set averaging through all DVC slices: (a) 
‘Z=0’ to ‘Z=3’, (b) ‘Z=0’ to ‘Z=4’, (c) ‘Z=0’ to ‘Z=5’. Number of averaged sub-sets per column: (a) 60 (15 × 4), (b) 72 (18 × 

4), (c) 88 (22 × 4). Number of data points: (a) 13 columns, (b) 16 columns, (c) 20 columns. Indicated RDB corrected error 
of (a) 0.0211 %, (b) 0.0293 %, (c) 0.0415 %. 

 

A key observation from Figure 5-18 is related to what appears to be an offset of the neutral axis by ∼76.8 µm 

to ∼96 µm (depending on the sub-set grid spacing), leading to a higher number of data points in compression 

as opposed to the tension side of the beam, across all examples (e.g. 7 data points in compression vs. 5 data 

points in tension from the neutral axis, for the 120 voxel sub-set size case, with 50 % overlap). This effect is a 

direct experimental artefact arising from image acquisition, and not DVC processing, whereby the CT volumes 

of the deformed and undeformed state were slightly offset in relation to the geometrical neutral axis of the 

specimen. The reduced FOV at 20 × magnification made a perfect alignment at fibre-level challenging, which 

combined with the offset required to implement an eccentric centre of rotation relative to the mid-axis of the 

rig for the bent configuration resulted in matching volume images marginally orientated towards the 

compression side of the beam. 

In addition, from Figure 5-18, a small degree of nonlinearity can be observed at the furthest distance from the 

neutral axis (corresponding to the highest negative/positive strain values within the FOV). This effect is 

consistent throughout the data sets and can be attributed to edge-based artefacts – see Section 5.2.4. The 

effect is confined to three grid positions nearest the edge of the FOV, which is the equivalent to the span of 

the VSG. This is anticipated, as a poorly correlated sub-set positioned at the edge of the matching volumes will 

have a detrimental impact on the entire corresponding VSG measurement of strain. Further DVC results have 
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been truncated to eliminate these edge artefacts located at the perimeter of the correlated volumes (XY-

plane), at the expense of a reduced number of data points through the beam thickness (see Section 5.3.3.2). 

It can also be observed that as the sampling rate is increased (i.e. smaller sub-set size/higher spatial 

resolution), the gauge length of the affected area diminishes, confirming that this is an artefact of the image 

processing. 

Following the above-described volumetric sub-set sampling and averaging strategy, the effectiveness of DVC 

in measuring local strains is shown to correlate well with Euler-Bernoulli beam theory, however, with a subtly 

reduced accuracy in the presence of edge artefacts. 

5.3.3.2 Planar sub-set averaging 

For brevity, correlation results in this section are based on a sub-set size of 120 voxels (50 % overlap), with 

averaging now being carried out in a single slice (plane) of the specimen. In the first instance, single-sliced 

columns of sub-sets are considered as opposed to columns averaged through the overall stack. Figure 5-19 

shows strain gradients obtained through the decomposition of the DVC stack into the component DVC slices. 

While there is a reduction in the number of sub-sets averaged per data point (column) by a quarter, i.e. from 

60 to 15, the linearity of DVC output remains in good agreement with the analytical solution for the middle 

DVC slices shown here ‘Z=1’ and ‘Z=2’. As noted in the previous section, the number of data points through 

the thickness of the specimen was reduced to eliminate edge-based artefacts. 

 

Figure 5-19 – Strain gradient obtained through the application of DVC vs. classical beam theory prediction. Sub-set size: 
120 voxels with 50 % overlap. Planar sub-set averaging performed independently in both DVC slices ‘Z=1’ and ‘Z=2’. 
Number of averaged sub-sets per column: 15 (15 × 1). Edge-artefacts located at the perimeter truncated (XY-plane), 

yielding 14 data points (7 columns × 2 DVC slices). Indicated RDB corrected error of 0.0211 %. 
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The two remainder DVC slices ‘Z=0’ and ‘Z=3’ are not discussed, as they are comparable to what was stated in 

Section 5.3.3.1; these planes of sub-sets also represent edge-artefacts, not being fully satisfied from a voxel 

perspective. However, in this particular instance, the outlier subsets are not positioned at the perimeter of 

the grid (XY-plane) for each DVC slice but are rather located at the top/bottom end of the 3D stack (Z-direction) 

– see Section 5.2.4. Consequently, due to missing pixel information, restoring the ‘true’ response of the 

material is more challenging in the aforementioned DVC slices. 

Further decomposition of the averaging scheme concentrates on the results based on a single DVC slice, in 

particular slice ‘Z=2’. Blocks are considered, being comprised of a reduced number of sub-sets (as opposed to 

full single-sliced columns) and remote from edge artefacts: median block number ‘2/3’ comprised of 5 sub-

sets (Figure 5-20 (a)) and central blocks ‘2/5’, ‘3/5’ and ‘4/5’, each comprised of 3 sub-sets (Figure 5-20 (b)). 

Finally, the averaging scheme is removed completely, and an example is shown where single rows of sub-sets 

are compared against the theoretical prediction (Figure 5-21). 

Decreasing the number of averaged sub-sets in a column even further, from 15 to 5, is also shown not to 

introduce fluctuations above the experimental error in the strain gradient (Figure 5-20 (a)). The level of 

nonlinearity is observed to increase slightly when only three sub-sets are averaged per column, as opposed to 

a number of five, but the DVC output still remains within the boundaries of the RBD-corrected error of 0.0211 

% (Figure 5-20 (b)). 
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Figure 5-20 – Strain gradient obtained through the application of DVC vs. classical beam theory prediction. Sub-set size: 
120 voxels with 50 % overlap. DVC slice number ‘Z=2’. Planar averaging scheme: (a) single median block ‘2/3’ containing 
5 averaged sub-sets per column on the grid (block contains 33.33 % of the total number of sub-sets per column), and (b) 
central blocks ‘2/5’, ‘3/5’, ‘4/5’ each containing 3 averaged sub-sets per column on the grid (one block contains 20 % of 
the total number of sub-sets per column). Edge-artefacts located at the perimeter and ends of the stack truncated (XY 
and Z-plane), resulting in: (a) 7 data points (1 block of averaged sub-sets × 7 columns), and (b) 21 data points (3 blocks 

of averaged sub-sets × 7 columns). Indicated RDB corrected error of 0.0211 %. 
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Figure 5-21 – Strain gradient obtained through the application of DVC vs. classical beam theory prediction. Sub-set size: 
120 voxels with 50 % overlap. Sub-set averaging scheme removed (i.e. each data point corresponds to strain value of a 
standalone sub-set). Rows of sub-sets (Y-direction) plotted: 4/15, 5/15, 7/15, 11/15, resulting in 28 data points (7 sub-
sets × 4 rows). Edge-artefacts located at the perimeter and ends of the stack truncated (XY and Z-plane). Indicated RDB 

corrected error of 0.0211 %. 

 

Sampling standalone sub-sets with a size of 120 voxels (∼76.8 µm or ∼11 fibre diameters), as opposed to 

averaging entire columns or reduced blocks comprising multiple sub-sets, does reveal strain values through 

the beam thickness in which the nonlinearity and/or offset exceeds that of the computed experimental error 

(Figure 5-21). No conclusive explanation can be drawn as to why a deviation from the Euler-Bernoulli 

prediction occurs at such relatively small length-scales, but it is likely that this represents the practical limit of 

the current technique, linked to the effective sampling of the beam. More specifically, the eccentric centre of 

rotation relative to the mid-axis of the rig for the bent configuration could have resulted in tomographic 

reconstructions with underlying: 

• Different attenuation profiles, due to varying X-ray path lengths and 

• Oversampled/undersampled radiographs of the central gauge and edge region. 

 

Additionally, the deviation may also be related to interpolation biases (Figure 5-13), as well as strain variations 

associated with local changes in the material microstructure, including fibre misalignment (fibre direction 

errors and waviness) and fibre-matrix volume fraction fluctuations. Raw CT data slices shown in Figure 5-22 

illustrate that the fabricated material presents such local microstructural changes. Voids represent an 

-0.40

-0.30

-0.20

-0.10

0.00

0.10

0.20

0.30

-0.2 -0.15 -0.1 -0.05 0 0.05 0.1

ε
(%

)

Distance from neutral axis (mm)

Euler-Bernoulli DVC for Y=4 DVC for Y=5 DVC for Y=7 DVC for Y=8 DVC for Y=11



Chapter 5 

183 

additional variability; however, the implications are presumed second-order due to a relatively dispersed 

distribution within the CFRP. 

Maintaining the overall argument that the experimental data agrees with the theoretical prediction, and that 

the effectiveness of the technique is validated, additional studies via DVC in conjunction with CT are envisaged 

within the 0° plies (not limited to elastic deformations): matrix plastic yielding, fibre-matrix interfacial 

debonding, longitudinal matrix microcracking, inter/intralaminar delaminations, etc. Furthermore, the 

technique can be applied to orientations different from the 0° plies (e.g. transverse matrix cracking), as well 

as in different loading scenarios (e.g. compression, torsion) and materials with multiaxial or discontinuous 

reinforcement. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5-22 – Raw CT data slices showcasing changes in material microstructure, potentially accountable for an uneven 
strain distribution at fibre-level. Each slice has a FOV of 795 × 885 voxels (∼0.64 µm voxel size): (a) illustrating tow-level 

misalignment, (b) large resin-rich channel coupled with fibre direction errors, (c) multiple, parallel resin-rich channels 
and fibre misalignment, (d) large resin-rich channel and fibre misalignment. The spatial distribution of particles is 

uniformly random, providing this is considered in 3D space. 

 

(a) Raw CT slice 98/230 (b) Raw CT slice 130/230 

(c) Raw CT slice 162/230 (d) Raw CT slice 179/230 
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5.3.4 Summary and conclusions 

A comprehensive DVC study was performed at sub-micrometre resolution (∼0.64 µm) on UD carbon-fibre 

composite plies to validate the methodology by comparison to the analytical result for the through-thickness 

strain distribution in a state of pure bending. To counteract the sub-optimal microstructures found in 

conventional UD CFRPs for the application of DVC, particularly along the fibre direction, BaTiO3 particles with 

a mean size of 400 nm and volume fraction of ∼1.44 % were introduced in the matrix. Micro-focus CT 

measurements were acquired from a simple beam-type specimen subjected to a four-point flexural test, which 

led to a well-defined strain distribution. A rigid body displacement test was also performed to determine the 

experimental error. The test also confirmed that that specimen translation parallel to the fibre direction is in 

line with the applied displacements, obviating a key problem in applying DVC to such uniformly aligned 

microstructures. DVC results were compared against the classical beam theory in incrementally decreasing 

averaging schemes, and at various spatial resolutions: 120 voxels, 100 voxels and 80 voxels sub-set size, with 

50 % overlap applied between adjacent sub-sets. Good agreement was found between the Euler-Bernoulli 

beam theory and DVC output providing that the mean of three or more standalone sub-sets was taken, 

demonstrating the effectiveness of DVC in measuring local strains parallel to the fibre direction in UD laminae. 

Edge artefacts were shown to introduce subtle nonlinearities in the measurements, illustrating that any DVC 

results located at the edge of the cropped/masked volume image must be treated with caution. Deviations 

from the classical beam theory, exceeding that of the experimental error, were observed when sampling was 

performed with single 120 voxel size sub-sets. This represents a practical lower limit for the spatial resolution 

using the technique employed in the current work and may also be attributed to variations in the material 

microstructure. The methodology provides a framework for accessing unprecedented opportunities to identify 

the local strain distributions before and after damage formation in composite materials, in 3D, at relatively 

high spatial resolutions. Chapter 6 will report mechanistically consistent measurements in relation to local 

fibre failure events, such as strain transfer lengths. To eliminate some of the present caveats, in particular 

related to spatial and strain resolutions achievable, detailed analyses will be conducted on SRCT data. This 

provides the opportunity to refine the understanding of composite tensile failure processes alongside the 

various other forms of composite damage that exist and is in turn expected to provide a valuable tool for 

developing and validating micromechanics models for composite damage and failure. 
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Chapter 6 Fibre-direction strain measurement in a composite 

 ply under quasi-static tensile loading using Digital 

 Volume Correlation and in situ Synchrotron 

 Radiation Computed Tomography 

 

Digital Volume Correlation, in concert with in situ Synchrotron Radiation Computed Tomography, has been 

applied to Carbon-Fibre Reinforced Polymers under quasi-static tensile loading. DVC represents a relatively 

novel tool for quantifying full-field volumetric displacements and implicit strain fields. The highly anisotropic 

and somewhat regular/self-similar microstructures found in well-aligned unidirectional materials at high fibre 

volume fractions are shown to be intrinsically challenging for DVC, especially along the fibre direction. To 

permit the application of DVC to displacement and/or strain measurements parallel to the fibre orientation, 

the matrix was doped with a sparse population of sub-micrometre barium titanate particles to act as 

displacement trackers (i.e. fiducial markers). For the novel materials systems developed, measurement noise 

is considered along with the spatial filtering intrinsic to DVC data processing. Compared to volume images 

acquired through Micro-focus Computed Tomography, hold-at-load artefacts are mitigated through scan 

times on the order of seconds using SRCT, as opposed to hours. Instances of individually fractured fibres 

evolving into clusters of breaks are presented, together with the associated strain redistribution (imaged at a 

voxel resolution of 0.65 µm). It is shown that the distance over which strain is recovered in the broken fibres 

not only increases with the applied force, but also with the number of broken fibres, delineating aspects of 

the load shedding phenomenon. The study demonstrates that unprecedented, mechanistically-consistent 

three-dimensional strain measurements may be made in relation to fibre failure events, that can be used to 

validate micromechanical models for predicting UD tensile failure. This work presents the first application of 

DVC to the SRCT imaging of failure in CFRPs, achieving significantly higher resolution than reported previously 

within the literature. This chapter (excluding Appendix D and E) has been reprinted from Composites Part A, 

vol. 137, no. 105935, 2020, E. Schöberl, C. Breite, A. Melnikov, Y. Swolfs, M. N. Mavrogordato, I. Sinclair and 

S. M. Spearing, “Fibre-direction strain measurement in a composite ply under quasi-static tensile loading using 

digital volume correlation and in situ synchrotron radiation computed tomography”. 
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6.1 Introduction 

Carbon-Fibre Reinforced Polymers are increasingly used in transport applications due to their desirable 

strength- and stiffness-to-weight properties. The tensile failure of these materials involves a complex 

sequence of interacting mechanisms, including fibre-matrix interfacial debonding, matrix microcracking, 

delamination, fibre fracture, sub-laminate and ply failure. The interactions between the different mechanisms 

make it challenging to predict accurately the structural performance of composite materials. While the 

different mechanisms are important for the damage development and property degradation, the ultimate 

tensile failure of composite parts is generally recognised to be dominated by fibre fracture within 0° plies. 

Understanding the fibre fracture process is thus of fundamental importance for a complete interpretation of 

CFRP tensile failure, alongside the various other forms of composite damage that exist. 

A key concept in longitudinal tensile failure of unidirectional composites is that fibre strength is a stochastic 

quantity [1], which is typically presumed to follow a Weibull distribution [2]. Therefore, fibre breaks are initially 

spatially distributed, and accumulate with increasing load. Around individual fibre breaks, the surrounding 

matrix transfers load, primarily in shear, into adjacent fibres [3-8]. This stress transfer mechanism also 

reintroduces stress into the broken fibre, and the length over which this process occurs is commonly referred 

to as the ‘ineffective length’. More specifically, Rosen [9] defined the ineffective length as twice the fibre 

length over which 90 % of strain recovery occurs. Complementary to this, is the ‘overload length’; indicating 

the region over which the stress in immediately neighbouring filaments is increased. Nearby intact fibres will, 

therefore, carry local stress concentrations, but the magnitude decreases with increasing distance from the 

fibre break [10]. The stress (or strain) concentration factors, defined as the relative change in the average 

stress (or strain) over the cross-section of an adjacent fibre due to the presence of a fibre break, is expected 

to increase the probability of fracture in these intact fibres [6, 10-13]. With ongoing loading, this increased 

failure probability may lead to the development of clusters of breaks [13-19] which further increases the SCFs 

in the neighbouring fibres. Catastrophic failure is assumed to occur when sufficient neighbouring fibres are 

broken, and a critical cluster is formed, which grows in an unstable, self-sustaining manner [1, 10, 17, 19]. 

Therefore, apart from the fibre strength, the stress and strain redistribution around fibre breaks and the length 

over which it occurs becomes a key controlling parameter in predicting the tensile failure of UD composites. 

Raman spectroscopy [20-23] represents a useful approach to perform such experimental measurements, 

however, it is limited to surface measurements, and has often been performed on model microcomposites 

with a sparse distribution of fibres, which may not exhibit fully-representative stress/strain states. 

Characterizing volumetric material deformation and damage in the bulk of practical specimens with realistic 

fibre volume fractions thus becomes highly desirable. However, this is challenging, due to the opacity of the 

CFRPs, the three-dimensional multi-scale nature of damage, the coupling of multiple micromechanisms and 
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the difficulty of distinguishing damage caused by cutting and polishing artefacts associated with 

metallographic sectioning [24]. 

A significant step forward has been achieved in recent years by the use of X-ray Computed Tomography 

combined with in situ loading to identify detailed sequences of damage accumulation down to fibre-level, in 

3D, within the bulk of real engineering materials under load [13, 14, 18, 19, 25, 26]. It is then interesting to 

consider the use of Digital Volume Correlation for a strain-based quantification of the local deformation 

surrounding fibre break sites in representative materials subjected to a continuously applied load. An 

extension of the white-light illumination, two-dimensional Digital Image Correlation technique [27], DVC is a 

relatively novel tool capable of quantifying the internal microstructural response of the material between 

different load states, by extracting essential deformation and failure parameters such as local displacements 

and strains [24, 28]. Whilst not addressed here, applications to other aspects of composite micro- and 

mesomechanics may be envisaged, such as quantifying the influences of porosity or ply drops on local load 

paths/partitioning.  

For X-ray CT, the noise and sensitivity of the DVC measurements rely on several factors. These include imaging 

hardware (beam stability, flux, energy, exposure, propagation distance, voxel size), the nature of the material 

type under investigation (sample shape, size, phase density distribution, trackable features) and imaging 

results (contrast-to-noise ratio, spatial resolution, artefacts), all of which influence the quality of the image 

volumes obtained [24, 29, 30]. Consequently, an assessment of the reliability and accuracy of the 

measurements is required through validation experiments for the imaging conditions in question, where the 

displacement and/or strain field is known a priori [24, 29]. In this context, Schöberl et al. [24] have reported a 

four-point flexural validation study, in which it was demonstrated that the DVC measurement of the bending 

strain gradient through the thickness of the specimen was in good agreement with the Euler-Bernoulli beam 

theory [31] for the current material (see Chapter 5). Additionally, the authors have undertaken error 

estimation by conducting two zero-strain pair analyses: a static repeat scan and a rigid body displacement 

assessment. 

The underlying volume images for DVC are typically acquired through Micro-focus Computed Tomography [24, 

29, 30, 32-39] or less frequently through Synchrotron Radiation Computed Tomography [37, 40, 41]. While 

both acquisition methods can deliver usable sub-micrometre voxel resolution levels, superior scans are 

commonly achieved through SRCT (the beam is brighter, monochromatic, coherent and parallel, with a higher 

level of phase contrast and avoids beam hardening artefacts [42]). Furthermore, µCT is characterised by 

significantly longer scanning times, on the order of hours, as opposed to seconds for SRCT [42], particularly at 

sub-micrometre resolutions. This may be expected to promote hold-at-load artefacts near composite failure, 
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whereby the viscoelastic response of the polymer matrix may result in time-dependent strain variation and 

subsequent failure of UD composites [43-46]. 

Unlike many monolithic materials (e.g. Al-Si alloys), which contain well-distributed, small inclusions which 

provide X-ray contrast [37], the highly anisotropic and somewhat regular/self-similar microstructures found in 

conventional unidirectional CFRPs at high fibre volume fractions are intrinsically challenging for DVC, 

particularly along the fibre direction. The cylindrical structure and relatively featureless surfaces of the 

filaments lack a well-defined, trackable contrast pattern along the fibre direction, leading to poor image 

correlation, and correspondingly inaccurate displacement estimates in this direction within a given ply [40]. 

Following a similar approach to that taken by Brault et al. [34] to generate individual features unique to a 

particular sub-set, the authors have doped the matrix with a sparse population of particles (but significantly 

smaller, at 400 nm vs. 150 µm used in [34]) to act as displacement trackers – i.e. fiducial markers [24]. High-

resolution, fibre-level strain distributions are specifically addressed (imaged at a voxel resolution of 0.65 µm), 

as opposed to the ply-level studies in [34]. The fraction of fiducial markers is selected such that any potential 

impact on the mechanical performance of the material is mitigated. Previous studies have shown that for low 

particle concentrations, the mechanical properties of thermosetting matrices can be largely preserved [47, 

48]. In turn, by comparing the micromechanical behaviour of the particle-adapted material alongside its 

particle-free counterpart, it was demonstrated elsewhere [49] that the response of the newly developed CFRP 

is consistent with standard production materials suggesting its suitability as a model system for mechanistic 

investigations (see Chapter 4). 

Using this approach, in situ SRCT tensile testing and micromechanical strain mapping results are reported for 

the regions immediately surrounding fibre breaks. A complex load shedding phenomenon is identified at fibre-

level, whereby the distance over which strain is recovered in the broken fibre not only increases with the 

applied force, but also with the number of broken fibres. For the first time, key 3D strain measurements 

around fibre breaks have been made that can be compared to micromechanical Finite Element models. The 

work is intended to support material development and promote the understanding of the fundamental 

aspects of unidirectional composite tensile failure.  
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6.2 Materials and methods 

6.2.1 Material manufacturing 

Cross-ply laminates, with a [90/0]s layup, thickness of ∼1 mm and a specimen fibre volume fraction ‘Vf’ of ∼55 

% were manufactured by drum winding at KU Leuven, Belgium. A PAN-based 12K TORAYCA T700SC-50C (Toray 

Industries Inc., Tokyo, Japan [50]) non-twisted tow was used, with a 7 µm nominal fibre diameter. 

To create microstructural fiducial patterns for the application of DVC, the resin was filled with commercially 

available tetragonal BaTiO3 particles, nominal mean size of 400 nm and approximately spherical shape (US 

Research Nanomaterials Inc., Houston, TX, USA [51]). This property combination was selected following an 

extensive µCT-based qualitative assessment on a range of possible fiducial compositions (Al, Al2O3, SiC, SiO2, 

MgO, TiC, TiO2, BaCO3, BaTiO3, Cu and Bi2O3), mean particle sizes (300 nm to 800 nm) and concentrations (0.25 

wt. % to 15 wt. % of the resin). From this test matrix, BaTiO3 particles were found to offer the most favourable 

compromise between contrast in CT images (high attenuation coefficient), and the ability to obtain a 

homogeneous distribution in 3D space with sufficient particle compactness for local DVC analyses. The 

particles were dispersed in a SiPreg SR 8500/KTA 313 dual-component epoxy (Sicomin, Châteauneuf-les-

Martigues, France [52]) using a combination of high-shear mixing and heated ultra-sonication (U100H bath, 

Ultrawave Ltd., Cardiff, UK [53]). No specific treatment was applied to the particle surfaces. To remove 

entrapped air, the thermosetting mixture was degassed for 10 minutes at ambient temperature. The amount 

of resin used was 150 g, with 31.5 g of hardener, following the manufacturer’s specified mixing ratio of 100/21 

(by weight). The BaTiO3 fraction was set at 7.5 wt. % of the resin, equivalent to ∼1.44 vol. %. A nominal 25 % 

tow overlap was targeted during the winding process. A maximum spool tension of 0.12 lb (54.43 g) was 

applied. To control the volume fraction of the matrix, following impregnation, the tow was passed through a 

metering die with an orifice slot of 0.2 mm × 9 mm. The temperature of the tow spreader and final guide roller 

were set to 50℃. The fibre sizing was left intact. For a schematic diagram of the manufacturing setup, the 

reader is referred to Figure 5-1. The drum winding process resulted in uniaxial prepreg tape, ∼0.25 mm × ∼350 

mm × ∼1900 mm, which was cut and laid up to produce the desired [90/0]s cross-ply layup. The prepreg stack 

was cured in an autoclave for 280 minutes at 0.5 MPa (5 bar) and maximum 120℃. To minimize void content 

in the cured material, a vacuum of ∼0.07 MPa (∼0.7 bar) was maintained throughout the autoclave process. 
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6.2.2 Specimen geometry and loading 

Double-edge notched specimens were machined via water-jet cutting. The specimen geometry is based on 

previous work of Swolfs, Scott, Garcea, Rosini, Moffat, Wright and co-workers [13-15, 18, 19, 25, 26], although 

here the total specimen length was increased to 100 mm, as reported in [19]. This was performed to (a) 

minimize the risk of pull-out from the central 0˚ portion of the gauge region, and (b) to accommodate a smaller 

X-ray propagation distance, by providing sufficient clearance between the top of the loading rig and detector 

optics. Once cut, the T-shaped sections of the specimens were tabbed with 1.5 mm thick aluminium sheet. 

Aerospace-grade adhesive, Scotch-Weld EC-9323 B/A (3M Company, Maplewood, MN, USA [54]), was used to 

bond the tabs onto the CFRP surface. Adhesive curing was performed at 65°C for 2 hrs according to the 

manufacturer’s recommendations. The key specimen dimensions, the tabbed assembly and the highly 

contrasted microstructure were collectively shown in Figure 4-3. Tensile loading was performed in situ by 

using a modified CT5000 single-actuator electromechanical rig (Deben Ltd., Woolpit, Suffolk, UK [55]) 

retrofitted with a Poly(Methyl Methacrylate) – PMMA reaction tube (25 mm outer diameter and 3 mm wall 

thickness). Using position control to ameliorate potential artefacts during scanning, loading was performed at 

a displacement rate of 0.2 mm/min up to a prescribed load point. Typically, ten load steps were applied for 

stepwise in situ measurements, with somewhat smaller load increments being made at high loads, close to 

failure. This was applied on the basis of the work of Scott et al. [14], where fibre breaks have been confirmed 

to accumulate exponentially with applied stress, with the majority of breaks occurring above ∼90 % UTS. To 

alleviate potential effects of specimen relaxation under load (and thus potential movement during CT 

acquisition), scanning was carried out with a slight reduction in load (∼10 %) from the most recent peak level 

applied. It is also worth stating that at the observable scale, the fact that the fibres are in a cross-ply has no 

effect on the fibre-scale stress transfer characteristics, as shown in [13] and [14]. That is because splitting and 

delamination occurs, which essentially creates a local UD composite in the notched region of the specimen 

after a certain strain (typically ∼70% UTS [14]). Noise and sensitivity assessment scans (static repeat and rigid 

body displacement) for the DVC technique were conducted with a small applied preload, max. 75 N, to ensure 

that the specimen did not move during acquisition and/or manipulator stage translation. 
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6.2.3 Synchrotron Radiation Computed Tomography 

In situ SRCT measurements were performed at the ID19 beamline, European Synchrotron Radiation Facility, 

Grenoble, France. A 2560 × 2160-pixel detector was used, with a chip size of 6.5 μm. Scans, with a 

monochromatic beam, were conducted at a 10 × magnification, yielding a voxel size of 0.65 μm and a field of 

view of ∼1.66 mm × ∼1.40 mm × ∼1.66 mm. The beam energy was set to 19 keV, with 2996 projections 

acquired per scan, at an exposure of 25 ms, resulting in ∼75 s per tomograph. Acquisition was performed over 

a rotation of 180°. A propagation distance of ∼30 mm was used, while the data was reconstructed using 

conventional absorption-based FBP. 

6.2.4 Digital Volume Correlation 

Digital Volume Correlation was performed using the commercial DaVis v10 software with StrainMaster DVC 

package (LaVision GmbH, Göttingen, Germany [56]). StrainMaster employs a correlation criterion operating 

on the grey-level intensity values of 3D images [41]. In essence, the measurement volume is divided into 

smaller sub-sets, and the contrast pattern within each sub-set is then tracked from the reference to the 

deformed state independently (local approach [33]) as a discrete function of the grey-levels [41]. A cross-

correlation function is employed to measure the conservation of the grey-levels between the original and 

displaced sub-set, with the position determined for which the correlation is closest to unity [24, 30, 40, 41]. 

Analogous to DIC, the correlation coefficient can be used to evaluate the similitude between the sub-sets [24, 

30]. A coefficient of 1.0 implies that the sub-sets are completely related, whereas a value of 0 indicates that 

they are completely unrelated [24, 30]. 

The correlation process between two adjacent volumes ‘A’ and ‘B’ was illustrated schematically in Figure 5-6, 

which is complemented by the workflow diagram in Figure 6-1. The associated shift (3D displacement) is given 

by the vector connecting the sub-set centroids between the deformation states [56]. Finally, 3D strain field 

estimation may be carried out through a centred finite difference to determine the numerical derivatives of 

the vector field [24, 30, 35, 41, 57]. 

Recognition of matching sub-sets between the deformation states was performed within the DVC software 

either via a Fast Fourier Transform implementation, or via a multi-step strategy, whereby a global pre-shift 

was computed through the ‘FFT’ approach, followed by Direct Correlation. Both implementations use an 

equivalent of a piece-wise linear shape function for the reference-deformed mapping, a normalized form of 

the cross-correlation function to quantify the similarity between the images, and support a multi-pass 

approach [30, 36, 41, 56]. A trilinear interpolation is used in ‘FFT’, and a third-order spline interpolation in 

‘DC’, to compute the greyscale intensities of each displayed voxel at non-integer positions (i.e. sub-voxel 
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measurements) [36]. ‘DC’ also permits the use of a weighted window within sub-sets, an option which was 

implemented during the final iteration step of correlation (dual-pass). This results in a potentially improved 

representation of the local displacement field, as the voxels in the vicinity of the sub-set centroid carry more 

weight than voxels located at the edge of the sub-set. While the weighted window extends over two times the 

sub-set size, the implementation ensures that the effective spatial resolution is similar to that of a 

conventional sub-set, for which an arithmetic average is implemented [56]. As isotropic sub-sets were used 

throughout all present analyses, a specific notation is introduced, whereby the specified size of a sub-set is 

equivalent to a sub-set with its characteristic length cubed (i.e. sub-set size of N voxels is equivalent to a sub-

set size with N × N × N voxels or N3 voxels). More information on LaVision’s DVC implementation can be found 

in [30] for the ‘FFT’ and in [41] for the ‘DC’ method and/or by consulting the software guidelines [56]. 

The ‘DC’ approach can maximise the efficiency of using the DVC algorithm, as the search for the corresponding 

sub-set in the deformed state was confined to a shift equal to the search radius. Additionally, in ‘DC’ the coarse 

displacements, captured by using larger sub-sets, were used as a predictor vector field for the subsequent and 

refined iterations, based on smaller sub-sets. Although the latter implementation is also possible using ‘FFT’, 

the additional steps can outweigh the faster processing times associated with the frequency domain. Following 

a comprehensive parametric study and algorithm optimization process, respectively, it was established that 

‘DC’ yields generally superior performance in terms of noise and sensitivity. A similar behaviour is also 

reported by Palanca et al. [36]. As a result, the Direct Correlation method was used throughout this work. 

 

 

 

 

 

 

Figure 6-1 – Workflow diagram of the DVC process. 

 

To moderate computational costs, two further strategies were used. First, a 32-bit floating point to 8-bit 

integer conversion was performed for the voxel data. While the correlation results will always be imaging 

configuration-dependent, Buljac et al. [58] have shown that histogram (grey-level) rescaling has negligible 

impact on the DVC error. Similarly, the bit-depth of volumes was also reduced in [40] to achieve faster 
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processing times. Secondly, for the Direct Correlation method, the search radius was incrementally reduced 

from 8 to 6 and ultimately 4 voxels between the deformed and undeformed state. The latter value corresponds 

to a typical fibre-break opening (based on a 0.65 µm voxel size) in a T700SC-50C/epoxy-based cross-ply, 

implying that in the absence of fractured fibres and/or matrix microcracks within the 0° plies, the elastic 

response of the microstructure cannot exceed the aforementioned displacement level. Nonetheless, for very 

small sub-set sizes and large clusters of breaks, a higher search radius may be required to fully characterise 

the local deformation. 

To increase sampling, the overlap between the neighbouring sub-sets was set to 75 %. This represents a higher 

sampling rate than that previously reported in [24, 30, 35, 40], for which a 50 % sub-set overlap was used. 

Correlation was carried out relative-to-first, i.e. each volume was correlated with the initial undeformed scan. 

The relevant settings used are detailed in Table 6-1. 

Final sub-set size 
(voxels) 

FFT pre-shift 
(voxels) 

Step 1 
(voxels) 

Step 2 
(voxels) 

Step 3 
(voxels) 

No. of 
passes 

steps 1-3 

Voxel 
binning 
step 1 

Voxel 
binning 
step 2 

Voxel 
binning 
step 3 

32 64 64 40 32 

2 4 × 4 × 4 2 × 2 × 2 NONE 

40 80 80 48 40 

48 80 80 56 48 

52 80 80 56 52 

60 96 96 64 60 
72 128 128 88 72 

80 128 128 96 80 

100 144 144 112 100 

120 176 176 136 120 

Table 6-1 – Summary of ‘DC’ settings used in the multi-step, multi-pass approach (75 % sub-set overlap). Weighted 
windows used in the last iteration step (dual-pass). 

 

To assess the noise and sensitivity associated with the DVC technique, conventional stationary and rigid body 

displacement tests were performed. DVC was applied to cropped volumes from the 0° plies, measuring 600 × 

600 × 600 voxels. Gross rigid body displacements were initially removed by carefully cropping the volumes 

with a voxel accuracy. As previously indicated in Figure 4-3, the Y-axis indicates the fibre direction, the X-axis 

is in-plane orthogonal to the fibre direction, while the Z-axis corresponds to the out-of-plane direction. 

Volumes were carefully checked against the presence of any significant CT artefacts (e.g. rings, streaks) and/or 

variations in sharpness within the visible region. 

As summarized in Table 6-2, the number of DVC ‘slices’ (i.e. planes composed of volumetric sub-sets, one sub-

set thick) is computed by dividing the height of the cropped volume (e.g. 600 voxels) by the step size used in 

the correlation algorithm. Such an example is illustrated in Figure 6-2, where a stack comprising of 33 DVC 

slices can be observed. As the in-plane voxel dimensions are equivalent (i.e. 600 × 600 voxels), the same 

number of DVC data points is obtained in-plane as per the slices in Table 6-2. 



Chapter 6 

198 

Sub-sets positioned at the perimeter of the grid (XY-plane) as well as the planes of sub-sets located at the top 

ends of the stack (Z-direction) must be treated with special consideration (e.g. masked or truncated) if 

displacement vectors are computed, but not 100 % satisfied from a voxel validity perspective – i.e. notional 

sub-sets that overlap with the edge, due to cropping between deformation states and/or large rigid body 

displacements, potentially causing the correlated data to be noisier or incomplete [24, 35]. 

Sub-set size (voxels) Step size (voxels) 
No. of DVC slices  

(Z-direction) * 

No. of raw data slices per 

DVC slice 

32 8 75 8 

52 13 46 13 

60 15 40 15 

72 18 33 18 

Table 6-2 – Number of DVC slices (planes of sub-sets) for a given sub-set size with 75 % overlap, and the corresponding 
number of raw data slices per DVC slice. *Nomenclature: DVC slice numbering starts with 0. Applicable to a cropped 

volume of 600 × 600 × 600 voxels. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6-2 – Example stack comprised of 33 DVC slices in the Z-direction (‘Z=0’ to ‘Z=32’), applicable to a sub-set size of 
72 voxels with 75 % overlap, loaded to 950 N. In turn, each DVC slice (i.e. plane of sub-sets, one volumetric sub-set thick) 
is representative for 18 raw CT data slices. Raw data volumes cropped from the 0° plies: 600 × 600 × 600 voxels. Y-axis 
indicates the fibre direction. X-axis is in-plane orthogonal to the fibre direction, while the Z-axis corresponds to the out-

of-plane direction. 
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A common post-processing aspect of strain computation via DVC (and related DIC algorithms) is the Virtual 

Strain Gauge (VSG). The VSG defines the local (effective) region of the image that is used for strain calculation 

at a specific location and is volumetrically analogous to the physical area that a foil strain gauge covers [57]. 

Additionally, the VSG may also be considered to be a smoothing/noise-removal strategy as it represents a 

higher-order filtering stage for the computed strains. More details about the application of VSGs can be found 

in [57]. 

As noted in Section 5.2.4, several key variables affect the VSG size, such as the characteristic length (size) of 

the: strain window (LSW), step (LST) and sub-set (LSS). As the characteristic length (LVSG) of the VSG decreases, 

the noise typically increases, as the amount of global spatial filtering decreases. Similarly, as the size of the 

VSG decreases, the apparent magnitude of local strain peaks along a line cut (extracted region of highest strain 

gradient) may be generally expected to increase [57]. In this chapter, a VSG with an LSW of 3 × 3 × 3 

neighbouring vectors was used, unless otherwise stated (Figure 6-3). The application of a VSG implies that the 

effective volumetric gauge length over which each strain value is computed is larger than the size of a single 

sub-set [24], with Equation 5-1 describing how the characteristic length of the VSG scales with the 

aforementioned parameters [57]. 

 

 

 

 

 

 

 

 

Figure 6-3 – Schematic illustration of different VSGs , depending on the strain window size (LSW) used: (a) anisotropic – 
LSW of 1 × 3 × 1 vectors, (b) anisotropic – LSW of 3 × 3 × 1 vectors, and (c) isotropic – LSW of 3 × 3 × 3 vectors. Each cube 
represents a sub-set and its associated centroid, with a grid spacing of one step. Sub-sets are not overlapped here for 

simplicity reasons. Strain window size of 1 × 3 × 1 emphasises smoothing along the fibre direction, 3 × 3 × 1 in the fibre 
layup plane, and 3 × 3 × 3 smooths isotopically. Higher-order strain window sizes are possible, but this can lead to an 

over-smoothing of the strains computed (i.e. reduction in signal-to-noise ratio). 
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6.3 Results and discussion 

6.3.1 Noise and sensitivity 

As noted above, to evaluate quantitatively the performance of the DVC technique, noise studies were 

conducted. The assessment involves two studies, with the approach being similar to that of Schöberl et al. 

[24], Gillard et al. [30], Pierron et al. [35] and Borstnar et al. [40]. The first is a stationary analysis, which 

involves repeated scanning of the same specimen without any alterations in load (zero displacement, zero 

strain) or CT parameters (exposure, number of projections, beam energy, current or propagation distance). 

The purpose of this static noise test is to quantify the intrinsic scanning noise and bias. The second study is a 

rigid body displacement in which the specimen was moved in situ by a predefined displacement, parallel to 

the fibre direction (Y-axis), using the manipulator stage. CT acquisition was performed between each specimen 

position to evaluate the magnitude of the displacement vector fields and to assess any interpolation and/or 

system errors associated with the DVC approach [40]. For a detailed analysis, the reader may consult Appendix 

A to E. 

6.3.2 Strain field assessment at single fibre breaks 

As stated in Section 6.2.4, a key aspect of the DVC technique is that the resulting measurements must be 

regarded as a spatially filtered representation of the real local strains within the material. As such, the 

deformation captured is affected and/or limited by the volume that is used for strain calculation at a specific 

location within the material. Since the interest here lies in capturing the strain field longitudinally from a fibre 

break, a suitable approach is to create a computational domain that isolates the fibre break opening. The 

rationale is that there can be no strains where there is no material [40] (e.g. fibre break openings, cracks). 

Additionally, no meaningful correlation can be performed between ‘non-material’ at a break site, and the 

original material microstructure. An algorithmic mask (proprietary [56]) was thus applied to the cropped data, 

whereby all voxels with a grey-level below a threshold corresponding to the break opening (50/255) have been 

excluded from the computational domain. Therefore, the values quoted in this section refer to the average 

strains derived from the sub-set centroid shifts, where only voxels exceeding the aforementioned grey-levels 

have been incorporated. The disadvantage of this technique is that voids are also masked, and thus, fail to 

assist the correlation algorithm. Nonetheless, the impact is considered negligible due to the low content of 

voids within the manufactured CFRP. 
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6.3.2.1 Strain transfer lengths 

Figure 6-4 presents a representative measured strain map overlaid with the microstructure subjected to in 

situ loading at the 950 N load step. The FOV was centred on a singlet, labelled ‘C’. A singlet is defined in this 

work as a non-interacting break, separated by at least ten fibre diameters longitudinally (Y) and two fibre 

diameters radially (X & Z), measured from the centre of the nearest neighbouring break. 

To make best use of the spatial resolution attainable, correlation was performed with the smallest workable 

sub-set size of 32 voxels (20.8 µm) and 75 % overlap, yielding a step size of 8 voxels (5.2 µm). Similarly, to limit 

smoothing in the fibre direction, strain post-processing was performed with a strain window size of 1 × 3 × 1 

vectors, resulting in a VSG size of 32 × 48 × 32 voxels. A conversion to physical units and/or equivalent fibre 

diameters is available in Appendix C. 

The numerical data, based on centroid-to-centroid measurements, was extracted from the overlapped sub-

sets best aligned with the centre of a fractured carbon-fibre. Longitudinally from the break plane, the DVC 

output yields two near-symmetrical and distinct strain regions – Figure 6-4: (1) an ‘elevated strain length’ 

measuring ∼16 µm – where the strain drops from the maximum recorded value of ∼4.85 % to ∼zero, and (2) 

a ‘lower strain length’ of ∼21 µm – where the strain gradually increases from ∼zero to the far-field 

measurement of ∼1.5 %. Combined, these strain transfer lengths may be identified with a ‘recovery length’ 

from one side of the break, with the ‘full-recovery length’ being approximatively twice this value. 

Figure 6-5 presents a line plot of strain (εyy) from the bottom side of a break, where half of the ‘full-recovery 

length’ is differentiated as described above. The results are expanded in Figure 6-6, where a collection of 

measurements from eight identified singlets (‘A’ to ‘H’) is shown, with the strain data extracted from both 

sides of the break plane (i.e. ‘full-recovery length’). Good consistency can be observed between the different 

measurements, where slight deviation from symmetry for some of the gradients may be attributed to 

measurement noise, microstructural variations, or somewhat different damage evolution mechanisms on 

opposite sides of the break plane. It is also worth noting that no correlation was found between the broken 

fibres and high concentration regions of particles. 

Given the effective gauge length/volume of strain measurements, it is of course clear that apparent strains 

will be influenced by crack/break displacements. As such, the ‘recovery length’ computed via DVC does not 

follow a typical Cox [59] (shear-lag) profile, which predicts that the strain should fall to zero at the fibre ends. 

While this may be asserted for measurements that are strictly referred to fibres [10-12], it must be noted that 

the DVC-estimated strains reflect the spatial filtering associated with the technique. Remote from local 

discontinuities/cracks, microstructural anomalies and/or other sources of strain gradients, it may be expected 

that the Voigt [60] isostrain assumption applies to the material and the strains reported by DVC are a good 
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estimate of both fibre and matrix deformation; with the latter being the dominant contributor, as it contains 

the fiducial markers used to achieve reliable correlation (Appendix A). However, immediately adjacent to fibre 

breaks, steep strain gradients are expected, and may be influenced by the following mechanisms, or 

combinations thereof: (1) matrix plastic yielding [21-23], (2) fibre-matrix interfacial debonding (with slippage) 

[22, 23, 61-64], (3) matrix microcracking [64-67], and (4) fibre unloading and spring-back [3, 68-70]. The 

relative displacement of the edge-enhanced fibre ends [42] is also expected to contribute to the measured 

strain field. 

Along with the matrix deformation, the local strain profile longitudinal from the broken fibre measured by 

DVC is, therefore, in fact a superposition of two profiles widely noted in the literature: (1) the ‘ineffective 

length’, which is widely defined in the modelling literature as twice the distance from the break plane over 

which the strain is recovered to a certain percentage in the broken fibre [9-13], and (2) the ‘overload length’ 

of the intact fibres associated with the length over which the stresses are increased due to the presence of a 

fibre break. The DVC-based ‘lower strain length’ is observed to follow the profile of the former, while the 

‘elevated strain length’ may additionally encompass the ‘overload length’, or twice the distance between the 

break plane and the plane at which the intact fibre has an SCF of 0 % [10-13]. Progressing onwards from the 

‘recovery length’, ∼37 µm away from the break plane, the deformations are likely to be entirely elastic. 

It is, however, recognized that fibre-matrix interfacial debonding cannot be directly observed in the present 

experiment, nor in other state-of-the-art in situ SRCT works [13-15, 18, 19, 71]. The two debonded surfaces 

stay in close contact, making it impossible to detect them with CT at voxel resolutions of ∼0.65 µm [1]. 

Nonetheless, surface experiments (e.g. based on Raman spectroscopy [22, 23] and/or photoelasticity [61-64]) 

report that such damage mechanisms take place under specimen tensile loading, albeit in model 

microcomposites with a sparse fibre distribution. Whether the knowledge from microcomposites can be 

reliably transferred to macrocomposites containing bundles of fibres remains unknown [1]. 

Radially from the centre of the break plane, the strain transfer lengths are observed to fall-off incrementally. 

Figure 6-7 presents the strain profile from singlet ‘F’, whereby the data was collected longitudinally from both 

sides of the break plane, with the measurements being repeated stepwise in the transverse direction (X). 

Beyond a radial distance of ∼26 µm or the equivalent of ∼four fibre diameters, it is observed that the strain 

gradients are significantly reduced, and the far-field strain reading of ∼1.5 % is reached. Although not shown 

here, owing to the 3D capabilities the data may also be interpreted in the out-of-plane direction (Z), where 

the strain distributions follow a very similar profile. This implies that the volume of material surrounding a 

single fibre break measures ∼52 µm × ∼74 µm × ∼52 µm, within which load shedding takes place, increasing 

the probability of fibre break (or cluster) development. Very similar results are found at each of the eight single 

fibre break sites investigated. 
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Figure 6-4 – DVC slice ‘Z=23’ illustrating the ‘εyy’ strain field surrounding singlet ‘C’. Following correlation with a sub-set 
size of 32 voxels (75 % overlap) and strain post-processing with a strain window size of 1 × 3 × 1 vectors, the DVC output 

yields two near-symmetrical and distinct strain regions longitudinally from the break plane: (1) an ‘elevated strain 
length’ measuring ∼16 µm, and (2) a ‘lower strain length’ of ∼21 µm, after which the far-field strain level of ∼1.5 % is 
attained. Microstructure subjected to in situ tensile loading of 950 N (98 % UTS), with acquisition performed at 855 N. 

FOV amounts to ∼100 µm × ∼100 µm. The measurement error corresponds to ∼0.093 % (see Appendices). 

 

 

Figure 6-5 – Half of the ‘full-recovery length’ split into the two distinct strain regions, measured longitudinally from the 
bottom side of singlet ‘C’. The measurement error corresponds to ∼0.093 %. 
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Figure 6-6 – Strain gradients (εyy) measured longitudinally from eight distinct singlets (both sides of the break plane). 
Microstructure subjected to in situ tensile loading of 950 N (98 % UTS), with acquisition performed at 855 N. The 

measurement error corresponds to ∼0.093 %. 

 

Figure 6-7 – Strain gradient (εyy) measured longitudinally from singlet ‘F’ (both sides of the break plane) and repeated 
stepwise in the transverse direction (X). The far-field strain level of ∼1.5 % is attained beyond a radial distance of ∼26 
µm. Strain distribution indicated in red follows a longitudinal axis from the break plane. Results applicable to DVC slice 
‘Z=35’ Microstructure subjected to in situ tensile loading of 950 N (98 % UTS), with acquisition performed at 855 N. The 

measurement error corresponds to ∼0.093 %. 
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6.3.2.2 Effect of applied load on strain transfer lengths 

Using Rosen’s [9] definition of the ineffective length (twice the fibre length over which 90 % of strain recovery 

occurs), the effect of applied load on the DVC-based ‘full-recovery length’ is illustrated in Figure 6-8 (a). The 

strain gradients are compared at the 950 N and 900 N load steps, respectively, with the effect discussed on an 

average basis. This strategy is employed to resolve the discrepancies from Figure 6-6. The eight singlets (‘A’ to 

‘H’) identified in Section 6.3.2.1 were used to compute a mean strain distribution at the last loading step, while 

four singlets could be traced back (‘A’, ‘B’, ‘D’, ‘F’) to the preceding loading step; with the remaining four 

singlets spontaneously appearing during specimen loading to the ultimate load step of 950 N. One singlet (‘A’) 

could be traced back to two preceding loading steps from 950 N; namely 900 N and 850 N. These results are 

shown separately in Figure 6-8 (b), noting the quantitative evaluation exceeds that of the measurement noise. 

Below this load step, the carbon-fibres are predominantly intact, which limits the analysis to a relatively 

narrow range. As in the previous section, strain gradients at fibre breaks were post-processed with a strain 

window size of 1 × 3 × 1 vectors, based on a correlation with a sub-set size of 32 voxels and 75 % overlap. At 

each load step, the far-field strain was computed by taking the mean of all the measured strain components, 

however, correlated with a coarser sub-set size of 72 voxels (75 % overlap) and post-processed with a higher 

strain window size of 3 × 3 × 3 vectors. The latter approach, involving considerably lower spatial resolution, 

was implemented to alleviate the influence of fibre breaks on the far-field strain at high UTS levels, with Table 

6-3 summarizing the details. 

From Figure 6-8 (a) it can be observed that, at the 950 N load step, the ‘full-recovery length’ averaged over 

eight singlets is ∼63 µm. This is consistent with the SRCT estimate of 70 µm made by Scott et al. [14], based 

on the closest separation of fibre breaks along the same fibres in a T700/M21 composite. Additionally, this 

also matches the order of magnitude of 100 µm reported by various modelling approaches [10-12, 67]; taking 

into account that the distance is a function of the applied strain, local microstructure variability, fibre-matrix 

stiffness ratio, debond length, presence of microcracks and elastic properties of the matrix paired with inter-

fibre spacing size effects [1, 10, 12, 67, 72]. A slight increase of ∼7 % is observed in the ‘full-recovery length’ 

relative to the preceding load step of 900 N, with the effect being more evident on the top side of the break 

(right-hand side of the graph): ∼1.3 µm and ∼2.8 µm, respectively. These measurements are consistent with 

those performed on singlet ‘A’, as illustrated in Figure 6-8 (b). More precisely, a ‘full-recovery length’ of ∼67 

µm is reported, coupled with a small increase from the penultimate load step, although with a reversed 

prominence: ∼0.4 µm and ∼3.3 µm on the top and bottom side of the break plane, respectively. The increase 

in ‘full-recovery length’ is more obvious if the comparison is performed between the 950 N and 850 N load 

step: ∼1.65 µm and ∼4 µm on the top and bottom side of the break, respectively. Based on singlet ‘A’, the 

maximum increase in ‘full-recovery length’ as returned by the DVC in the present study is ∼9 %. While the 
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increase is not substantial, it must be viewed in the context of a strain increment of only ∼0.23 % – Table 6-3. 

Unpublished data based on a revised version of Swolfs’ [10] model (transverse-isotropic fibre, perfectly-plastic 

matrix, random packing, ‘Vf’ of ∼55 %) indicates that this relative increase in ‘full-recovery length’ agrees 

reasonably well with the relative increase in FE-predicted ineffective length between similar macro-strain 

levels. 

In terms of the underlying micromechanics, two factors are identified as potential contributors to growth in 

the strain transfer length with increasing applied load: (1) plastic yielding of the matrix, and (2) progressive 

propagation of fibre-matrix interface debonding, which both exert similar effects on the strain transfer [1, 21-

23, 61-64]. This is supported by the sharper gradients at the break plane associated with a higher load, which 

suggests that local damage is evolving. In turn, debonding is controlled by parameters such as the interfacial 

shear strength and/or the interface toughness, the fibre-matrix friction, the matrix yield strength and the fibre 

stiffness [1]. Ongoing work will aim to establish a comparison between the DVC and model predictions, 

highlighting the effect of various local damage modes. 

Although a consistent effect is discerned, indicating that that the ‘full-recovery length’ increases with the 

applied load, the relatively small changes combined with the spatial resolution limitations and the small 

number of fibres investigated imply that the results should be viewed as indicative at present, rather than 

statistically significant. More measurements, with more broken fibres and over a wider range of load levels 

and a detailed comparison with micromechanical models will help clarify this matter. In contrast, the general 

magnitude of the ‘full-recovery length’ measurement is less affected by these limitations, and thus, may be 

viewed as being a reliable conclusion. 

Reference load 
applied (N) 

Specimen UTS at 
applied load (%) 

Load at CT acquisition 
(N) 

DVC-based far-field 
strain (%) * 

850 88 765 ∼1.25 

900 93 810 ∼1.37 

950 98 855 ∼1.50 

Table 6-3 – Far-field and recovery strain as a function of different load levels. *Strains computed at acquisition load and 
not compensated for existing preload in the specimen. 
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Figure 6-8 – Strain gradients (εyy) indicating 90 % strain recovery for the different applied load steps: (a) average of eight 
distinct singlets (‘A’ to ‘H’), and (b) singlet (‘A’). Measurements performed on both sides of the break plane. The 

measurement error corresponds to ∼0.093 %. 
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6.3.3 Strain field assessment at clusters of breaks 

The strain field assessment at a cluster of breaks is particularly challenging due to the 3D interaction of strain 

fields associated with each break (i.e. intersection of ineffective and overload length, respectively [73]). Thus, 

information with minimal spatial resolution artefacts can only be retrieved from fibre breaks that form close-

cluster configurations. One such example is the case of co-planar duplets, defined here as two interacting 

breaks with a separation of less than one fibre diameter longitudinally and two fibre diameters radially. 

Furthermore, given that the matrix deformation dominates the DVC output, it is not possible to reliably 

quantify the SCFs for the intact fibres. For consistency, correlation and post-processing parameters were 

retained as in the assessment of single fibre breaks (i.e. sub-set size of 32 voxels and 75 % overlap, with a 

strain window size of 1 × 3 × 1 vectors). 

6.3.3.1 Evolution of clusters of breaks 

The evolution of a ‘proto-break’ site into a singlet, and later into a cluster of breaks, is shown in Figure 6-9. 

The initial fractured fibre ‘I’ in DVC slice ‘Z=36’ formed in the penultimate load step of 900 N, with fibre break 

‘J’ forming in a neighbouring fibre in the final load step at 950 N, forming duplet ‘IJ’. Based on the previous 

work of Swolfs et al. [13] and Scott et al. [14], this incremental formation of a cluster is noted to be unusual, 

with break clusters much more commonly forming in a ‘burst’ as a singular event. This may be attributed to 

the somewhat smaller load increments being applied closer to failure (Section 6.2.2) than in [13] and [14], 

allowing for a more progressive formation of clusters to be captured. 

It would appear that the initial break may be triggered by a region of higher strain compared to the immediate 

surroundings – Figures 6-9 (a) and (b). However, it is beyond the scope of the present work to evaluate 

whether this state of strain is responsible (even in part) for initiating breaks. As such, considering that the 

carbon-fibre tensile strength distributions follow a Weibull probabilistic model, it may be assumed for the time 

being that singlet ‘I’ is simply a stochastic event within the material bulk. In contrast, the second fibre break 

‘J’ appears to form as the result of the increased strain in the fibres surrounding the existing break. Following 

the development of duplet ‘IJ’ at the ultimate load step of 950 N, the local strain concentration intensifies. 

This increases the strain in the surrounding intact fibres, with two additional fibres of interest ‘K’ and ‘L’ failing 

in the same load increment – forming a second duplet ‘KL’. The residual strain from the new duplet can be 

visualised in Figure 6-9 (c), with its corresponding DVC slice ‘Z=38’ being detailed in the following section, as 

part of Figure 6-9 (d). 

Including both duplets within a single ‘full-recovery length’, following the approach described in Section 

6.3.3.2, the formation of a singlet (at 900 N) in this specific cluster configuration (at 950 N) results in a recovery 

distance increase of ∼11 % for an incremental strain of ∼0.12 % – Table 6-3. This growth in ‘full-recovery 
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length’ is greater than the ∼7 % average for the eight singlets evaluated between the same load steps – Figure 

6-8 (a). 

These observations suggest that the formation of this cluster is affected by the interaction with the existing 

break, and its strain field. A further redistribution of strain occurs, causing a further reduction in load carrying 

capacity at the cluster site. In turn, the additional volume of affected material around the two breaks causes 

an increase in the full-recovery length when compared to single fibre fractures. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6-9 – Illustrating the evolution of a cluster of breaks: (a) ‘proto-break’ site at the 850 N load step – DVC slice 
‘Z=36’, (b) one singe break at the 900 N load step – DVC slice ‘Z=36’, (c) duplet ‘IJ’ at the 950 N load step – DVC slice 

‘Z=36’, (d) duplet ‘KL’ at the 950 load step – DVC slice ‘Z=38’. Note the interacting ‘εyy’ strain fields surrounding duplets 
‘IJ’ and ‘KL’, respectively. Correlation performed with a sub-set size of 32 voxels (75 % overlap), while strains were post-
processed with a strain window size of 1 × 3 × 1 vectors. FOV amounts to ∼100 µm × ∼100 µm. The measurement error 

corresponds to ∼0.093 %. 
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6.3.3.2 Effect of clusters of breaks on strain transfer lengths 

Figures 6-9 (c) and (d) highlight a sequence of DVC slices centred on two co-planar duplets (‘IJ’ and ‘KL’) at the 

950 N load step. The first cluster is observable in slice ‘Z=36’, while the second in ‘Z=38’. The corresponding 

longitudinal (Y), transverse (X) and out-of-plane (Z) separation distances between the two clusters are ∼21 

µm, ∼16 µm and ∼10 µm, respectively. An additional fibre break exists ∼36 µm below duplet ‘IJ’ in slice ‘Z=35’, 

however, it is disregarded from the following analysis given its greater separation from the pair of duplets. 

As in the case of single fibre breaks, the DVC output yields two near-symmetrical and distinct strain regions – 

an ‘elevated’ and ‘lower strain length’, respectively, on each side of the corresponding duplets. However, due 

to the spatial proximity of the two duplets, interaction between the strain fields now takes place, with two 

separate effects observable in Figures 6-9 (c) and (d): (1) a merging of the ‘lower strain lengths’, and (2) a 

coupling of the ‘elevated strain length’ with the ‘lower strain length’. At the presently attainable spatial 

resolutions, the former effect leads to an extension of the ‘full-recovery length’, while the latter promotes a 

dampening of the strain gradients. More precisely, these redistribution effects are a consequence of the 

relatively small axial separation of the duplets, with the two breaks associated with duplet ‘IJ’ being located 

marginally within the ‘recovery length’ of ‘KL’, and vice versa. This effect is consistent with that observed 

numerically in [73], whereby fibre breaks have been shown to trigger an SCF peak within the recovery region 

of other broken fibres, ultimately resulting in shorter ineffective lengths. 

Figure 6-10 presents the strain distributions relative to breaks ‘I’ and ‘K’, which yields two longitudinal axes 

from the peak strains. To account for the interaction of the strain fields, ‘IJ’ was taken as the datum. First it 

can be observed that the maximum strain of ∼8.8 % recorded at duplet ‘IJ’ is higher by a factor of ∼1.6 with 

respect to duplet ‘KL’, where a peak value of ∼5.4 % is measured. Given that the ‘KL’ strain profile is 

significantly dampened, the discrepancy at the fracture planes may be attributed to different damage 

mechanisms at the two clusters. In the absence of dissimilar damage scenarios at the fracture plane, similar 

peak levels would be expected within the ‘elevated strain lengths’, owing to similar cluster configurations and 

redistribution effects. For example, at the bottom of break ‘J’ a small feature which resembles a crack tip, or 

tear, is visible in between it and the neighbouring intact fibre. Although not observable here, a similar feature 

exists at top of break ‘J’ in an adjacent slice. Neither feature is traceable in the previous load steps. The 

presence of a microcrack would explain the higher strain and strain gradient captured at duplet ‘IJ’. Likewise, 

Swolfs et al. [13], predict very high strains and gradients originating at the tip of microcracks in the matrix. 

Secondly, the peak strain recorded at duplet ‘KL’ is not substantially higher than the average value of ∼5.15 % 

at the eight singlets at the equivalent load step – Figure 6-8 (a). This suggests that this cluster is somehow 

associated with less local damage at the fracture plane, making the relationship between the number of 

broken fibres and local microstructural damage less straightforward. 
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The distance over which the far-field strain is recovered from the two duplets is more difficult to interpret due 

to the interacting strain fields; an effect also visible through the intersecting gradients in Figure 6-10. As such 

it is not possible to completely decouple the ‘full-recovery lengths’ associated with the two duplets, even more 

so for the four component fibre breaks. Therefore, the ‘full-recovery length’ is given by the maximum distance 

of ∼78 µm which encompasses both clusters. Compared to the average length of ∼63 µm recorded from 

Figure 6-8 (a) at the 950 N load step, this is ∼24 % higher. Interestingly, the ‘full-recovery length’ does not 

appear to increase proportionally with the effective diameter of the cluster. For example, it might be expected 

that if there was scaling with the linear dimensions, a doubling in the number of fibres involved in a cluster, 

representing a doubling in the cross-sectional area, would represent a √2 (41 %) increase in effective cluster 

diameter, and a similar increase in the dimensions of all associated damage and strain fields (e.g. the Kelly-

Tyson perfect-plasticity model [74]). Clearly such an increase is not observed in the present DVC study, which 

could either be due to a limitation of the technique or indicate a more complex states of damage and strain 

(e.g. as in [73]). 

The DVC measured strain field at a cluster of breaks, therefore, indicates a state whereby the full-recovery 

length near fibre-breaks grows not only with the applied load, but also with cluster size. Compared to single 

fibre fractures, an additional layer of strain redistribution complexity is detected, and in certain cases links 

with higher local damage can be made. These findings can also be used to arbitrate between different 

modelling approaches, as for example, the model proposed by Pimenta and Pinho [75, 76] is the only one in 

the recent benchmarking exercise [77] that considers a growing ineffective length with applied stress and 

number of fibres broken in a cluster (also noted in [78]). 
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Figure 6-10 – Strain gradients (εyy) measured longitudinally from breaks ‘I’ and ‘K’ of the two duplets (both sides of the 
break plane). Note the longitudinal (visible), transverse and out-of-plane separation distances of ∼21 µm, ∼16 µm and 
∼10 µm, respectively. Microstructure subjected to in situ tensile loading of 950 N (98 % UTS), with acquisition performed 

at 855 N. The measurement error corresponds to ∼0.093 %. 

 

6.4 Summary and conclusions 

Digital Volume Correlation was applied in conjunction with in situ Synchrotron Radiation Computed 

Tomography to investigate the strain fields at fibre breaks in unidirectional Carbon-Fibre Reinforced Polymers 

subjected to quasi-static tensile loading. For the material systems utilized, measurement sensitivity and noise 

were considered, along with the spatial filtering intrinsic to DVC strain measurements. Correlation between 

breaks and corresponding strain regions have been established at a level well above the measured noise. To 

the best of the authors’ knowledge, this is the first time that 3D strain measurements have been made within 

the bulk of representative CFRP materials under applied tensile load. 

To eliminate the issue associated with poor correlation along the fibre direction, the matrix was doped with a 

sparse population of highly contrasted sub-micrometre particles. These acted as fiducial markers, and 

significantly lowered the measurement uncertainty, allowing for strains to be interpreted at fibre-level. Rigid 

body displacement tests also confirmed that specimen translation parallel to the fibre direction is in line with 

the applied displacements, obviating a key problem in applying DVC to such uniformly aligned microstructures. 
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Compared to volume images acquired through Micro-focus Computed Tomography, the metrological 

performance of the DVC technique was demonstrated to be superior. Furthermore, hold-at-load artefacts 

were mitigated due to scan times on the order of seconds as opposed to hours. 

The strain field assessment at single fibre breaks resulted in ‘full-recovery lengths’ consistent with values 

reported in the modelling literature, ∼50-100 µm. However, due to the spatial resolution limitations and 

associated DVC averaging effects, the deformation at a constituent level could not be separated (i.e. between 

fibre and matrix). Consequently, each of the ‘recovery length’ profiles encompassed an ‘elevated strain length’ 

associated primarily with the matrix deformation at the crack plane, followed by a ‘lower strain length’ where 

the DVC is expected to be a good estimate of both fibre and matrix deformation. Additionally, the ‘full-

recovery lengths’ were observed to increase with the applied load, consistent with micromechanical modelling 

predictions in the literature, indicating that the level of microstructural damage (matrix yielding or debonding) 

advances with increasing load. The changes are, however, small and must be viewed in the context of a small 

stress range over which observations can be made, owing to the fact that fibre breaks develop exponentially 

with stress, with the majority of breaks occurring immediately prior to failure.  

The evolution of single fibre breaks into duplets resulted in a considerably larger ‘full-recovery length’, 

together with an increased growth compared to single fibre breaks. To determine the relationship more 

accurately between the number of breaks in a cluster, and the surrounding microstructural damage, 

acquisition methods capable of substantially higher voxel resolution levels would have to be utilized. 

The materials and methods are now developed, and with a high level of confidence in the basic measurements, 

other application areas can be envisaged where microstructural influence may be important: influences of 

porosity or ply drops on local load paths/partitioning, compression/microbuckling, and materials with 

multiaxial or discontinuous reinforcement. 
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6.5 Appendix A – Static noise test 

Under ideal conditions, the obtained displacement vector data and the resulting calculated strains, should be 

equal to zero. Noise arising from the imaging system (e.g. photon counting statistics, electrical noise, scattered 

radiation) and the surrounding environment (e.g. induced vibrations, thermal changes) represents the most 

significant non-ideality, and consequently erroneous sub-set displacements will generate false strains within 

the results [30, 35, 40]. However, due to the novelty of the DVC technique, as yet there is no agreed standard 

for the assessment of the strain error (usually referred to as the strain resolution) [24, 36, 40]. For example, 

one approach reports the maximum standard deviation of a given strain map (plane of sub-sets) [30, 35], while 

a second returns the standard deviation of the measured strain components within the volume [24, 40]. 

Following the first approach, however, can result in overestimating the error, as results can be affected by 

unrepresentative localised scanning artefacts (e.g. rings, detector ‘zingers’). In this work, the latter approach 

is taken for which the error is seen to form a normal distribution with a mean of ∼zero. The advantage of this 

approach is that both the stochastic noise in the imaging system and any biases in the correlation algorithm 

are captured and accounted for [24, 40]. 

A typical effect of the sub-set size on the strain resolution is presented in Figure 6-11. As previously reported 

in the literature, a compromise can be achieved between strain and spatial resolution [24, 29, 30, 32, 37, 40]. 

As in Chapter 5, of particular interest is the normal strain ‘εyy’, parallel to the fibre direction. Considering the 

normal components of the strain tensor, it can be observed that the lowest error is generally achieved in the 

fibre direction (Y), despite the fact that correlation along the fibres themselves has the lowest values, 

particularly in particle-free CFRPs [40]. This may be rationalised, as the deposition of BaTiO3 during the drum 

winding process occurred parallel to the fibre direction as the tow was drawn through the die; essentially 

creating longitudinal bands of fiducial markers in the Y-direction which assists the correlation process 

significantly, eliminating the self-similar microstructure. Albeit for reduced spatial resolutions, a similar effect 

is also observed by using µCT on the particle-adapted material in [24], demonstrating reasonable consistency 

between the different imaging methods. 

The compromise between strain and spatial resolution is a critical decision; a smaller sub-set size will contain 

too few unique features, in this case, the BaTiO3 particles. In contrast, a larger sub-set will compromise spatial 

resolution [79], as the underlying deformation is representative of the average displacement of all the voxels 

contained within the sub-set [24, 40]. A larger sub-set size also implies a larger characteristic length for the 

VSG, which in turn has a negative impact on the global length-scale over which the strains are computed. As 

the fiducial markers are the main features used for correlating sub-sets between the different deformation 

states it may be assumed that matrix deformation dominates the DVC output [24]. 
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A trade-off is identifiable in Figure 6-11 at an isotropic sub-set size of 72 voxels, where the corresponding 

length of the VSG measures 108 voxels. In contrast, a 32 voxel sub-set size was considered the smallest sub-

set size achievable at present for reliable measurements using this material, with the lower limit being a 

consequence of insufficient BaTiO3 particles captured by smaller sub-sets; containing less than ∼10 particles 

per sub-set. The equivalent VSGs (for different sub-set sizes applied) are shown in Figure 6-12, alongside the 

strain resolution (εyy) related to the static noise test. From Equation 5-1, it can be observed that for the 

particular case of a 75 % sub-set overlap, the characteristic length of the VSG measures the constituent sub-

set dimension plus one half. 

 

Figure 6-11 – The influence of sub-set size on the strain resolution during SNT scanning (expressed as the standard 
deviation of the measured strain values), illustrating the compromise between strain and spatial resolution. The ‘εyy’ 

component of the strain tensor denotes the longitudinal (fibre) strain, ‘εxx’ the in-plane transverse strain, while the out-
of-plane strain component is given by ‘εzz’. 
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Figure 6-12 – Illustration of VSG and sub-set size, in conjunction with spatial resolution vs. strain resolution (εyy). Voxel 
size corresponds to 0.65 µm. 
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6.6 Appendix B – Rigid body displacement 

The displacement field following a movement parallel to the fibre direction was initially computed at a sub-

set size of 72 voxels (75 % overlap). The measured variation in displacement via DVC is relatively small, with 

an average displacement reading of 4.828 µm and a standard deviation of 0.009 µm. The induced Y-

displacement was manually confirmed to the nearest pixel in Fiji ImageJ [80]; multiple measurements were 

taken by determining the distance between a unique feature (e.g. a void or BaTiO3 particle) and a reference 

point. The manual (average) measurement indicates a displacement of ∼4.55 ± 0.65 µm, which is within the 

accuracy of the DVC. As the present work is exclusively focused on fibre direction strain measurements, rigid 

body displacement analyses were only carried out in the longitudinal direction. Although not an objective 

here, it is acknowledged that in order to perform reliable transverse (X-direction), and out-of-plane (Z-

direction) strain measurements additional noise assessment studies would be required (e.g. as in [40]). 

A strain map indicating the rigid body correction is shown in Figure 6-13, where the magnitude of the 

longitudinal strain noise is shown on a map overlapped with the microstructure. For smaller sub-sets, the SNT 

and RBD corrected errors (εyy) are collectively summarized in Figure 6-14. Edge-artefacts arising from volume 

displacements were geometrically masked prior to initiating the correlation process, measuring 600 × 8 invalid 

voxels (rounded to the closest integer), across each of the 600 raw data slices. 

Figure 6-14 (a) shows a general trend, where the RBD corrected error tends to be slightly higher than that of 

the SNT. This is consistent with previous studies which have shown that rigid body displacements can induce 

higher errors, particularly in the translation direction, due to additional errors from the interpolation biases 

arising from the specimen movement [24, 30, 35, 40]. Given the single-actuator configuration of the present 

in situ experiment as well as possible compliances within the loading rig, the RBD strain resolution is 

considered as the relevant representation of the strain error. 

Despite a different DVC framework and superior SRCT voxels resolution levels (resulting in non-identical spatial 

filtering), the magnitude of the RBD corrected strain resolutions are reasonably consistent with those reported 

in [40] using particle toughened interlayer materials. 
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Figure 6-13 – DVC slice ‘Z=16’ illustrating the ‘εyy’ strain map (noise) overlaid with the microstructure following RBD 
correction. Masking applied (600 × 8 × 600 voxels) to remove edge artefacts for the Y-displaced scans. Map range: -

0.060 to 0.060 %. Applicable for a correlation performed with a sub-set size of 72 voxels and 75 % overlap. 
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Figure 6-14 – (a) Strain resolution (εyy), and (b) strain mean (εyy) for the SNT and RBD corrected scans for various sub-set 
sizes with 75 % overlap. Masking applied (600 × 8 × 600 voxels) to remove edge artefacts for the Y-displaced scans. 
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6.7 Appendix C – Effect of strain window size 

The effect of strain window size on the SNT and RBD corrected scans is visible in Figure 6-15, where the strain 

resolution associated with the normal strain component ‘εyy’ were reprocessed using 1 × 3 × 1 vectors and 5 × 

5 × 5 vectors, respectively. Correlation with a sub-set size of 32 voxels and 75 % overlap was maintained 

throughout. The results are compared against the default strain window size of 3 × 3 × 3 vectors. Table 6-4 

presents the equivalent VSGs in physical units and fibre diameters, respectively, based on the number of 

neighbouring vectors enclosed. 

The strain window limited to smoothing in the fibre direction (i.e. 1 × 3 × 1 vectors) leads to the highest 

measurement uncertainty. This is expected, as a strain window size of 3 × 3 × 3 vectors or 5 × 5 × 5 vectors will 

reduce the available signal-to-noise ratio by averaging the results over a larger effective volume (smoothing 

in the fibre direction vs. isotopically in the material bulk). 

For real deformation tests (Section 6.3.2 and Section 6.3.3) the size of the VSG (a function of: strain window, 

sub-set size and overlap) should be, however, small enough so that the real amplitude of the fluctuations is 

fully restored. While beyond the scope of this work, a detailed analysis has shown that an excessively large 

VSG is susceptible to over-smoothing of the strain data, and implicit loss in information regarding the material 

deformation. Nonetheless, achievement of strain measurements with very fine spatial resolution is limited in 

practice, as reported in [24], due to experimental constraints (e.g. uniqueness of the material pattern at a 

microstructural level). Additionally, such an implementation may cause the noise floor to exceed the signal 

level. Therefore, a balanced signal-to-noise ratio (SNR) must be considered independently for a given sub-set 

size, which is in turn linked to the materials and imaging methods used. 
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Figure 6-15 – Strain resolution (εyy) for the SNT and RBD corrected scans for various strain window sizes (Lsw), computed 
with a sub-set size of 32 voxels and 75 % overlap. 

 

Strain window size 

(vectors) 

VSG size 

(voxels) 

VSG size 

(µm) 

VSG size 

Equivalent fibre Ø 

1 × 3 × 1 32 × 48 × 32 20.8 × 31.2 × 20.8 ∼3 × ∼4.5 × ∼3 

3 × 3 × 3 48 × 48 × 48 31.2 × 31.2 × 31.2 ∼4.5 × ∼4.5 × ∼4.5 

5 × 5 × 5 64 × 64 × 64 41.6 × 41.6 × 41.6 ∼6 × ∼6 × ∼6 

Table 6-4 – Equivalent VSG sizes in physical units (1 voxel = 0.65 µm) and fibre diameters (1 fibre diameter = 7 µm), 
respectively, based on different strain window sizes, applicable to a sub-set size of 32 voxels with 75 % overlap. 
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6.8 Appendix D – Assessment against conventional microstructures 

The difference between the measured uncertainty (εyy) for the ‘doped material’ and ‘undoped material’ based 

on a static noise test is shown in Figure 6-16. ‘DC’ was used to perform the correlation, in conjunction with 

SRCT methods for both material types. As previously illustrated in Figure 6-11, a compromise exists between 

strain and spatial resolution, with the particle-adapted and conventional microstructure exhibiting a similar 

trendline. The vertical axis in Figure 6-16 is shown in logarithmic form to compensate for the higher order of 

magnitude associated with the standard deviation of the measured strain within the volume cropped from the 

‘undoped material’. 

From a sub-set size of 120 voxels up to and including a sub-set size of 80 voxels, the measured uncertainty in 

the conventional CFRP is greater than in the particle containing material by an average factor of ∼24. At a sub-

set size of 72 voxels, the offset increases to a factor of ∼36, while from a sub-set size of 60 voxels onwards, 

the ‘doped material’ exhibits a standard deviation of the longitudinal strain greater by an average factor of 

∼58. It is likely that for sub-set sizes in excess of 120 voxels enough microstructure variability is captured (e.g. 

fibre misalignment, variations in fibre-matrix volume fraction) to assist the correlation process, and thus, a 

lower discrepancy between the ‘doped material’ and ‘undoped material’ with increasing sub-set size. Relying 

only on the present SNT results, the technique would, therefore, appear to work at significantly larger length 

scales (i.e. tow-level, exceeding the equivalent of ten fibre diameters) on conventional UD materials; given 

that the noise level is only a fraction of the expected failure strain. Nonetheless, this interpretation is in 

absence of RBD tests, where an accurate reading of the displacement is not expected, as reported in [40]. 

The higher measured uncertainty in the ‘undoped material’ is also associated with lower correlation values, 

as shown by the two DVC slices based on the SNT computed with a sub-set size of 32 voxels (75 % overlap) – 

Figure 6-17. However, given the nature of the reduced scale range, whereby coefficients between ∼0.995 and 

1.0 are displayed, the differences in correlation values between the particle-adapted and conventional 

microstructure may be regarded as negligible. As correlation coefficients above 0.8 are generally acceptable 

[40], it would be straightforward to conclude that fibre-level studies are possible in the ‘undoped material’. 

This is however incorrect, as most of the correlation peaks may be expected to be false due to the self-similar 

microstructure, as indicated by the elevated standard deviation of the measured strain component ‘εyy’. It also 

follows that correlation coefficients should not be considered as standalone results, but rather linked to 

additional tests as conducted in the present study. 

Provided that the typical failure strain of a T700/M21 composite with a Vf of 0.55 is ∼2 % [13], it is evident 

that for a correlation carried out with a sub-set of 32 voxels (∼21 µm or the equivalent of ∼three fibre 

diameters), the noise floor in the ‘undoped material’ is too high to perform any local strain measurements 
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with satisfactory accuracy: ∼2 % ± ∼4.5 %. Taken together, further studies such as RBD tests have not been 

performed on the ‘undoped material’, where the measurement uncertainty is only expected to increase with 

a greater test complexity. For the purposes of this work, in situ tensile DVC analyses were thus limited to the 

‘doped material’. 

 

Figure 6-16 – Influence of sub-set size on the strain resolution during SNT scanning, illustrating the compromise between 
strain and spatial resolution using the different materials (i.e. ‘undoped material’ vs. ‘doped material’ with 400 nm, 7.5 
wt. % BaTiO3). Results presented for the ‘εyy’ component of the strain tensor and applicable to SRCT data. Computed via 

‘DC’. 
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Figure 6-17 – DVC slice ‘Z=40’ illustrating correlation maps overlaid with the microstructure following SNT scanning: (a) 
‘doped material’ and (b) ‘undoped material’. Both materials exhibit very similar correlation coefficients, indicating the 
need for SNT and RBD tests. Map range: 0.995 to 1.0. Correlation performed with a sub-set size of 32 voxels and 75 % 

overlap via ‘DC’. 
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6.9 Appendix E – Assessment against Micro-focus Computed Tomography 

Figure 6-18 presents the metrological performance of the two different acquisition methods under static noise 

test conditions, while Figure 6-19 summarizes the µCT-related SNT and RBD corrected errors. For the Micro-

focus CT analysis, imaging data from Chapter 5 was used (or [24]). Correlation was performed via ‘DC’ on the 

‘doped material’ for both imaging techniques, with emphasis on normal strain ‘εyy’. Under SNT conditions, the 

results yield a similar trendline, illustrating a compromise between strain and spatial resolution, however with 

an evident offset between the two imaging techniques. More precisely, the µCT-related measured uncertainty 

is higher by an average factor of ∼1.8 across the equivalent range of sub-set sizes investigated. 

Progressing onto the µCT-based RBD test, it can be observed that standard deviation of the measured strain 

component is significantly higher than that of the SNT by an average factor of ∼5, across the four different 

sub-set sizes in Figure 6-19 (a). This contrasts with the RBD corrected error based on the SRCT data, where the 

DVC output obtained is more consistent between the two zero-strain pair analyses (SNT vs. RBD) – Figure 6-

14 (a). When the RBD corrected error is compared directly between the different imaging techniques, an 

average factor of ∼8.7 can be discerned, in favour of SRCT. Similarly, a superior DVC metrological performance 

is also reported by Wang et al. [37], in conjunction with SRCT, as opposed with µCT imaging. 

 

Figure 6-18 – The influence of sub-set size on the strain resolution during SNT scanning, illustrating the compromise 
between strain and spatial resolution using different imaging acquisition methods (µCT vs. SRCT). Results presented for 

the ‘εyy’ component of the strain tensor. 
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Figure 6-19 – (a) Strain resolution (εyy), and (b) strain mean (εyy) for the SNT and RBD corrected scans for various sub-set 
sizes with 75 % overlap. Masking applied (795 × 16 × 230 voxels) to remove edge artefacts for the Y-displaced scans. 

Applicable to µCT data (voxel size corresponds to ∼0.64 µm). 
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Chapter 7 Summary, conclusions and further work 

7.1 Summary 

Chapter 4 presented the foundations of the work conducted here, which in turn supported the subsequent 

analyses. More specifically, the development of a novel particle-filled Carbon-Fibre Reinforced Polymer model 

composite was described, tailored for the application of Digital Volume Correlation and Computed 

Tomography. To permit the application of DVC to displacement and/or strain measurements parallel to the 

fibre orientation, the matrix was doped with a sparse population of sub-micrometre particles to act as 

displacement trackers (i.e. fiducial markers). This was required  because the highly anisotropic and somewhat 

regular/self-similar microstructures found in well-aligned unidirectional materials at high fibre volume 

fractions are intrinsically challenging for DVC, especially along the fibre direction at microstructural length-

scales on the order of a few fibre diameters. In this context, 38 different cross-ply laminates with a [90/0]s 

layup were manufactured, forming an extensive test matrix with a range of possible particle compositions, 

mean sizes and concentrations. To preserve the tensile behaviour of a commercially representative material, 

whilst still allowing the application of DVC parallel to the fibre direction, a series of considerations were 

established, and subsequently assessed qualitatively in detail, through the use of Micro-focus Computed 

Tomography. In this context, the use of barium titanate particles permitted a volume fraction low enough to 

minimize any substantial disruption in the separation and packing of fibres at tow-level within the 0° plies, 

while at the same time satisfying the imaging requirements. 

Subsequently, double-edge notched specimens were machined, and subjected to in situ Synchrotron Radiation 

Computed Tomography at a sub-micrometre resolution of 0.65 µm. The use of SRCT permitted scan times on 

the order of seconds as opposed to hours, noting that this strategy was used to help mitigate undesirable hold-

at-load artefacts.  In conjunction with image analysis, it was shown that the macro- and micromechanical 

responses of the doped material were mechanistically representative of undoped materials made by the same 

manufacturing route, and was consistent with other materials made by other processes. Within the current 

sample gauge volumes, which encompassed a region of interest from the 0° plies in the vicinity of the notch, 

there was no appreciable difference in the total number of fibre breaks between the specimens loaded to 

failure, particularly considering the statistical nature of fibre strength. Likewise, within the statistical power of 

the sample gauge volumes analysed, the behaviour of clusters also appeared to be stochastic. However, by 

decoupling the total number of fibre breaks into singlets and cluster of breaks it was possible to observe the 

existence of distinct damage variability, even in the absence of barium titanate. Correspondingly, some 

variability in mechanical behaviour was discerned between individual specimens, and material types (doped 
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and undoped), which was attributed to both manufacturing inconsistencies (such as distinct differences in 

fibre volume fraction) and a potential contribution of the doping particles. Notwithstanding these effects, 

doped carbon-fibre reinforced epoxy materials were identified as a suitable model system for validating the 

DVC methodology, and subsequent mechanistic investigations. 

Chapter 5 presented an experimental demonstration and validation of high-resolution three-dimensional 

experimental strain measurement using Digital Volume Correlation, via through-thickness strain analysis 

under a state of pure bending. In this context, high-resolution ex situ µCT measurements were performed 

using a simple standard specimen subjected to a four-point flexural test, which resulted in a linear strain 

distribution through the beam thickness. As a result of the narrow field of view available, and thus the small 

specimen dimensions required, a rig was specifically designed for this study, whereby its main component (i.e. 

the reaction tube) was constructed from a polymer-based material to minimize X-ray absorption.  

A series of noise tests were performed to determine the experimental error. These included a static repeat 

scan and a rigid body displacement assessment, respectively. The static repeat scan demonstrated a key aspect 

for DVC analyses, whereby a compromise was achieved between strain and spatial resolution. This occurred 

as a smaller sub-set size contained too few unique features, in this case, the barium titanate particles. In 

contrast, a larger sub-set compromised spatial resolution, as the underlying deformation was representative 

of the average displacement of all the voxels contained within a given sub-set. The rigid body displacement 

assessment also confirmed that that specimen translation parallel to the fibre direction was in line with the 

applied displacements, obviating a key problem in applying DVC to such uniformly aligned microstructures. 

Subsequently, this demonstrated that the selection of barium titanate, as a fiducial marker system, was an 

adequate choice from an imaging perspective.  

Classical beam theory was used to compare the DVC results extracted from the 0° plies in incrementally 

decreasing averaging schemes, and at various spatial resolutions: 120 voxels, 100 voxels and 80 voxels sub-set 

size, with 50 % overlap applied between adjacent sub-sets. Good agreement was found between the Euler-

Bernoulli beam theory and DVC output providing that the mean of three or more standalone sub-sets was 

taken, demonstrating the effectiveness of DVC in measuring local strains parallel to the fibre direction in UD 

laminae. Edge-artefacts were shown to introduce subtle nonlinearities in the measurements, which in turn 

illustrated that any DVC results located at the edge of the cropped/masked volume image must be treated 

with caution. Deviations from the classical beam theory, exceeding that of the experimental error, were 

observed when sampling was performed with single 120 voxel size sub-sets. This was judged as a practical 

lower limit for the spatial resolution using the technique employed in this thesis, notwithstanding that this 

may also be attributed to variations in the material microstructure. 
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The methodology provided a framework for accessing unprecedented opportunities to identify the local strain 

distributions before and after damage formation in composite materials, in 3D, at relatively high spatial 

resolutions. In this context, and in line with the objectives of the project, DVC measurements in relation to 

local fibre failure events, such as strain transfer lengths (ineffective length), were performed. To eliminate 

some of the present caveats, in particular related to temporal, spatial and strain resolutions achievable, these 

analyses were performed on the SRCT specimen data from Chapter 4. 

Chapter 6 focused on fibre-direction strain measurements in a composite ply under quasi-static tensile loading 

using Digital Volume Correlation and in situ Synchrotron Radiation Computed Tomography. Similar to the four-

point bending study detailed in Chapter 5, measurement sensitivity and noise were considered, along with the 

spatial filtering intrinsic to DVC strain measurements. Compared to volume images acquired through µCT, the 

metrological performance of the DVC technique was demonstrated to be superior. Subsequently, correlation 

between breaks and corresponding strain regions have been established at a level well above the measured 

noise, despite the fact that significantly smaller sub-set size/higher spatial resolution (i.e. 32 voxels sub-set, 

with 75 % overlap applied between adjacent sub-sets) was used compared to Chapter 5.  

The strain field assessment at single fibre breaks resulted in ‘full-recovery lengths’ consistent with values 

reported in the modelling literature, on the order of 50-100 µm. However, due to the spatial resolution 

limitations and associated DVC averaging effects, a key aspect highlighted was that the deformation at a 

constituent level could not be separated (i.e. between fibre and matrix). In this context, each of the ‘recovery 

length’ profiles encompassed an ‘elevated strain length’, which was associated primarily with the matrix 

deformation at the crack plane. This was followed by a ‘lower strain length’, where the DVC data was 

considered to be a good estimate of both fibre and matrix deformation. Additionally, the ‘full-recovery lengths’ 

were observed to increase with the applied load, consistent with micromechanical modelling predictions in 

the literature. Subsequently, this was considered a potential indicator that the level of microstructural damage 

(matrix yielding or debonding) increased with increasing load. The changes reported were, however, small and 

must be viewed in the context of the small stress range over which observations could be made, owing to the 

fact that fibre breaks develop exponentially with stress, with the majority of breaks occurring immediately 

prior to failure.  

Lastly, the evolution of single fibre breaks into duplets resulted in a considerably larger ‘full-recovery length’, 

together with an increased growth compared to single fibre breaks. The study, therefore, demonstrated that 

such previously unavailable, mechanistically-consistent 3D strain measurements may be made in relation to 

fibre failure events, delineating aspects of the load shedding phenomenon. However, as detailed in Section 

7.3, to determine the relationship more accurately between the number of breaks in a cluster, and the 
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surrounding microstructural damage, acquisition methods capable of achieving improved voxel resolution 

levels would have to be utilized.  

7.2 Conclusions 

The conclusions of the thesis can be summarized through the following key points: 

• Barium titanate particles, with a mean particle size of 400 nm and concentration of ∼1.44 vol. %, were 

found to offer the most favourable compromise between contrast in CT images and the ability to 

obtain a homogeneous distribution over useful imaging volumes with sufficient particle compactness 

for local DVC analyses. 

• Within the statistical power of the sample gauge volumes investigated (∼0.34 mm3), the presence of 

barium titanate particles did not appear to have had an exceptional effect on the total number of 

breaks at fracture. More specifically, 913 and 873 breaks were reported for the different materials 

(doped and undoped), resulting in a difference of less than ∼5 % – notwithstanding the slightly 

different fraction of UTS achieved in each case (98 % and 95 %, respectively).  

• Likewise, the behaviour of clusters was found to be stochastic, whereby the largest clusters found in 

this work were: a 19-plet and two 9-plets in the doped and undoped specimen, respectively, loaded 

to failure. 

• Ultimately, the response of the doped material was shown to be mechanistically representative of 

undoped materials, whereby specimen failure was likely to be determined by intrinsic stochastic 

factors, such as fibre strength and local microstructure, rather than particularly the inclusion of fiducial 

markers. 

• A practical lower limit for the spatial resolution was discerned, below which DVC measurements were 

no longer considered reliable. For underlying volume images obtained via µCT this corresponded to 

an isotropic sub-set size of 120 voxels (with 50 % overlap), while for SRCT, a significantly smaller 

isotropic sub-set of 32 voxels could reliably be used (with 75 % overlap). This highlighted a crucial 

aspect, whereby to avoid over-smoothing of the displacement/strain data, a balanced signal-to-noise 

ratio must be considered independently for a given sub-set size, which is in turn linked to the materials 

and imaging methods used. 

• At a maximum applied load of 950 N (equivalent to 98 % UTS or a stress of ∼2300 MPa in the 0° plies) 

the ‘full-recovery length’ averaged over eight single fibre breaks was ∼63 µm. Relative to the 

preceding load step of 900 N (corresponding to an incremental strain of ∼0.12 %), a slight increase of 

∼7 % was reported in the ‘full-recovery length’. 
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• Based on a single representative fibre break, the maximum increase in ‘full-recovery length’ between 

the 950 N and 850 N load step as returned by the DVC was ∼9 %. While this increase is not substantial, 

it must be viewed in the context of a strain increment of only ∼0.23 % (i.e. between 98 % UTS or a 

stress of ∼2300 MPa and 88 % UTS or a stress of ∼2000 MPa, respectively). 

• The evolution of a single fibre break (at 900 N) into a cluster encompassing two breaks (at 950 N) 

resulted in a recovery distance increase of ∼11 %. While somewhat subtle, this growth in ‘full-recovery 

length’ was greater than the ∼7 % average for the eight singlets evaluated between the same load 

steps. 

• The ‘full-recovery length’ of two duplets was given by the maximum distance of ∼78 µm which 

encompasses both clusters. Compared to the average length of ∼63 µm recorded at the 950 N load 

step, i.e. ∼24 % higher. 

 

To sum up, the ‘full-recovery lengths’ were observed to increase with the applied load, providing an indication 

that the level of microstructural damage advances with increasing load, recognising that confirming such small 

changes is difficult to achieve in practice. Likewise, the additional volume of affected material around a cluster 

caused an increase in the ‘full-recovery length’, noting that this was considerably higher compared to single 

fibre fractures. This work represents the first successful attempt to estimate via experiments the three-

dimensional stress redistribution around broken fibres in representative carbon fibre polymer matrix 

composites. These experimental measurements have significance for the development, calibration and 

validation of models for in situ fibre failure, and thus tensile strength.  Prediction of these phenomena is of 

scientific and technological importance. 

7.3 Further work 

7.3.1 Experimental 

• It was acknowledged in Chapter 4, that the micromechanical analysis (i.e. fibre break and cluster 

behaviour) relied on two undoped and one doped specimen, respectively. To improve the statistical 

power of the results, a larger number of specimens would need to be examined. This would help in 

establishing a more refined conclusion regarding the relative contribution of the fiducial markers 

compared to the intrinsic variability of the material (i.e. stochastic factors, such as fibre strength and 

local microstructure). However, as previously noted, a large experimental trial is not trivial to achieve 

in practice, primarily due to the limited availability of the SRCT beam time required to achieve such 

results. While, in situ tensile tests could be performed using conventional µCT to alleviate some of the 
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aforementioned experimental constraints, it is important to highlight that, hold-at-load artefacts may 

be introduced. This, in turn, would make discerning any potential effects (or lack thereof) of the 

fiducial markers compared to the intrinsic variability of the material even more challenging. 

• In the context noted above, efforts should be made to manufacture specimens with the same fibre 

volume fraction. This is, however, challenging particularly for the doped materials, whereby the 

inclusion of fiducial markers is expected to increase the viscosity of the resin, and reduce subsequent 

bleed-out during the autoclave process.  

• Recognizing that the principle of embedding ceramic particles as fiducial markers was demonstrated 

successfully in CFRPs for the purpose of three-dimensional microscopic strain mapping along the fibre 

direction, it would be interesting to exploit the use of alternative phases, such as thermoplastics or 

carbon black. While, due to the low attenuation of carbon, this undoubtedly represents a challenge 

from an imaging perspective, such markers may be engineered to reduce any potential 

micromechanical influence of the markers on failure; notwithstanding, that for the specimens tested 

in tension, the response of the material doped with barium titanate was shown to be mechanistically 

representative of undoped materials. 

• DVC studies at fibre break sites focused on the effect of fibre-matrix interface sliding, debonding, 

matrix deformation and microcracking on the strain transfer lengths. However, this would require 

significantly finer spatial resolutions, which would in turn necessitate obtaining superior underlying 

scans, at ‘true’ nanometre voxel resolutions levels (see Section 7.3.2), and secondly, a potentially 

improved spatial distribution of the fiducial markers. 

• Given that the materials and methods are now developed, and with a high level of confidence in the 

basic measurements, other application areas can be envisaged within the 0° plies. For example, this 

may include studies to probe the understanding of: fibre misalignment, porosity or ply drops on local 

load paths/partitioning, different reinforcements types (e.g. glass-fibre), in addition to different 

loading conditions (e.g. compression, torsion, time-varying, fatigue). Likewise, the methodology can 

be adapted for off-axis ply orientations, providing the opportunity to study the initiation and growth 

of transverse ply cracks in the 90° plies. Furthermore, analyses at larger length-scales would be 

valuable in the future (e.g. up to the structural level) and in the context of multiaxial or discontinuous 

reinforcements.  

7.3.2 Imaging 

• To determine the relationship more accurately between the number of breaks in a cluster, and the 

surrounding microstructural damage, acquisition methods capable of achieving improved voxel 

resolution levels would have to be utilized. Likewise, despite the fact that strain mapping at fibre break 
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sites was performed at superior voxel resolutions levels (∼0.65 µm) than previously reported in the 

literature, this was insufficient to confirm/inform the presence of fibre-matrix interface debonding. 

Given that fibre-matrix interface debonding directly affects the length over which stress/strain is 

recovered in a broken fibre (and subsequently the gauge volume over which SCFs are significant), it 

would be valuable to discern such damage mechanisms in future studies.  

• This would, however, require voxel resolution levels approximatively one order of magnitude higher 

and in turn, limit the sample size achievable by the imaging – which is an unavoidable trade-off. This 

is because, a larger sample size than that of the field of view, would introduce imaging artefacts. 

Subsequently, specimens with significantly smaller cross-sections than those used in the present work 

would be required, notwithstanding that this would be challenging to achieve in practice from both a 

manufacturing and a mechanical testing perspective. 

• Performing in situ mechanical tests at higher acquisition speeds, or preferably via continuous imaging, 

would be desirable to further alleviate hold-at-load artefacts. However, achieving a good balance 

between the imaging quality required for DVC and the acquisition speed is difficult to achieve in 

practice, in addition to the fact performing such scans are currently feasible using synchrotron sources 

only. 

7.3.3 Digital Volume Correlation 

• Acknowledging that the work in this thesis relied on investigating the displacements, and implicit 

strain fields parallel to the fibre direction, future studies could focus on the remaining strain 

components, depending on the loading scenario and the researcher’s interest. This is possible due to 

the fact that through DVC, full-field displacement and strain maps can be obtained. However, this 

would require, detailed noise studies (i.e. rigid body displacements) in all directions (cf. a single 

direction of interest), which is not trivial to achieve in practice, particularly using µCT methods. 

• In conjunction with very much higher voxel resolutions levels and a potentially improved spatial 

distribution of the fiducial markers, it would be interesting to utilize a more refined DVC grid (i.e. 

smaller sub-sets) in future studies. This would help alleviate the practical lower limit for the spatial 

resolution using the technique employed in this thesis. 

• The DVC work is consistent with the philosophy of ‘data rich mechanics’, whereby very high levels of 

utilisation of data obtained from individual, state-of-the-art, experiments can be used to inform model 

development and validation. As such, it would be valuable to consider a comparison between 

numerical and analytical model predictions. Nonetheless, the approach is not simple or direct. That is 

because any comparison/validation of corresponding modelling must include spatial filtering (e.g. sub-

set grid spacing) to match the experimental constraint. 
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