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Abstract

Chemical hypergraphs and their associated normalized Laplace operators
are generalized and studied in the case where each vertex–hyperedge incidence
has a real coefficient. We systematically study the effect of symmetries of a
hypergraph on the spectrum of the Laplacian.
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1 Introduction

The essential structure of many empirical systems consists in pairwise interactions
between their elements, and such network structures are therefore mathematically
as (possibly weighted and/or directed) graphs. The theory of such networks is
well developed, and it has proven successful in many applications, see for instance
[1]. Many other systems, however, naturally support higher order interactions. In
particular, many social networks involve interactions between groups of varying size.
Scientific collaboration networks, where data are readily available from preprint
repositories, are a standard example. Also, chemical reactions typically involve
several educts, several products and perhaps some catalysts. Such structures can
no longer be modelled by graphs, but should rather be considered as hypergraphs.
In a hypergraph, a hyperedge can connect several vertices, and if we refine the
structure a bit, we can in addition distinguish two classes of vertices, like the educts
and products in a chemical reaction. While for a long time, hypergraphs have
received less attention than ordinary graphs, this has recently changed, and the
mathematical study of hypergraphs and its application to empirical systems has
become very active, see for instance [2]. As for the qualitative analysis of graphs
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(see for instance [3]), the investigation of the spectrum of a Laplace operator can
reveal important structural properties. In this contribution, we want to refine those
tools, by looking at hypergraphs with real (and possibly negative) coefficients and
studying the effects of symmetries on the spectrum. That is, we shall ask to what
extent we can get indications of the presence (or absence) of symmetries by looking
at the spectrum of a hypergraph.

Let us now describe the setting of this paper in more concrete terms. In [4]
we introduced chemical hypergraphs with the aim of modelling chemical reaction
networks. While classical hypergraphs are given by vertices and sets of vertices
called hyperedges, chemical hypergraphs have the additional structure that each
vertex has either a plus sign, or a minus sign, or both, for each hyperedge in which
it is contained. The idea is that each hyperedge represents a chemical reaction
involving the elements that it contains as vertices; plus signs are assigned to the
educts or inputs of the reaction, minus signs are given to its products or outputs,
and both signs are given to the catalysts participating in the reaction. We also
introduced two normalized Laplace operators for chemical hypergraphs, the vertex
Laplacian L and the hyperedge Laplacian LH , as a generalization of the classical
theory introduced by F. Chung [5] for graphs. The spectra of these two operators,
that only differ from each other by the multiplicity of the eigenvalue 0, have been
largely studied in [6–13].

Similarly, N. Reff and L. Rusnak [14] introduced oriented hypergraphs, i.e., hyper-
graphs in which each vertex in a hyperedge has either a plus or a minus sign, as well
as a multiplicity : a natural number assigned to the given vertex–hyperedge incid-
ence. They also developed a spectral theory of oriented hypergraphs that focuses on
the spectra of the (unnormalized) Laplace operator ∆ and the adjacency matrix A.
This theory has also been widely studied (see for instance [14–27]) and, as pointed
out in [8, Remark 2.17], for chemical hypergraphs without catalysts which are reg-
ular, meaning that all vertices have the same degree, the spectra of L, ∆ and A are
all equivalent, up to a multiplicative or additive constant. For non-regular chemical
hypergraphs, however, the spectra of these operators are in general not equivalent,
implying that they encode different properties of the hypergraph to which they are
associated.

Here we propose a further generalization of chemical hypergraphs and their as-
sociated operators, and we focus on the study of the normalized Laplacians. In
particular, we consider hypergraphs in which each vertex–hyperedge incidence has
a real coefficient.

Structure of the paper. In Section 2 we establish the basic definitions for
hypergraphs with real coefficients and their associated operators, as a natural gen-
eralization of the constructions in [4]. In Section 3 we investigate the first properties
of the generalized normalized Laplacians and in Section 4 we discuss the multiplicity
of the eigenvalue 0. In Section 5 we apply the min-max principle in order to char-
acterize all the eigenvalues in terms of the Rayleigh Quotient, and in Section 6 we
investigate the largest eigenvalue. Finally, in Section 7 we give some general bounds
on all eigenvalues; in Section 8 and Section 9 we study the effect of symmetries on
the spectra of the generalized normalized Laplacians.
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2 Basic definitions

Definition 2.1. A hypergraph with real coefficients is a triple Γ = (V,H, C) such
that:

• V = {v1, . . . , vN} is a finite set of nodes or vertices ;

• H = {h1, . . . , hM} is a multiset of elements hj ∈ P(V ) called hyperedges ;

• C = {Cv,h : v ∈ V and h ∈ H} is a set of coefficients Cv,h ∈ R and it’s such
that

Cv,h = 0 ⇐⇒ v /∈ h. (1)

Remark 2.2. The chemical hypergraphs in [4] have coefficients Cv,h ∈ {−1, 0,+1}
without the assumption (1), while the oriented hypergraphs defined by Reff and
Rusnak in [14] can be seen as hypergraphs with coefficients Cv,h ∈ Z. Moreover, a
signed graph is a hypergraph with real coefficients such that:

- H is a set (that is, j 6= k implies hj 6= hk);

- Each hyperedge contains exactly two vertices;

- Cv,h ∈ {+1,−1} for all h ∈ H and v ∈ h.

A simple graph is a signed graph such that, for each hyperedge h, there exists
a unique v ∈ h such that Cv,h = 1 and there exists a unique w ∈ h such that
Cw,h = −1.

Remark 2.3. In the case when, for all v and h, Cv,h ≥ 0 and
∑

h∈H Cv,h = 1, we can
see each coefficient Cv,h as the probability of the vertex v to belong to the hyperedge
h. In the case of a hypergraph with integer coefficients, we can see each vertex as
a chemical element, each hyperedge as a chemical reaction and each coefficient Cv,h
as the chemical stoichiometric coefficient of the element v in the reaction h.

Definition 2.4. We say that Γ = (V,H, C) is connected if, for every pair of vertices
v, w ∈ V , there exists a path that connects v and w, i.e. there exist v1, . . . , vm ∈ V
and h1, . . . , hm−1 ∈ H such that:

• v1 = v;

• vm = w;

• {vi, vi+1} ⊆ hi for each i = 1, . . . ,m− 1.

From here on, we fix a hypergraph with real coefficients Γ = (V,H, C) on N
vertices v1, . . . , vN and M hyperedges h1, . . . , hM . For simplicity, assume that Γ has
no isolated vertices, i.e. we assume that each vertex is contained in at least one
hyperedge, and we assume that Γ is connected.

Changing the orientation of a hyperedge h means substituting every Cv,h by
−Cv,h. We denote the two orientations by (h,+) and (h,−). Analogously to differ-
ential forms in Riemannian geometry [28] and to the case of chemical hypergraphs
[4], we shall consider functions γ : H → R that satisfy

γ(h,−) = −γ(h,+), (2)
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that is, changing the orientation of h produces a minus sign.

Definition 2.5. Given h ∈ H, its cardinality, denoted |h|, is the number of vertices
that are contained in h.

Definition 2.6. Given v ∈ V , its degree is

deg v :=
∑
h∈H

(Cv,h)
2. (3)

The N ×N diagonal degree matrix of Γ is

D := diag
(
deg vi

)
i=1,...,N

.

Remark 2.7. In literature, there are various ways of defining the degree of a vertex
in a hypergraph. Our definition of vertex degree coincides with the one in [7] for
chemical hypergraphs and it coincides, in particular, with the classical definition of
degree in the case of graphs. Since it is natural to choose a vertex degree that is
always non-negative, one could as well consider, for instance,

∑
h∈H |Cv,h| as degree

of a vertex v. However, here we choose to define the degree of v as in (3) in order to
be able, later on, to write the vertex normalized Laplacian in a matrix formulation
that coincides with the one that is commonly used in literature for graphs (cf.
Proposition 3.1 below).

Observe also that, since the coefficients Cv,h are non-zero provided v ∈ h and
since we are assuming that there are no isolated vertices, there are no vertices of
degree 0. In particular, D is an invertible matrix.

Definition 2.8. The N ×N adjacency matrix of Γ is A := (Aij)ij, where Aii := 0
for all i = 1, . . . , N and

Aij := −
∑
h∈H

Cvi,h · Cvj ,h for all i 6= j.

Remark 2.9. In the case of simple graphs, A coincides with the classical adjacency
matrix that has (0, 1)–entries and it’s such that Ai,j = 1 if and only if vi and vj are
joined by an edge.

Definition 2.10. The N ×M incidence matrix of Γ is I := (Iij)ij, where

Iij := Cvi,hj .

Remark 2.11. Each row Ii of I represents a vertex vi and each column Ij of I
represents a hyperedge hj.

Definition 2.12. Given J ⊆ {1, . . . ,M}, we say that the hyperedges {hj}j∈J are
linearly independent if the corresponding columns in the incidence matrix are linearly
independent, that is, if {Ij}j∈J are linearly independent.

Remark 2.13. Linear dependence of hyperedges means the following: we see each
hyperedge as the weighted sum of all its vertices, where the weights are the coeffi-
cients. If a hyperedge can be written as a linear combination of the other ones, we
talk about linear dependence.
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Definition 2.14. Given ω, γ : H → R, their scalar product is

(ω, γ)H :=
∑
h∈H

ω(h) · γ(h).

Definition 2.15. Given f, g : V → R, their scalar product is

(f, g)V :=
∑
v∈V

deg v · f(v) · g(v).

Remark 2.16. The scalar products defined above are both positive definite.

Definition 2.17. Given f : V → R and h ∈ H, its boundary operator is

δf(h) :=
∑
v∈V

Cv,h · f(v).

Remark 2.18. Observe that

δ : {f : V → R} −→ {γ : H → R}

and, for each f : V → R, δf satisfies (2).

Definition 2.19. Let

δ∗ : {γ : H → R} −→ {f : V → R}

be defined by

δ∗(γ)(v) :=

∑
h∈H Cv,h · γ(h)

deg v
.

Lemma 2.20. δ∗ is such that (δf, γ)H = (f, δ∗γ)V , therefore it is the (unique)
adjoint operator of δ.

Proof.

(δf, γ)H =
∑
h∈H

γ(h) ·
(∑
v∈V

Cv,h · f(v)

)
=
∑
v∈V

f(v) ·
(∑
h∈H

Cv,h · γ(h)

)

=
∑
v∈V

deg v · f(v) ·

(∑
h∈H Cv,h · γ(h)

)
deg v

=
∑
v∈V

deg v · f(v) · δ∗(γ)(v)

= (f, δ∗γ)V .
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Definition 2.21. Given f : V → R and given v ∈ V , let

Lf(v) : = δ∗(δf)(v)

=

∑
h∈H Cv,h · δf(h)

deg v

=

∑
h∈H Cv,h ·

(∑
v′∈V Cv′,h · f(v′)

)
deg v

=
1

deg v
·
(∑
h∈H

∑
v′∈V

Cv,h · Cv′,h · f(v′)

)
= f(v) +

1

deg v
·
(∑
h∈H

∑
v′∈V \{v}

Cv,h · Cv′,h · f(v′)

)
.

Analogously, given γ : H → R and h ∈ H, let

LHγ(h) : = δ(δ∗γ)(h)

=
∑
v∈V

Cv,h · δ∗γ(v)

=
∑
v∈V

Cv,h ·
(∑

h′∈H Cv,h′ · γ(h′)

deg v

)
=
∑
v∈V

∑
h′∈H

1

deg v
· Cv,h · Cv,h′ · γ(h′).

We call L and LH the vertex normalized Laplacian and the hyperedge normalized
Laplacian, respectively. They coincide with the ones in [4] in the case when the
coefficients are in {−1, 0,+1}.
Remark 2.22. Note that the operators L and LH do not change if we change the
signs of all coefficients Cv,h for any hyperedge h and all vertices v in that hyperedge.
Moreover, the operator LH doesn’t change if, for each v ∈ V and each h ∈ H, we
replace Cv,h by Cv,h · a(v), where a(v) is any real coefficient depending only on v.

3 First properties

We first observe that, as in the case of chemical hypergraphs [4],

• L and LH are the two compositions of δ and δ∗, which are adjoint to each other.
Therefore they are both self-adjoint, which implies that their eigenvalues are
real.

• L and LH are non-negative operators. In fact, given f : V → R,

〈Lf, f〉 = 〈δ∗δf, f〉 = 〈δf, δf〉E ≥ 0. (4)

Analogously, for γ : E → R,

〈LHγ, γ〉E = 〈δδ∗γ, γ〉E = 〈δ∗γ, δ∗γ〉 ≥ 0. (5)

This implies that the eigenvalues of L and LH are non-negative.
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• Since L and LH are the two compositions of two linear operators, the non-zero
eigenvalues of L and LH are the same. In particular, if f is an eigenfunction of
L with eigenvalue λ 6= 0, then δf is an eigenfunction of LH with eigenvalue λ; if
γ is an eigenfunction of LH with eigenvalue λ′ 6= 0, then δ∗γ is an eigenfunction
of L with eigenvalue λ′.

This also implies that the two operators only differ in the multiplicity of the
eigenvalue 0. Let mV and mH be the multiplicity of the eigenvalue 0 of L and
LH , respectively. Then,

mV −mH = N −M.

Now, observe that we can see a function f : V → R as a vector (f1, . . . , fN) ∈ RN

such that fi = f(vi) and, analogously, we can see a function γ : H → R as a vector
(γ1, . . . , γM) ∈ RM such that γk = γ(hk). In view of this observation, we can write
L and LH in a matrix form.

In the following, we denote by Id the N ×N identity matrix.

Proposition 3.1. The normalized Laplacians can be rewritten in matrix form as

L = Id−D−1A and LH = I>D−1I.

Proof. Observe that the (ij)–entry of the N ×N matrix Id−D−1A is

(
Id−D−1A)ij =

{
1 if i = j

− Aij

deg vi
if i 6= j.

Therefore, given f : V → R that can be seen as a vector f = (f1, . . . , fN) ∈ RN ,((
Id−D−1A

)
·f
)
i

= fi −
1

deg vi
·

N∑
j 6=i,j=1

Aij · fj

= f(vi) +
1

deg vi
·
(∑
h∈H

∑
vj∈V \{vi}

Cvi,h · Cvj ,h · f(vj)

)
= Lf(vi).

Similarly, the (kl)–entry of the M ×M matrix I>D−1I is

(
I>D−1I

)
kl

=
N∑
i=1

1

deg vi
· Iik · Iil.

Therefore, given γ : H → R that can be seen as a vector γ = (γ1, . . . , γM) ∈ RM ,((
I>D−1I

)
·γ
)
k

=
N∑
i=1

M∑
l=1

1

deg vi
· IikIil · γl

=
∑
vi∈V

∑
hl∈H

1

deg vi
· Cvi,hk · Cvi,hl · γ(hl)

= LHγ(hk).
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Corollary 3.2. The sum of the eigenvalues of L (and LH) equals N .

Proof. It follows from Proposition 3.1, since the sum of a matrix’s eigenvalues equals
its trace, and the trace of L is N .

From here on, we will arrange the N eigenvalues of L as

0 ≤ λ1 ≤ . . . ≤ λN ≤ N

and we will arrange the M eigenvalues of LH as

0 ≤ λH1 ≤ . . . ≤ λHM ≤ N.

We say that the eigenvalues of L are the spectrum of Γ.

Remark 3.3. Assuming the connectivity of Γ is not restrictive. In fact, it is clear
by definition of L that the spectrum of a disconnected hypergraph is equal to the
union of the spectra of its connected components.

4 The eigenvalue 0

By (4), a function f on the vertex set satisfies Lf = 0 if and only if, for every h ∈ H,∑
v∈V

Cv,h · f(v) = 0. (6)

Thus, to create an eigenvalue 0 of L, we need a function f : V → R such that is not
identically 0 and satisfies (6).

Similarly, by (5), in order to get an eigenvalue 0 of LH , we need γ : H → R that
is not identically 0, satisfying (2) and∑

h∈H

Cv,h · γ(h) = 0 (7)

for every vertex v.

The following results generalize the ones in [4, Section 5].

Proposition 4.1.

dim(ker I) = mH and dim(ker I>) = mV .

Proof. Fix a function γ : H → R that we can see as a vector (γ1, . . . , γM) ∈ RM .
Then,

I ·

 γ1
...
γM

 = 0 ⇐⇒
M∑
j=1

Iij · γj = 0 ∀i ∈ {1, . . . , N}

⇐⇒
M∑
j=1

Cvi,hj · γ(hj) = 0 ∀i ∈ {1, . . . , N}

⇐⇒ γ is an eigenfunction of LH with eigenvalue 0.

Therefore dim(ker I) = mH and the proof of the second equality is analogous.
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Corollary 4.2.

mH = M −maximum number of linearly independent hyperedges

and
mV = N −maximum number of linearly independent hyperedges.

Proof. It follows by Proposition 4.1 and by the Rank-Nullity Theorem.

Remark 4.3. In the case when the coefficients are integers, the equation

I ·

 γ1
...
γM

 = 0 (8)

for the eigenfunctions γ of LH that have eigenvalue 0, coincides with the metabolite
balancing equation [29]. In the setting of metabolic pathway analysis, the vi’s repres-
ent metabolites, the hj’s represent metabolic reactions, and a vector γ = (γ1, . . . , γM)
is a flux distribution. A solution of (8) represents a balance between the consumed
metabolites and produced metabolites.

Furthermore, in the metabolic pathway analysis, an elementary flux mode (EFM)
is defined by Equation (8) together with the following two conditions:

1. Feasibility : γ(h) ≥ 0 if the reaction represented by h ∈ H is irreversible. In
our case, this condition is naturally satisfied because, by considering undirected
hypergraphs, we are representing only reversible reactions (at least from the
theoretical point of view) as we are considering both orientations for every
hyperedge.

2. Non-decomposability : there is no non-zero vector (γ′1, . . . , γ
′
M) ∈ RM satisfying

Equation (8) and the Feasibility condition such that

P (γ) := {h ∈ H : γ(h) 6= 0} ⊃ P (γ′).

This condition is also called genetic independence and, in our case, it corres-
ponds to a specific choice of a basis for the kernel of I.

5 Min-max principle

We can apply the Courant-Fischer-Weyl min-max principle in order to characterize
all the eigenvalues of L and LH .

Theorem 5.1 (Courant–Fischer–Weyl min-max principle). Let W be an n-dimensional
vector space with a positive definite scalar product (., .). Let Wk be the family of all
k-dimensional subspaces of W . Let B : W → W be a self-adjoint linear operator.
Then the eigenvalues µ1 ≤ . . . ≤ µn of B can be obtained by

µk = min
Wk∈Wk

max
g(6=0)∈Wk

(Bg, g)

(g, g)
= max

Wn−k+1∈Wn−k+1

min
g(6=0)∈Wn−k+1

(Bg, g)

(g, g)
.

9



The vectors gk realizing such a min-max or max-min then are corresponding ei-
genvectors, and the min-max spaces Wk are spanned by the eigenvectors for the
eigenvalues µ1, . . . , µk, and analogously, the max-min spaces Wn−k+1 are spanned by
the eigenvectors for the eigenvalues µk, . . . , µn. Thus, we also have

µk = min
g∈W,(g,gj)=0 for j=1,...,k−1

(Bg, g)

(g, g)
= max

g∈V,(g,gl)=0 for l=k+1,...,n

(Bg, g)

(g, g)
. (9)

In particular,

µ1 = min
g∈W

(Bg, g)

(g, g)
, µn = max

g∈W

(Bg, g)

(g, g)
.

Definition 5.2. (Bg,g)
(g,g)

is the Rayleigh quotient of g.

Remark 5.3. Without loss of generality, we may assume (g, g) = 1 in (9).

As a consequence of the min-max principle, we can write the eigenvalues of L
and LH as the min-max or max-min of the Rayleigh quotients

RQ(f) : =
(δf, δf)H
(f, f)V

=

∑
h∈H

(∑
v∈V Cv,h · f(v)

)2

∑
v∈V deg v · f(v)2

, for f : V → R

and

RQ(γ) : =
(δ∗γ, δ∗γ)V

(γ, γ)H

=

∑
v∈V

1
deg v
·
(∑

h∈H Cv,h · γ(h)

)2

∑
h∈H γ(h)2

, for γ : H → R.

In particular,
λ1 = λH1 = min

f :V→R
RQ(f) = min

γ:H→R
RQ(γ)

and
λN = λHM = max

f :V→R
RQ(f) = max

γ:H→R
RQ(γ).

6 Bipartiteness and largest eigenvalue

A simple graph is bipartite if there exists a bipartition of the vertex set into two
disjoint sets V = V2 t V2 such that each edge in is between a vertex in V1 and a
vertex in V2. Bipartiteness is an important geometrical property and it is known
that the largest eigenvalue of a graph measures how far the graph is from being
bipartite. In particular, as shown by Chung in [5], λN ≤ 2 for any simple connected
graph Γ, with equality if and only if Γ is bipartite.
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v1
2

v2
3

1

v3
2

v4
−7

v5
−1

−1

v6
−4

h1

h2

Figure 1: A bipartite hypergraph with V1 = {v1, v2, v3} and V2 = {v4, v5, v6}. The
numbers near the vertices represent the corresponding coefficients.

For chemical hypergraphs the notion of bipartiteness has been generalized in [4],
and in [7] it has been proved that

λN ≤ max
h∈H
|h|,

with equality if and only if Γ is bipartite and |h| is constant for all h. Hence, for
a chemical hypergraph with constant |h|, we can say that |h| − λN estimates how
different the hypergraph is from being bipartite.
Here we prove a further generalization of the above inequality to the case of hy-
pergraphs with real coefficients. Before, we generalize the definition of bipartite
hypergraph.

Definition 6.1. Given h ∈ H and v ∈ h, v is an input (resp. output) for h if
Cv,h > 0 (resp. Cv,h < 0).

Definition 6.2. Γ is bipartite if one can decompose the vertex set as a disjoint
union V = V1 t V2 such that, for every h ∈ H, either h has all its inputs in V1 and
all its outputs in V2, or vice versa (Figure 1).

Theorem 6.3. For every hypergraph with real coefficients Γ,

λN ≤ max
h∈H
|h|, (10)

with equality if and only if Γ is bipartite, |h| is constant for all h ∈ H and it is
possible to define a non-zero function f on the vertex set such that

g(h) := |Cv,h · f(v)| (11)

does not depend on v, for all h ∈ H and v ∈ h. In this case, f satisfying (11) is an
eigenfunction for λN .

Proof. Let f : V → R be an eigenfunction for λN . By the min-max principle,

λN =

∑
h∈H

(∑
v∈V Cv,h · f(v)

)2∑
v∈V deg vf(v)2

11



≤

∑
h∈H

(∑
v∈V |Cv,h · f(v)|

)2∑
v∈V deg vf(v)2

,

with equality if and only if f has its non-zero values on a bipartite sub-hypergraph.
Now, for each h ∈ H,(∑

v∈V

|Cv,h · f(v)|
)2

=
∑
v∈h

C2
v,h · f(v)2 +

∑
{v,w}: v 6=w∈h

2 · |Cv,h · f(v)| · |Cw,h · f(w)|

≤
∑
v∈h

C2
v,h · f(v)2 +

∑
{v,w}: v 6=w∈h

(
C2
v,h · f(v)2 + C2

w,h · f(w)2

)
=
∑
v∈h

C2
v,h · f(v)2 +

∑
v∈h

(|h| − 1) · C2
v,h · f(v)2

= |h| ·
∑
v∈h

C2
v,h · f(v)2,

with equality if and only if |Cv,h · f(v)| =: g(h) is constant for all v ∈ h. Therefore,

∑
h∈H

(∑
v∈V |Cv,h · f(v)|

)2∑
v∈V deg vf(v)2

≤
∑

h∈H |h| ·
∑

v∈hC
2
v,h · f(v)2∑

v∈V deg vf(v)2

=

∑
v∈V

∑
h3v |h| · C2

v,h · f(v)2∑
v∈V deg vf(v)2

≤
(

max
h∈H
|h|
)
·
∑

v∈V f(v)2
(∑

h3v C
2
v,h

)∑
v∈V deg vf(v)2

=
(

max
h∈H
|h|
)
·
∑

v∈V deg vf(v)2∑
v∈V deg vf(v)2

= max
h∈H
|h|,

where the first inequality is an equality if and only if g(h) = |Cv,h · f(v)| does not
depend on v, for all h ∈ H and v ∈ h, and the last inequality is an equality if and
only if |h| is constant for all h. Putting everything together, we have that

λN ≤ max
h∈H
|h|,

with equality if and only if |h| is constant for all |h|, f is defined on a bipartite
sub-hypergraph and

f(v) =
g(h)

|Cv,h|
, ∀v ∈ V and h 3 v. (12)

Now, in the case when equality is achieved, assume by contradiction that there exists
v′ ∈ V with f(v′) = 0. Then, by (12) and by the connectivity of Γ, f(v) = 0 for all
v ∈ V . This is a contradiction. Therefore, if f satisfies (12) and it’s defined on a
bipartite sub-hypergraph, then Γ itself is bipartite. This proves the claim.
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Figure 2: The hypergraph in Example 6.5.

Remark 6.4. If Γ is bipartite, h is constant for all h ∈ H and |Cv,h| is constant for
all v ∈ V and h ∈ H, then clearly it is always possible to find a function f that
satisfies (11). Therefore, in this case, by Theorem 6.3, λN = maxh∈H |h| and f is a
corresponding eigenfunction. However, it is not always possible to find a function f
that satisfies (11), as shown by the next example.

Example 6.5. Let Γ = (V,H, C) be such that (Figure 2):

- V = {v1, v2},

- H = {h1, h2},

- Cv1,h1 = Cv2,h1 = Cv1,h2 = 1, and

- Cv2,h2 = 2.

Then, Γ is a connected bipartite hypergraph such that |h| = 2 is constant for all
h ∈ H. However, it is not possible to find a function f that satisfies (11) and
therefore, by Theorem 6.3, λN = λ2 < 2. In fact, a function f satisfying (11) in this
case should be such that

- |f(v1)| = |f(v2)| = g(h1) and

- |f(v1)| = 2 · |f(v2)| = g(h2),

which implies f(v1) = f(v2) = 0, but this is a contraction. In this case, in particular,
the vertex normalized Laplacian is

L =Id−D−1A

=

(
1 0
0 1

)
−
(

1/2 0
0 1/5

)(
0 −3
−3 0

)
=

(
1 3/2

3/5 1

)
.

Its eigenvalues are

λ1 = 1− 3√
10
∼= 0.05 and λ2 = 1 +

3√
10
∼= 1.95,

with eigenvectors

f1 =
(√

5/2, 1
)

and f2 =
(
−
√

5/2, 1
)
,

respectively.
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7 Bounds on general eigenvalues

In this section we give some general bounds on all eigenvalues of Γ.

Definition 7.1. Given v̂ ∈ V , we let Γ \ v̂ := (V̂ , Ĥ, Ĉ), where:

• V̂ = V \ v̂,

• Ĥ = {h \ v̂ : h ∈ H}, and

• Ĉ = {Cv,h ∈ C : v ∈ V̂ and h ∈ Ĥ}.

We say that Γ \ v̂ is obtained from Γ by a weak vertex deletion of v̂. We say that Γ
is obtained from Γ \ v̂ by a weak vertex addition of v̂.

Lemma 7.2. If Γ̂ is obtained from Γ by weak-deleting r vertices,

λk(Γ) ≤ λk(Γ̂) ≤ λk+r(Γ) for all k ∈ {1, . . . , n− r}.

Proof. As in the proof of Lemma 2.20 in [8], the claim follows directly by inductively
applying the Cauchy Interlacing Theorem [30, Theorem 4.3.17].

Theorem 7.3. Up to a relabelling of the hyperedges h1, . . . , hM , assume that

|h1| ≤ . . . ≤ |hM |.

Then,
λN−1 ≤ max{|hM | − 1, |hM−1|} (13)

and, more generally,

λN−k ≤ max{|hM−k|, |hM−1|−k+1, . . . , |hM−k|} = max{|hM−i|−k+i}i=0,...,k (14)

for all k ∈ {1, . . . , N − 1}.

Proof. Fix a vertex v ∈ hM . Then, the largest hyperedge cardinality of Γ\v is either
|hM | − 1 or |hM−1|. Therefore, by Theorem 6.3 applied to Γ \ v,

λN−1(Γ \ v) ≤ max{|hM | − 1, |hM−1|}.

Together with Lemma 7.2, this proves (13). (14) follows by repeatedly applying
(13).

Theorem 7.4. Let λmin be the smallest non-zero eigenvalue of Γ. Then,

λmin ≤
N

N −mV

=
N

M −mH

≤ λN

and one of the above inequalities is an equality if and only if λmin = λN .

Proof. Same as the proof of Theorem 6.5 in [8].
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Remark 7.5. By Theorem 6.3 and Theorem 7.4 we have that

N

N −mV

=
N

M −mH

≤ λN ≤ max
h∈H
|h|.

Hence

mV ≤ N

(
1− 1

maxh∈H |h|

)
and

mH ≤M − N

maxh∈H |h|
.

We can therefore estimate maxh∈H |h| with mV or mH , and vice versa.

8 Symmetries

It is known that symmetries can leave signatures in the spectrum of a graph or a
hypergraph [13, 31–33]. For instance,

- Two vertices in a simple graph are called duplicate if they have the same
neighbors and it is well known that n̂ duplicate vertices produce the eigenvalue
1 with multiplicity at least n̂− 1 [34];

- More generally, two vertices in a chemical hypergraph are called duplicate if
the corresponding rows/columns of the adjacency matrix are the same and it
is still true that n̂ duplicate vertices produce the eigenvalue 1 with multiplicity
at least n̂− 1 [8];

- Two vertices in a chemical hypergraph are called twin if they belong exactly
to the same hyperedges with the same signs, and n̂ twin vertices produce the
eigenvalue 0 with multiplicity at least n̂− 1 [9].

Here we generalize the definitions of twin and anti-twin vertices to the case of
hypergraphs with real coefficients, and we show the effect of various hypergraph
symmetries in the spectrum of the normalized Laplacian. The propositions in this
sections contain results that are new also for the case of chemical hypergraphs.

Definition 8.1. Two distinct vertices vi and vj are:

- Twin, if Cvi,h = Cvj ,h for all h ∈ H;

- Anti-twin, if Cvi,h = −Cvj ,h for all h ∈ H;

- Duplicate, if if the corresponding rows/columns of the adjacency matrix are
the same;

- Anti-duplicate, if the corresponding rows (equivalently, columns) of the adja-
cency matrix have opposite sign.
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Remark 8.2. If vi and vj are twin vertices, then

deg vi = deg vj = −Aij

while, if they are anti-twin,

deg vi = deg vj = Aij.

If vi and vj are duplicate or anti-duplicate vertices, their degrees are not necessarily
the same and Aij = Aii = Ajj = 0.

We need a preliminary remark and a lemma in order to prove the propositions
in this section.

Remark 8.3. λ is an eigenvalue for L and f : V → R is a corresponding eigenfunction
if and only if, for each vi ∈ V , we have that

λ · f(vi) = Lf(vi) = f(vi)−
1

deg vi

∑
j 6=i

Aijf(vj),

which can be rewritten as

(1− λ) · f(vi) =
1

deg vi

∑
j 6=i

Aijf(vj). (15)

Lemma 8.4. For all vi, vj ∈ V ,

deg vi + deg vj ≥ ±2Aij,

with equality if and only if Cvi,h = ∓Cvj ,h for all h ∈ H.

Proof. We use the fact that, given a, b ∈ R, a2 + b2 ≥ ∓2ab, with equality if and
only if a = ∓b. This implies that∑

h∈H

(
C2
vi,h

+ C2
vj ,h

)
≥ ∓2 ·

∑
h∈H

Cvi,h · Cvj ,h,

that is,
deg vi + deg vj ≥ ±2 · Aij,

with equality if and only if Cvi,h = ∓Cvj ,h for all h ∈ H.

Proposition 8.5. The constant functions are eigenfunctions corresponding to some
eigenvalue λ if and only if 1

deg vi

∑
j 6=iAij is constant for all vi ∈ V . In this case,

λ = 1− 1

deg vi

∑
j 6=i

Aij.

Remark 8.6. In the case of simple graphs,
∑

j 6=iAij = deg vi for each vi ∈ V .
Therefore, Proposition 8.5 applied to simple graphs states that λ = 0 is always an
eigenvalue, and that the constants are corresponding eigenfunctions. This is a well
known result.
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Remark 8.7. In the case when |h| is constant for all h ∈ H and Cv,h = 1 for all
h ∈ H and v ∈ H, the quantity in Proposition 8.5 is

1− 1

deg vi

∑
j 6=i

Aij = 1− 1

deg vi

∑
h3vi

(|h| − 1) = |h|,

for all vi ∈ V . Proposition 8.5 tells us that, in this case, |h| is an eigenvalue with
constant eigenfunctions. From [7, Theorem 3.1], that we generalized in Theorem
6.3, we know that λ = |h| is the largest eigenvalue in this case. Therefore, while for
simple graphs the constants are eigenfunctions for λ1 = 0, in the general case the
constants can be eigenfunctions for larger eigenvalues.

Proof of Proposition 8.5. By (15), if f is constant then

1− λ =
1

deg vi

∑
j 6=i

Aij (16)

for all vi ∈ V . Vice versa, if 1
deg vi

∑
j 6=iAij is constant for all vi ∈ V , then clearly

the constant functions satisfy (15) with λ = 1− 1
deg vi

∑
j 6=iAij.

Proposition 8.8. A function g : V → R such that g(vi) = g(vj) = 1 for some
vi, vj ∈ V and g(vk) = 0 for all k 6= i, j is an eigenfunction for some eigenvalue λ if
and only if:

• Either deg vi = deg vj or Aij = 0;

• Aik = −Ajk for all k 6= i, j.

In this case,

λ = 1− Aij
deg vi

≤ 1

and λ = 0 if and only if vi and vj are anti-twin, while λ = 1 if and only if vi and vj
are anti-duplicate vertices.

Proof. By (15), if g is an eigenfunction for λ, then

• (1− λ)g(vi) = (1− λ) =
Aij

deg vi
,

• (1− λ)g(vj) = (1− λ) =
Aij

deg vj
, and

• (1− λ)g(vk) = 0 =
Aik+Ajk

deg vk
for all k 6= i, j.

Therefore, either deg vi = deg vj or Aij = 0; Aik = −Ajk for all k 6= i, j, and

λ = 1− Aij

deg vi
.

Vice versa, if either deg vi = deg vj or Aij = 0, and additionally Aik = −Ajk for

all k 6= i, j, it is clear that g satisfies (15) with λ = 1− Aij

deg vi
.

In this case, Lemma 8.4 implies that Aij ≤ deg vi which, on its turn, implies that

λ = 1− Aij

deg vi
≤ 1. Also, λ = 0 if and only if Aij = deg vi, therefore (again by Lemma

8.4) if and only if Cvi,h = −Cvj ,h for all h ∈ H. λ = 1 if and only if Aij = 0.
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Figure 3: The hypergraph in Example 3.

Proposition 8.9. A function f : V → R such that f(vi) = −f(vj) = 1 for some
vi, vj ∈ V and f(vk) = 0 for all k 6= i, j is an eigenfunction for some eigenvalue λ
if and only if:

• Either deg vi = deg vj or Aij = 0;

• Aik = Ajk for all k 6= i, j.

In this case,

λ = 1 +
Aij

deg vi
≤ 1

and λ = 0 if and only if vi and vj are twin, while λ = 1 if and only if vi and vj are
duplicate vertices.

Proof. Analogous to the proof of Proposition 8.8.

A direct consequence of Proposition 8.8 and Proposition 8.9 is

Corollary 8.10. If Γ has ñ duplicate (or anti-duplicate) vertices, then 1 is an
eigenvalue with multiplicity at least ñ− 1.
If Γ has n̂ twin (or anti-twin) vertices, then 0 is an eigenvalue with multiplicity at
least n̂− 1.

We conclude with the example of a hypergraph that satisfies Proposition 8.9
for two vertices that are neither twin nor duplicate, but nevertheless are strongly
symmetric.

Example 8.11. Let Γ = (V,H, C) be such that (Figure 3):

- V = {v1, v2, v3} and H = {h1, h2};

- h1 = {v1, v2}, h2 = {v2, v3} and h3 = {v1, v2, v3};

- All non-zero coefficients are equal 1.
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Then, v1 and v3 are neither twin nor duplicate vertices, but they satisfy the condi-
tions of Proposition 8.9 since deg v1 = deg v3 = 2 and A12 = A32 = −2, A13 = −1.
By Proposition 8.9, this symmetry is reflected by the eigenvalue

λ = 1 +
A13

deg v1

=
1

2
.

In particular, in this case

L =Id−D−1A

=

1 0 0
0 1 0
0 0 1

−
1/2 0 0

0 1/3 0
0 0 1/2

 0 −2 −1
−2 0 −2
−1 −2 0


=

 1 1 1/2
2/3 1 2/3
1/2 1 1

 .

Its eigenvalues are

λ1 =
15−

√
201

12
∼= 0.07, λ2 =

1

2
and λ3 =

15 +
√

201

12
∼= 2.43.

9 General symmetries

Definition 9.1. An automorphism of the hypergraph Γ = (V,H, C) consists of
bijections σ : V → V and σ : H → H such that σ(v) ∈ σ(h) iff v ∈ h and for every
v ∈ V either Cσ(v),σ(h) = Cv,h for all h ∈ H or = −Cv,h for all h. We may then put
s(σ)(v) = 1 in the first and = −1 in the second case. When σ is clear, we simply
write s(v) in place of s(σ)(v).
For a such an automorphism σ and f : V → R, we put σ∗f(v) = s(v)f(σ(v)).

As we shall now verify, the Laplace operator commutes with automorphisms.
This is trivial if s(σ)(v) = 1 for all v. In the general case, we need to be careful with
the signs.

Lemma 9.2. If σ is an automorphism of the hypergraph Γ = (V,H, C), then

L(σ∗f)(v) = σ∗(Lf)(v) (17)

for all v ∈ V and f : V → R.

Proof.

L(σ∗f)(v) = s(v)f(σ(v)) +
1

deg v
·
(∑
h∈H

∑
v′∈V \{v}

Cv,h · Cv′,h · s(v′)f(σ(v′))

)

= s(v)f(σ(v)) +
1

deg σ(v)
·
(∑
h∈H

∑
v′∈V \{v}

Cσ(v),σ(h) · Cσ(v′),σ(h) · f(σ(v′))

)
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= s(v)f(σ(v)) +
1

deg σ(v)
·
(∑
h∈H

∑
v′∈V \{v}

σ(v)Cv,h · Cσ(v′),σ(h) · f(σ(v′))

)
= σ∗(Lf)(v).

Thus, the Laplacian L commutes with hypergraph automorphisms σ. We can
use Lemma 9.2 to decompose the spectrum of L. Let τ be an automorphism of the
hypergraph Γ = (V,H, C) with

τ 2 = id. (18)

Then τ has two possible eigenvalues, ±1, on the space of functions f : V → R, and
L leaves those two eigenspaces L± invariant. Also, V = V0 + V1 where τ(v0) = v0

precisely if v0 ∈ V0. That is, V0 is the set of those vertices that are fixed by τ .
Moreover, we can write V1 = V ′ ∪ V ′′ where V ′, V ′′ are disjoint and τ(V ′) = V ′′.
Since also τ(V ′′) = V ′ because of (18), V ′ and V ′′ play symmetric roles.

W.l.o.g., we assume that V ′ (and hence also V ′′) is connected, as otherwise we
can rearrange the decomposition of V1 and/or write τ as the composition of several
such automorphisms.

Lemma 9.3. In this situation, there is a |V ′|-dimensional space of functions f :
V → R consisting of eigenfunctions of L that vanish on V0 and that are antisym-
metric on V ′ and V ′′, that is, f(v′′) = −s(v′)f(v′) if v′′ = τ(v′) ∈ V ′′ for v′ ∈ V ′,
and a remaining (|V ′|+|V0|)-dimensional space of eigenfunctions that are symmetric
on V ′ and V ′′, that is, f(v′′) = s(v′)f(v′).

Proof. The first class of functions are those that are eigenfunctions of τ for the
eigenvalue −1, where the second class has eigenvalue 1. By Lemma 9.2, these are
unions of eigenspaces of L. Since |V ′′| = |V ′| and V = V0 ∪ V ′ ∪ V ′′, this generates
the space of all functions on V .

Definition 9.4. Let Γ = (V,H, C) be a hypergraph. An induced subhypergraph Γ̂
has some nonempty vertex set V̂ ⊂ V and a hyperedge set Ĥ ⊂ H such that any
two v1, v2 ∈ V̂ are contained in a hyperedge h ∈ Ĥ whenever they are contained in
h in Γ, and the coefficient Cv,h is then taken from Γ. An induced subhypergraph is
also called a motif of Γ.

Let Γ̂ be a motif in Γ. We then have the induced Laplacian

LΓ,Γ̂f(v) = f(v) +
1

degΓ v
·
(∑
h∈Ĥ

∑
v′∈V̂ \{v}

Cv,h · Cv′,h · f(v′)

)
(19)

where degΓ v denotes the degree of v in Γ.

Definition 9.5. We say that the motif Γ′ with vertex set V ′ is a duplicated motif if
V ′ and V ′′ are disconnected, that is, when there is no hyperedge containing elements
from both V ′ and V ′′.
We say that Γ′ and Γ′′ with vertex sets V ′ and V ′′ are (anti)twin motives if for every
h ∈ H we have that v′ ∈ h iff v′′ = τ(v′) ∈ h and Cv′,h = Cv′′,h (= −Cv′′,h) for every
v′ ∈ V ′.
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Lemma 9.6. Let Γ′ be a duplicated motif in Γ, and let vo ∈ Vo be a neighbor of
some v′ ∈ V ′. Then vo is also a neighbor of v′′ = τ(v′) ∈ V ′′.

Proof. Since v0 ∈ V0 is fixed by the automorphism τ , and since τ maps the hyperedge
h containing v0 and v′ onto some hyperedge τ(h) containing v′′ = τ(v′) and v0 =
τ(v0), the claim follows.

Lemma 9.7. Let Γ′ be a duplicated motif in Γ. Then we find a basis of eigenfunc-
tions of the Laplacian L of Γ of functions f satisfying either

1.

LΓ,Γ′f(v) =


λf(v) for v ∈ V ′ (and also for v ∈ V ′′)
−s(v)f(τ(v)) for v ∈ V ′′

0 for v ∈ V0

(20)

2. or
f(τ(v)) = s(v)f(v) for v ∈ V ′. (21)

The latter eigenfunctions are those of the hypergraph Γτ obtained as the quo-
tient of Γ by τ , that is, the hypergraph with vertex set V0∪V ′ and all hyperedges
induced by Γ and the coefficients Cτ

v,h =
√

2Cv,h.

Proof. If v0 in V0 and f(v0) = 0 and if f is antisymmetric, then also Lf(v0) = 0,
because the contributions from its neighbors v′ and v′′ = τ(v′) (see Lemma 9.6)
cancel each other in Lf(v0). The result then follows from Lemma 9.3, because
under our assumptions, a neighbor w of v ∈ V ′ is contained either in V ′ or in V0,
in which case for an antisymmetric f , f(w) = 0, and therefore, we can restrict the
computation in (20) to the induced Laplacian, that is, consider only the vertices in
V ′.

Let us consider some Examples:

1. Let v′ be a duplicated vertex, that is, V ′ consists only of that single vertex.
Then the induced Laplacian LΓ,Γ′f(v′) = f(v′), and therefore, the function f
with f(v′) = 1, f(v′′) = −1, f(v) = 0 for all other vertices is an eigenfunction
with λ = 1. This was shown in [34] and Prop. 8.9.

2. Consider a graph, and let V ′ again consist of a single vertex v′, but assume
that v′ and v′′ = τ(v′) are connected by an edge. Then (20) becomes

f(v′)− 1

degΓ v
′f(v′′) = λf(v′),

that is, since f(v′′) = −f(v′),

λ = 1 +
1

degΓ v
′ .
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3. Let e = (v′1, v
′
2) be a duplicated edge in a graph. Then we can determine two

eigenvalues and eigenfunctions of L by solving

f(v′1)− 1

degΓ v
′
1

f(v′2) = λf(v′1)

f(v′2)− 1

degΓ v
′
2

f(v′1) = λf(v′2)

f(v) = 0 for all other v.

This yields [34]

λ = 1± 1√
degΓ v

′
1 degΓ v

′
2

.
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