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Abstract

Present theories of irreversible energy losses and heat generation within Li-ion cells
are unsatisfactory because they are not compatible with energy conservation and typ-
ically give rise to significant errors in the estimation of these quantities. This work
aims to provide a consistent theoretical treatment of energy transport and losses in
such devices. An energy conservation law is derived from the Doyle-Fuller-Newman
(DFN) model of a Li-ion cell using a rigorous mathematical approach. The resulting
law allows irreversible chemical energy losses to be located to seven different regions
of the cell, namely: (i) the electrolyte, (ii) the anode particles, (iii) the cathode parti-
cles, (iv) the solid parts of the anode (ohmic losses), (v) the solid parts of the cathode
(ohmic losses), (vi) the surfaces of the anode particles (polarisation losses), and (vii)
the surfaces of the cathode particles (polarisation losses). Numerical solutions to the
DFN model are used to validate the conservation law in the cases of a drive cycle and
constant current discharges, and to compare the energy losses occurring in different lo-
cations. It is indicated how cell design can be improved, for a specified set of operating
conditions, by comparing the magnitude of energy losses in the different regions of the
cell.
Keywords: Li-ion battery, Energy conservation Law, Newman model, Heat
production, P2D model

1 Introduction

The drive to eliminate carbon based fuels from transportation systems, and the resulting
legislation to phase out the internal combustion engine across large parts of the world before
2040, has led to rapid growth interest in Li-ion battery technology. Currently this technology
is used in most portable consumer electronics, and is increasingly being used in home energy
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storage units, but it is its use in electric vehicles (EVs) that is set to see the biggest growth in
its market, being predicted to increase from 45 GWh/year (in 2015) to around 390 GWh/year
in 2030 [37]. The prime reason for its dominance of the automotive industry is its unrivalled
high power and energy densities. It also has the advantages of discharging slowly when
not in use, little or no need for maintenance and the ability to undergo a large number of
charge/discharge cycles without significant degradation.

The Doyle Fuller Newman (DFN) model [1, 5, 12, 13, 23], which is also often called the
Newman model or the P2D model, has proved itself to be an extremely useful, and versatile,
tool for understanding Li-ion battery performance. Recent works have shown that, providing
that lithium ion transport within the electrode particles is modelled by an appropriately
calibrated nonlinear diffusion equation, the model is capable of accurately predicting battery
performance [7], even when subjected to highly non-uniform drive cycles [38]. While these
predictions of the DFN model provide an accurate relation between the cell voltage and
the current draw they have not, to date, been used to provide a consistent picture of the
irreversible energy losses occurring within the cell. While there are many works that use DFN
to estimate irreversible energy loss and heating within Li-ion cells none of them uses a theory
of energy dissipation that is consistent with the DFN model. In this context we note the
following works that are based on DFN simulation [4, 6, 9, 10, 14, 16, 18, 19, 22, 24, 25, 31, 32,
33, 35] and [2], which is based on a single particle model (a simplification of the DFN model).
All of these works predict energy losses without accounting for the enthalpy of mixing (or
heat of mixing) in the electrode particles and only partially account for the irreversible energy
loss in the electrolyte, again neglecting the enthalpy of mixing. This method of estimating
the energy dissipation is based on thermodynamic treatments by Rao and Newman [27] and
Gu and Wang [15], which are ultimately based on the work of Bernardi [3]. We note also the
works Tranter et al. [34] and Farag et al. [11], which are both based on the DFN model, but
use alternative methods for estimating heat production, neither of which are consistent with
overall energy conservation within the DFN model, although Farag et al. do approximate
the heat of mixing within the electrode particles, noting that it is often significant. Finally,
we remark that Latz and Zausch [20, 21] have used a thermodynamic method to estimate
energy dissipation in a lithium cell and, as we shall show, obtain expressions for irreversible
energy losses within the device that are consistent with the energy conservation law that
we derive here from the DFN model. However, as far as we are aware, their work has
never been applied to the DFN model. The relative lack of attention that their estimate of
energy dissipation has received can be attributed to (I) the large number of other works in
the literature that use thermodynamic arguments to arrive at incomplete estimates of the
irreversible energy losses and (II) the fact that there is no independent theoretical procedure
for determining which of these thermodynamic approaches are correct. The current work
aims to address the second of these points and thereby fill a significant void in the literature.

Given the widespread use, and overall utility, of the DFN model of Li-ion battery be-
haviour it would be a major step forward to unequivocally establish the form of the irre-
versible energy dissipation law that is consistent with this model. This will not only allow
accurate modelling of heat generation in composite cells (such as cylindrical and pouch cells),
in which inadequate cooling can lead to significant temperature heterogeneities, but could
also be used as a design tool in order to identify the components of the cell in which irre-
versible losses are most significant under the cell’s characteristic operational conditions. To
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date, a unifying theory of energy transport and dissipation in the DFN model remains to
be established and it is precisely this omission that we aim to address here. In order to ac-
complish this we restrict our attention to a single cell, which we can consider to have spatial
uniform temperature T = T (t), given its small width. Rather than adopt a thermodynamic
approach we directly derive an energy conservation law from the DFN model. This has
the advantage that it avoids the pitfalls and intricacies of non-equilibrium thermodynamics,
which, in this application, have led to a number of incorrect (or at best approximate) results.
In fact we rigorously prove that the conservation law is a consequence of the DFN model,
and hence demonstrate unequivocally that the irreversible energy loss terms derived here
are the only ones consistent with the DFN model. This result is validated against numerical
solutions to the DFN model, both for constant current discharge and drive cycles. These
solutions are computed using the fast, second-order accurate, DFN solver DandeLiion [17]
and are, in turn, used to evaluate each term in the energy conservation equation.

The paper is set out as follows. In §2 we recap the Doyle-Fuller-Newman model. In §3
we summarise the energy conservation law in a concise form, which can be easily applied to
the DFN model, and then in §3.2 we validate this law against full simulations of the model,
both for constant current discharge and for a drive cycle. The derivation of the energy
conservation law from the DFN model is presented in §4 before finally, in §5, we draw our
conclusions.

2 The Doyle-Fuller-Newman model

In this section the Doyle Fuller Newman (DFN) model for lithium ion transport in a planar
Li-ion cell (battery) comprised of an anode and a cathode separated by a porous spacer (as
illustrated in figure 1) as first set out in [1, 5, 12, 13, 23] is reprised below. The anode
and cathode are both comprised of tightly packed spherical electrode particles, radii Ra(x)
and Rc(x), respectively, and the interstices between these particles are filled with a finely
structured porous binder (treated with conductivity enhancing additives) which is filled with
a lithium electrolyte. Here we consider a cell in which:

The anode occupies L1 < x < L2,
the separator occupies L2 < x < L3,
the cathode occupies L3 < x < L4.

(1)

as illustrated in figure 1. The model variables are tabulated and described in Table 1 while
the parameters and input functions are listed in Table 2.

2.1 The model equations

The model naturally divides between spatially one-dimensional macroscopic equations which
describe lithium transport and current flows on the scale of the whole cell, in the region
L1 < x < L4, and microscopic equations which describe lithium transport inside individual
electrode particles. Since the particles are assumed to be spherical, the microscopic transport
equations are also one dimensional, but this time the spatial variable r is the distance from
the centre of a particle (here 0 < r < Ra(x) within the anode and 0 < r < Rc(x) within the
cathode). The resulting model is thus two-dimensional in space.
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Variable Description Units

x Distance across cell m
t Time s
r Radial distance from centre of electrode particle m
c Concentration of Li+ ions in electrolyte mol m−3

〈N−〉 Averaged flux of negative counterions in electrolyte mol m−2s−1

〈N+〉 Averaged flux of Li+ ions in electrolyte mol m−2s−1

ϕ Electric potential w.r.t. lithium electrode in electrolyte V
〈j〉 Averaged electrolyte current density A m−2

j̄n Component of current density on electrode particle surface
in direction of outward normal to particle A m−2

ja Averaged current density in solid part of anode A m−2

jc Averaged current density in solid part of cathode A m−2

Φa Electric potential of anode (as function of position) V
Φc Electric potential of cathode (as function of position) V
ca Li+ concentration in anode particles mol m−3

cc Li+ concentration in cathode particles mol m−3

ηa Overpotential between electrolyte and anode particles V
ηc Overpotential between electrolyte and cathode particles V
V (t) Potential drop across device V

Table 1: Variables used in the DFN model

Macroscopic Equations We start by writing down the macroscopic equations for lithium
transport and current flow within the electrolyte. We denote c as the lithium ion concentra-
tion, j̄n as current flux per unit surface area of electrode particle, and ϕ as the potential in
the electrolyte, measured with respect to a lithium electrode (such that µ̄p = Fϕ, where µ̄p

is the electrochemical potential of Li+ ions in the electrolyte). The macroscopic electrolyte
equations follow and are

εl
∂c

∂t
+

∂

∂x
〈N+〉 =

bet
F
j̄n, 〈N+〉 = −De(c)B

∂c

∂x
+ t0+

〈j〉
F
,

∂〈j〉
∂x

= betj̄n, 〈j〉 = −κ(c)B
(
∂ϕ

∂x
− 2

F
(1− t0+)

dµe

dc

∂c

∂x

)
,

(2)

with boundary conditions

〈N+〉|x=L1 = 0, 〈j〉|x=L1 = 0, 〈N+〉|x=L4 = 0, 〈j〉|x=L4 = 0, (3)

where 〈N+〉, 〈j〉 and the flux of lithium ions and current density in the electrolyte, respec-
tively, averaged (or equivalently homogenised) over the porous binder structure filling the
interstices between the electrode particles. In addition εl is the volume fraction of elec-
trolyte, bet(x) is the surface area of electrode particles per unit volume, and the factor B(x)
is a dimensionless geometric factor that arises from averaging the underlying 3-dimensional
model equations over the porous microstructure (see, for example, [28, 30]) and which can be
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Figure 1: Schematic of a planar Li-ion cell

thought of as the inverse McMullin number. Note also that the final term in the equation for
hji involves the derivative of µe(c), the chemical potential of the electrolyte. This is not the
usual way of expressing this term but it is the expression for the current that is obtained when
the electrolyte equations are derived directly from the Stefan-Maxwell equations, see [30].
Moreover it has been shown, in [26] (on p.104), that dµe/dc = (RT/c) (1 + @ log f±/@ log c)
from which it is readily seen that (2d) is equivalent to the expression for the averaged current
density more commonly found in the literature.

Macroscopic equations also need to be specified for the current flow in both the solid
part anode and cathode matrices (i.e. through the electrode particles and the conductively
enhanced binder material). It is usual to assume that the averaged current density in both
anode and cathode (ja and jc, respectively) obey Ohm’s law in which the currents are driven
by gradients in the electrode potentials �a (in the anode) and �c (in the cathode), as given
below in (4)-(7). The final part of the macroscopic model that requires specification is
the current flow (current density j̄n) across the surfaces of the electrode particles into the
electrolyte. This is usually specified in terms of a Butler-Volmer relation, as given below in
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Param./ Description Value and Units
Ftn.
T Absolute temperature K
F Faraday’s constant A s mol−1

R Universal gas constant J K−1mol−1

B(x) Inverse McMullin number dim’less
εl(x) Volume fraction of electrolyte as function of position dim’less
bet(x) Contact surf. area particles with electrolyte per unit vol. electrode m−1

t+0 Electrolyte transference number dim’less
De(c) Ionic diffusivity of electrolyte m2 s−1

κ(c) Electrolyte conductivity A m−1V−1

σa(x) Anode conductivity as function of position A m−1V−1

σc(x) Cathode conductivity as function of position A m−1V−1

Ra(x) Radius of anode particles m
Rc(x) Radius of cathode particles m
cmax
a Max. lithium concentration in anode particles mol m−3

cmax
c Max. lithium concentration in cathode particles mol m−3

ka Butler-Volmer constant in anode mol−1/2m5/2s−1

kc Butler-Volmer constant in cathode mol−1/2m5/2s−1

Ueq,a(ca) Open-circuit potenital: function of Li+ concn. in anode V
Ueq,c(cc) Open-circuit potential: function of Li+ concn. in cathode V
Da(ca) Li+ diffusivity in anode particles: function of Li+ concn. m2 s−1

Dc(cc) Li+ diffusivity in cathode particles: function of Li+ concn. m2 s−1

µe(c) Chemical potential of the electrolyte J mol−1

I(t) Current flow through the cell A
A Area of cell m2

Table 2: User specified functions and parameters in the DFN model

(8)-(9).

∂ja
∂x

= −bet(x)j̄n, ja = −σa
∂Φa

∂x
in L1 < x < L2, (4)

ja|x=L1 =
I(t)

A
, ja|x=L2 = 0, (5)

∂jc
∂x

= −bet(x)j̄n, jc = −σc
∂Φc

∂x
in L3 < x < L4, (6)

jc|x=L3 = 0, jc|x=L4 =
I(t)

A
. (7)

j̄n =


2Fkac

1/2
(
ca|r=Ra(x)

)1/2 (
cmax
a − ca|r=Ra(x)

)1/2
sinh

(
Fηa
2RT

)
in L1 ≤ x < L2,

0 in L2 < x < L3,

2Fkcc
1/2
(
cc|r=Rc(x)

)1/2 (
cmax
c − cc|r=Rc(x)

)1/2
sinh

(
Fηc
2RT

)
in L3 ≤ x < L4,

(8)

ηa = Φa − ϕ− Ueq,a(ca|r=Ra(x)), ηc = Φc − ϕ− Ueq,c(cc|r=Rc(x)). (9)
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Here σa and σc are the conductivities in the solid part of the anode and the cathode, respec-
tively.

Microscopic equations and boundary conditions Transport of lithium in both anode
and cathode particles occurs through a nonlinear diffusion process, and given the spherical
symmetry of the particles this may be modelled by the following diffusion equations, in which
r measures distance from the centre of the particle

∂ca
∂t

=
1

r2
∂

∂r

(
r2Da(ca)

∂ca
∂r

)
in 0 < r < Ra(x).

ca bounded on r = 0, −Da(ca)
∂ca
∂r

∣∣∣∣
r=Ra(x)

=
j̄n
F

 in L1 < x < L2, (10)

∂cc
∂t

=
1

r2
∂

∂r

(
r2Dc(cc)

∂cc
∂r

)
in 0 < r < Rc(x)

cc bounded on r = 0, −Dc(cc)
∂cc
∂r

∣∣∣∣
r=Rc(x)

=
j̄n
F

 in L3 < x < L4. (11)

Note that the boundary conditions on the surfaces of these particles relate the surface lithium
ion flux to the reaction current j̄n .

The full cell potential. The results of solution to the full cell DFN model (with appro-
priate initial conditions) and a specified galvanostatic current I(t) can be used to compute
the potentials of the anode and cathode current collectors Va and Vc, respectively via the
relations

Va(t) = Φa

∣∣
x=L1

, Vc(t) = Φc

∣∣
x=L4

. (12)

and hence the potential drop V (t) occurring across the cell

V (t) = Vc(t)− Va(t). (13)

An alternative formulation of the electrolyte equations. We note that we could re-
express equations (2a-b) in terms of a conservation law for negative counterions (as opposed
to one for positive lithium ions). On denoting the averaged flux of the negative counterions
by 〈N−〉 this reads

εl
∂c

∂t
+

∂

∂x
〈N−〉 = 0, 〈N−〉 = −De(c)B

∂c

∂x
− (1− t0+)

〈j〉
F
,

〈N−〉|x=L1 = 0, 〈N−〉|x=L4 = 0,
(14)

and can readily be verified to be equivalent to (2a-b) on making use of (2c).

3 Energy Conservation Law for the DFN model

Chemical energy stored in the cell. The Gibbs free energy of the cell is predominantly
stored in the electrode materials but, in a working device, there is also a minor contribution
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from concentration gradients in the electrolyte. The Gibbs free energy density of the lithium
ions stored in the anode material Ga(ca) and the cathode material Gc(cc) are given in terms
of the open circuit voltages by the expressions

Ga(ca) = −
∫
FUeq,a(ca)dca and Gc(cc) = −

∫
FUeq,c(cc)dcc, (15)

while the Gibbs free energy density of the electrolyte Ge can be expressed in terms of the
electrolyte chemical potential µe(c) as

Ge(c) =

∫
2µe(c)dc. (16)

Here the factor of 2 is to account for the fact that both the distribution of Li+ ions and
negative counterions (which are at equal concentration c) contribute to the chemical energy.
The total Gibbs energy stored in the cell is thus the sum of the integral of Ga over all the
anode particles, and the the integral of Gc over all the cathode particles, and of Ge through
the electrolyte. On denoting the chemical energy, per unit area of cell, as G, we arrive at
the following expression:

G(t) =

∫ L2

L1

Na(x)

(∫ Ra(x)

0

4πr2Ga(ca)dr
)
dx+

∫ L4

L3

Nc(x)

(∫ Rc(x)

0

4πr2Gc(cc)dr
)
dx

+

∫ L4

L1

εlGe(c)dx. (17)

where Na(x) and Nc(x) are the number of electrode particles per unit volume in the anode
and cathode, respectively, and εl(x) is the volume fraction of the electrolyte.

The energy conservation equation. In what follows we write down a conservation law
for the total Gibbs free energy within an isothermal cell, held at constant temperature T .
This law shows that, in a cell of area A, the loss of Gibbs energy AG can be equated to
the useful work extracted from the cell, in the form of a current flow I across a potential
difference V , and a number of energy loss terms. As we shall demonstrate these energy
loss terms can be identified with irreversible heating. The energy conservation equation is
a direct consequence of the DFN model and, in §5, a mathematically rigorous derivation is
made. The conservation law states that minus the rate of change of Gibbs energy in the
cell is equal to the power drawn from the device (in the form of current), plus the sum
of a number of irreversible heat production rates (representing the losses occurring in the
constituent parts of the cell) and can be written in the form of the equation

−AdG
dt

= IV + A
(
Q̇(elyte) + Q̇(a)

part. + Q̇(a)
ohm + Q̇(a)

pol. + Q̇(c)
part. + Q̇(c)

ohm + Q̇(c)
pol.

)
. (18)

More specifically the terms on the right-hand side of this relation are (from left to right)
the power extracted by the circuit IV , and the heat generated by: (I) dissipative effects in

the electrolyte AQ̇(elyte), (II) the heat of mixing in the anode particles AQ̇(a)
part., (III) Ohmic
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dissipation in the solid parts of the anode AQ̇(a)
ohm, (IV) dissipation arising from the current

flow across the overpotential drop at the surfaces of the anode particles AQ̇(a)
pol. (also termed

the polarisation loss), (V) the heat of mixing in the cathode particles AQ̇(c)
part., (VI) Ohmic

dissipation in the solid parts of the cathode AQ̇(c)
ohm, (VII) the polarisation losses at the

surfaces of the cathode particles AQ̇(c)
pol.. The heat dissipation terms are calculated from the

solution to the DFN model (2)-(13), as shown in §5, via the following integral expressions:

Q̇(elyte) =

∫ L4

L1

(
2BDe(c)

dµe

dc

(
∂c

∂x

)2

+
1

κ(c)B〈j〉
2

)
dx, (19)

Q̇(a)
part. = −4πF

∫ L2

L1

Na(x)

(∫ Ra(x)

0

Da(ca)

(
∂ca
∂r

)2
dUeq,a

dca
r2dr

)
dx, (20)

Q̇(c)
part. = −4πF

∫ L4

L3

Nc(x)

(∫ Rc(x)

0

Dc(cc)

(
∂cc
∂r

)2
dUeq,c

dcc
r2dr

)
dx, (21)

Q̇(a)
ohm =

∫ L2

L1

σa

(
∂Φa

∂x

)2

dx, Q̇(a)
pol. =

∫ L2

L1

bet(x)ηaj̄ndx,

Q̇(c)
ohm =

∫ L4

L3

σc

(
∂Φc

∂x

)2

dx, Q̇(c)
pol. =

∫ L4

L3

bet(x)ηcj̄ndx.

(22)

Here the number densities of electrode particles, per unit volume, in the anode and cathode
are related to the radii of the electrode particles and the B.E.T. surface area bet(x) (surface
area of particle per unit volume of electrode) via the identities

Na(x) =
bet(x)

4πR2
a(x)

in L1 < x < L2, Nc(x) =
bet(x)

4πR2
c(x)

in L3 < x < L4. (23)

Note, that despite the minus signs appearing in the expressions for Q̇(a)
part. and Q̇(c)

part. these
quantities are expected to be positive because both U ′eq,a(ca) and U ′eq,c(cc) (where a prime
denotes derivative with respect to the argument) are negative .

3.1 Heat production within the cell.

The energy conservation law can be used to determine the heat produced by the cell pro-
vided we relax the isothermal constraint and consider instead the cell is at a uniform, time-
dependent temperature T (t); the assumption that temperature is spatially independent is
reasonable because single cells are extremely thin (usually no more than 200µm). Since the
open circuit voltages Ueq,a and Ueq,c are usually weak functions of temperature, we write
G = G(t, T ), so that in this instance

dG

dt
= −SdT

dt
+
∂G

∂t

∣∣∣∣
T

, (24)
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where S is the entropy of the cell (per unit area) and we make use of the identity ∂G/∂T =
−S. In addition we denote the time derivative of the Gibbs energy taken at constant tem-
perature by ∂G/∂t|T and note that it can be identified as the total derivative of G appearing
in the isothermal conservation law (18). The heat production of the cell can be calculated
from the enthalpy (per unit area) H, which is related to the Gibbs energy by the standard
formula H = G+ TS. It follows that

dH

dt
= T

dS

dt
+
∂G

∂t

∣∣∣∣
T

. (25)

Furthermore, the rate of change of enthalpy is given in terms Q̇rev. + Q̇irr., the rate of heat
dissipation (per unit area), and Ẇ , the rate of work done by the cell (per unit area), by the
formula

dH

dt
= −Q̇rev. − Q̇irr. − Ẇ , where Q̇rev. = −T dS

dt
.

Here the total rate of heat dissipation is split into a reversible heating term, Q̇rev., and an
irreversible one, Q̇irr.. On substituting for ∂G/∂t|T from the isothermal conservation law
(18), we can identify

Q̇irr. = Q̇(elyte) + Q̇(a)
part. + Q̇(a)

ohm + Q̇(a)
pol. + Q̇(c)

part. + Q̇(c)
ohm + Q̇(c)

pol., and Ẇ =
IV

A
. (26)

In order to compute an expression for the rate of reversible heating Q̇rev. we use the facts
that (a) the entropy S = −∂G/∂T and (b) it is only significant within the electrode particles
to obtain the expression

Q̇rev. = −FT d

dt

[∫ L2

L1

Na(x)

(∫ Ra(x)

0

4πr2
(∫

∂Ueq,a

∂T
(ca)dca

)
dr

)
dx

+

∫ L4

L3

Nc(x)

(∫ Rc(x)

0

4πr2
(∫

∂Ueq,c

∂T
(cc)dcc

)
dr

)
dx

]
, (27)

Here we have made use of the expressions for the Gibbs free energy densities in the electrode
particles found in (15) and the chemical energy (per unit area) G found in (17). Notably
this is not the expression that is typically used to compute the reversible heating. However,
where we make the approximation that the particles discharge uniformly, so that ca ≈ ca(x, t)
and cc ≈ cc(x, t) (i.e. there is no radial dependence of the lithium concentrations within the
electrode particles), it can be shown that

Q̇rev. ≈ T

[∫ L2

L1

betj̄n
∂Ueq,a

∂T
dx+

∫ L4

L3

betj̄n
∂Ueq,c

∂T
dx

]
, (28)

by equating the rate of change of the lithium concentrations within particles to the flux of
lithium being transported into/out of the particles by the reaction currents on their surfaces
j̄n. This is precisely the expression that is normally used to compute the contribution of the
rate of reversible heating, see for example [19, 6]. Furthermore, this expression is likely to
be fairly accurate except where the discharge is sufficiently aggressive to cause significant
gradients in lithium concentration within the electrode particles. We note that data for
∂Ueq/∂T , as a function of cs, can be found for most electrode materials. For example, [6]
gives data for graphite and LFP, while [11] gives it for graphite and NMC.
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Figure 2: A single pattern of the drive cycle current and the corresponding voltage computed
from numerical solution to the DFN model.

4 Results

In this section we compute solutions to the DFN model given in (2)-(13) with parameters
taken from a study by Ecker and co-authors in [8, 7], on a 7.5 Ah cell produced by Kokam
with a graphite anode and a Li(NiMnCo)O2 cathode. We do this both for two constant
discharge rates of 5C and 10C and for a drive cycle with current I(t) reproduced in figure 2,
and taken from [36], with the corresponding cell voltage (computed from the model) shown
in figure 3. The point of this exercise is not only to validate the energy conservation equation
(18), and the auxillary equations (19)-(23), but also to identify the sources of major energy
loss in the cell under different operating conditions.

Numerical Validation of the Energy Conservation Law. In figure 4 we validate the
energy conservation law by computing integral of the the left-hand side of equation (18) over
time, from the numerical solution to the model, at constant 5C discharge (black curve) and
comparing this to integral of the right-hand side of equation (18) over time (also computed
from the numerical solution). We use a numerical scheme that is 2nd order accurate in
space, as described in [17], in which the standard grid spacing consists of 75, 21 and 55
uniformly spaced grid points in x (across the anode, separator, and cathode, respectively)
and 51 uniformly spaced grid points in r (across each particle). The time step is made
using an adaptive method with steps that vary in size between 1 and 0.1 seconds. Using
the standard grid spacing we find that the error (i.e. the discrepancy between the right-
and left-hand sides of (18)) is less than 0.1% (solid purple curve) and reduces rapidly to
zero as the spatial grid in the numerical solution is refined further (see dashed and dotted
purple curves). An equivalent plot for the drive cycle is shown in figure 5, and once again
the error between computations of the left- and right-hand-sides of the (18) are attributable
to discretisation error in the solution of the DFN model. For the drive cycle example, the
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Figure 3: Cell voltage (blue) generated by repeated application of the drive cycle until the
cell is fully discharged. Corresponding current draw (orange).

time step had to be reduced to 0.01 seconds to accurately resolve the highly non-uniform
input current, and the initial spatial discretisation was roughly four times bigger than that
for the uniform discharges, with 18, 5 and 13 points in x across the anode, separator and
cathode (respectively) and 12 points in r across each electrode particle.

Use of the Energy Conservation Law in cell design. In order to illustrate the possi-
ble use of the conservation law in cell design we consider the three scenarios outlined above
(5C, 10C and drive cycle discharges) for both the standard 7.5 Ah Kokam cell and one with
electrodes whose thickness has been increased by a factor of 1.5. In order to illustrate where
the energy losses occur within the cell we split up the dissipation terms based on their lo-
cation and plot the integral of each term over time in figure 6. On the left-hand side of
this figure we show the results for the standard cell while on the right-hand side we show
those for the thicker cell. For the standard cell thickness (left) the integrated energy loss, at
the end of the 5C cell discharge (12 mins), from the enthalpy of mixing term in the anode
particles (solid red curve) is the dominant one. This in itself is remarkable as this term is
neglected in nearly all the DFN treatments of energy loss that we are aware of. The other
significant losses arise from the electrolyte (black) and polarisation across the interfaces of
the cathode and anode particles (dashed and solid purple lines, respectively). The picture
alters slightly for the 10C discharge, for which electrolyte losses become dominant but is
very different for the drive cycle for which, perhaps unsurprisingly, the polarisation losses
are considerably more important. Increasing the thickness of the electrodes (right) causes
loss in the electrolyte to become much more significant, and while this is obviously a major
limitation on cell performance for the constant current discharges it is not as significant for
the drive cycle, for which electrolyte losses are still comparable to polarisation losses. Thus,
while increasing electrode thickness in devices that are designed to undergo this drive cycle
marginally increases the energy losses, it could reasonably be viewed as an acceptable down-

12
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Figure 4: Comparison of the LHS and the RHS of equation (18) numerically calculated from
the DFN model (2)-(13) at constant current discharge rate 5C and integrated over discharge
time.
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Figure 5: Comparison of the LHS and the RHS of equation (18) numerically calculated from
the DFN model (2)-(13) for the drive cycle and integrated over discharge time.
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side that might be offset by the higher overall energy density afforded by thicker electrodes.

The standard “thermodynamic approach” for computing energy dissipation, as
adopted by [4, 6, 9, 10, 14, 16, 18, 19, 22, 24, 25, 31, 32, 33, 35], is to replace the right-hand
side of (18) by Etotal

td where

Etotal
td = IV + A

(
Q̇(elyte)

td + Q̇(a)
ohm + Q̇(a)

pol. + Q̇(c)
ohm + Q̇(c)

pol.

)
, (29)

and Q̇(elyte)
td represents the energy dissipation in the electrolyte, and is computed using the

formula

Q̇(elyte)
td =

∫ L4

L1

(
−∂ϕ
∂x
〈j〉
)
dx, 〈j〉 = −κ(c)B

(
∂ϕ

∂x
− 2

F
(1− t0+)

dµe

dc

∂c

∂x

)
. (30)

Notably, neither (29) or (30) is correct. In particular, the former omits the effects of the
heat of mixing in the electrode particles. The errors made in the total energy dissipation,
integrated over time, on using the “thermodynamic approach” (i.e. by replacing the RHS of
(18) by (29)) are illustrated in figure 7. These errors can be seen to be quite significant: for
a C/2 discharge it is around 40%, whilst for a 5C discharge it is closer to 38%, and even for
the drive cycle it is around 18%. The error made estimating the heat losses in the electrolyte
using (30) is less significant than that made in computing the total energy dissipation as can
be seen from figure 8 and is typically no worse than a few percent.

5 Derivation of the Energy conservation equation

In order to derive the energy conservation from the underlying DFN model we consider
conservation of Gibbs energy in the electrode particles (in §5.1), the electrolyte (in §5.2) and
the solid conductive parts of the electrodes (in §5.3) before pulling together the pieces in
§5.4 to obtain the final result.

5.1 Energy conservation in an active material particle

In both the anode and the cathode the lithium transport equations in the active material
particles (i.e. (10) and (11)) have the from

∂cs
∂t

+
1

r2
∂

∂r

(
r2Ns

)
= 0 in 0 ≤ r < Rs(x), Ns|r=Rs(x)

=
j̄n
F
, (31)

where

Ns = −Ds(cs)
∂cs
∂r

. (32)

is the flux of lithium ions in the radial direction and s = a in the anode and s = c in the
cathode.
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Figure 6: Integrated heat dissipation terms (19)-(22) for a single constant current discharge
at 5C rate (top figures), 10C discharge rate (middle figures), and for full discharge under
periodically repeated drive cycle current shown in figure 2 (bottom figures). The left column
of figures corresponds to the standard electrode thickness according to [7], the right column
shows the heating terms for the increased thickness of both electrodes by a factor of 1.5.
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Figure 7: The total integrated irreversible energy losses (i.e. the integral of the RHS of
equation (18), black solid line) in comparison to the total integrated irreversible energy losses
obtained from the “thermodynamic approach” (29) (red dashed line) and the corresponding
absolute error (purple solid line) for (a) 0.5C, (b) 2C, and (c) 5C constant current discharge
rates, and (d) for a full drive cycle discharge.
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Figure 8: Integrated irreversible energy loss in the electrolyte (19) from the energy conser-
vation equation (18) (black solid line) in comparison to the irreversible energy loss obtained
from the “thermodynamic approach” (30) (red dashed line) and the corresponding absolute
error (purple solid line) for (a) 2C constant current discharge rate and (b) full drive cycle
discharge.

Chemical potential and Gibbs free energy density in the active material. The
chemical potential µs(cs) in the active material as a function of lithium concentration is
given by the relation

µs(cs) = −FUeq,s(cs). (33)

where Ueq,s(cs) is the equilibrium potential of the material as a function of lithium concen-
tration cs. The Gibbs free energy density Gs(cs) can then be calculated from the relation
µs = dGs/dcs, from which we can deduce that

Gs(cs) = −F
∫
Ueq,s(cs)dcs. (34)

A conservation equation for the chemical energy. The local energy flux in the radial
direction NE,s is found my multiplying the derivative of Gs, with respect to concentration,
by the particle flux Ns such that

NE,s = µsNs, (35)

where Ns is given in (32). In order to derive a local energy conservation equation we take
the derivative of Gs with respect to t

∂Gs
∂t

=
dGs
dcs

∂cs
∂t

= µs
∂cs
∂t

and on substituting for the time derivative of cs from (31), and rearranging, we obtain the
energy conservation law

∂Gs
∂t

+
1

r2
∂

∂r

(
r2µsNs

)
= Ns

∂µs

∂r
. (36)
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We can rewrite this in the following form to make it explicit that this is an energy conservation
equation

∂Gs
∂t

+
1

r2
∂

∂r

(
r2NE,s

)
= −Ω where Ω = −Ns

∂µs

∂r
, (37)

by identifying µsNs as the energy flux (in the radial direction) NE,s and denoting the rate
of loss of chemical energy, per unit volume, as Ω. This chemical energy is transferred into
heat energy and so Ω is also the rate of heat energy production, per unit volume.

An integral energy conservation law. The total chemical energy Gs,part stored in the
electrode particle occupying the region 0 < r < Rs is found by integrating the Gibbs free
energy density over the particle so that

Gs,part =

∫ Rs(x)

0

4πr2Gs(cs)dr. (38)

Note that the chemical potential is related to the Gibbs free energy via µs = dGs/dcs. On
integrating (37), multiplied by 4πr2, over the particle we obtain the integral form of the
energy conservation law in the form of an evolution equation for the Gs,part (as defined in
(38)), the total amount of chemical energy stored in the electrode particle,

dGs,part

dt
= −4πR2

sµsNs

∣∣
r=Rs

+ 4π

∫ Rs

0

r2Ns
dµs

dcs

∂cs
dr
dr. (39)

On substituting for Ns|r=Rs from (31b), for µs from (33) and for Ns from (32) this relation
can be rewritten in the form

dGs,part

dt
= 4πR2

s(j̄nUeq,s(cs|r=R))− ω(heat)
part,s (x, t), (40)

where ω
(heat)
part,s (x, t) = −4πF

∫ Rs

0

Ds(cs)

(
∂cs
∂r

)2
dUeq,s

dcs
r2dr. (41)

Equation (40) may be interpretted as saying that the rate of gain of chemical energy in the
electrode particle is equal to the rate of flow of energy into the particle 4πR2

s(jnUeq,s(cs))

minus the rate of heat release in the particle ω
(heat)
part,s . Notice that we would expect ω

(heat)
part,s to

be a positive quantity because U ′eq,s(cs) is negative.

5.2 An energy conservation law in the electrolyte

In Rao and Newman [27] two methods are suggested to calculate the energy dissipation
(to heat) in a lithium electrolyte. Both methods turn out to be ways of approximating
the heat generated within the electrolyte. To quote directly from this work “We notice
that the local-heat-generation method has an inherent difference from the energy balance
method. The former considers transport and kinetic phenomena within the cell while the
latter uses a thermodynamic approach to the cell system. The assumptions used to reach the
final heat effects are also different: the local-heat-generation methods neglects effects of any
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concentration gradient in the heat generation by electrical current (...), while the energy-
balance method neglects mixing effects. These two assumptions are no doubt interrelated
and present an interesting study for future study”.

The purpose of this section is to derive the energy conservation law for an electrolyte
filling a porous electrode and, as a by-product, deduce the irreversible energy dissipation
to heat within such an electrolyte. Since we are primarily interested in a porous electrode
theory model of a Li-ion cell in which the model of electrodes is one-dimensional we restrict
our attention to such scenarios and leave a discussion of the general theory to [29], where an
homogenisation (i.e. averaging) approach is adopted.

Preliminaries. The true electric potential is defined in terms of the electric field by the
relation

E = −∇φ. (42)

However the DFN model is formulated in the terms of ϕ, the electric potential measured
with respect to a lithium electrode, which is related to the true potential (see [30] for details)
via

φ = ϕ− RT

F
log (ap)−

µ0
p

F
. (43)

where ap is the activity of the (positive) lithium ion.

Electrochemical and chemical potentials. The electrochemical potentials of the neg-
ative and positive ion species are, respectively given by

µ̄n = µn − Fφ, µ̄p = µp + Fφ. (44)

where µn and µp are the chemical potentials of the negative and positive ions respectively,
and are usually written in terms of their activities, an and ap respectively, as

µn = µ0
n +RT log(an), µp = µ0

p +RT log(ap). (45)

It is also useful to define these two quantities in terms of Ge, the Gibbs free energy of the
electrolyte per unit volume,

µn =
∂Ge
∂n

, µp =
∂Ge
∂p

, (46)

where n and p are the concentrations of the negative and positive ions, respectively. It is
common to refer to µe the chemical potential of the electrolyte; this is defined by the relation

µe =
1

2
(µ̄n + µ̄p) =

1

2
(µn + µp) (47)

Notice that we can express µ̄n and µ̄p in terms solely of the measurable quantities µe and ϕ
as follows:

µ̄p = Fϕ, µ̄n = 2µe − Fϕ. (48)

19



Furthermore this is consistent with the definition of the chemical potential of the Li+ in the
active material (i.e. µs = −FUeq,s) since the equilibrium condition for lithium ions, on either
side of the particle interface, is equality of the electrochemical potentials for Li+ in active
material and electrolyte, i.e. −FUeq,s + FΦs = Fϕ, which is equivalent to the overpotential
being zero, i.e. η = 0, as is to be expected when the intercalation reaction is in equilibrium.

5.2.1 Derivation of the electrolyte energy conservation law

We start by recalling that the averaged electrolyte equations, formulated in terms of con-
servation of Li+ ions, are stated in (2). An alternative formulation of the first two of these
equations, is provided in (14), which has been formulated in terms of the conservation of the
negative counterion. In general the chemical energy density of the electrolyte is a function
of both p, the concentration of Li+ ions, and n, the concentration of the negative coun-
terions, such that the Gibbs free energy of the electrolyte Ge(n, p) is a function of both
these quantities; and the chemical potentials of the ion species are thus µp = ∂Ge/∂p and
µn = ∂Ge/∂n. However, as is usual in an electrolyte, there is almost exact charge neutrality
so that n = p = c, where c is termed the electrolyte concentration. In such a charge neutral
electrolyte filling a porous electrode, at volume fraction εl, the chemical energy density (per
unit volume) is εlGe(n, p)|n=p=c. The rate of change of this chemical energy density is thus

εl
∂Ge
∂t

= εl

(
∂Ge
∂n

+
∂Ge
∂p

)∣∣∣∣
n=p=c

∂c

∂t
= εl(µn + µp)

∂c

∂t
. (49)

On noting that the definition of the electrochemical potentials (44) means that (µn + µp) =
(µ̄n + µ̄p) = 2µe(c) it follow that we can rewrite (49) in the form

εl
∂Ge
∂t

= µ̄n

(
εl
∂c

∂t

)
+ µ̄p

(
εl
∂c

∂t

)
.

If we now substitute for the terms in the brackets from (2a) and (14a) we can rewrite the
above in the form

εl
∂Ge
∂t

+ µ̄n
∂〈N−〉
∂x

+ µ̄p
∂〈N+〉
∂x

= µ̄p
betj̄n
F

.

which in turn can be written in the form of the energy conservation equation

εl
∂Ge
∂t

+
∂

∂x
(µ̄n〈N−〉+ µ̄p〈N+〉) = 〈N−〉

∂µ̄n

∂x
+ 〈N+〉

∂µ̄p

∂x
+ µ̄p

betj̄n
F

. (50)

In this equation we can identify µ̄n〈N−〉 + µ̄p〈N+〉 as the averaged flux of chemical energy,
the first two terms on the right hand side as minus the averaged rate of heat production (per
unit volume) in the electrolyte and the final term on the right hand side as the averaged
rate of chemical energy flowing into the electrolyte per unit volume. This motivates us to
rewrite (50) in the form

εl
∂Ge
∂t

+
∂

∂x
〈NEtot〉 = −〈ωe〉+ betj̄nϕ. (51)
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Here we have made of use of the fact that µ̄p = Fϕ and identified the averaged flux of
chemical energy 〈NEtot〉 and the averaged rate of heat production per unit volume within the
electrolyte 〈ωe〉 as follows:

〈NEtot〉 = µ̄n〈N−〉+ µ̄p〈N+〉, 〈ωe〉 = −
(
〈N−〉

∂µ̄n

∂x
+ 〈N+〉

∂µ̄p

∂x

)
. (52)

In order to derive a more useful expression for the rate of heat production 〈ωe〉 we substitute
for the averaged fluxes in (52b) from (2b) and (14b), and after some rearrangement this
results in the expression

〈ωe〉 = De(c)B
∂c

∂x

∂

∂x
(µ̄n + µ̄p) +

〈j〉
F

(
(1− t0+)

∂µ̄n

∂x
− t0+

∂µ̄p

∂x

)
. (53)

We note, that from the definition of 〈j〉 in (2d) and the relationships in (48), that we can
write (

(1− t0+)
∂µ̄n

∂x
− t0+

∂µ̄p

∂x

)
=

F

κ(c)B〈j〉 (54)

and we can use this, together with the relation µ̄n + µ̄p = 2µe, to rewrite the expression for
the volumetric heat production in (53), as follows:

〈ωe〉 = 2BDe(c)
dµe

dc

(
∂c

∂x

)2

+
1

κ(c)B〈j〉
2. (55)

Appropriate boundary conditions on 〈NEtot〉 can be derived from (3) and (14) (together with
the definition of 〈NEtot〉 made in (52)) and are

〈NEtot〉|x=L1 = 0, 〈NEtot〉|x=L4 = 0. (56)

Summary of the energy conservation equations in electrolyte. Collecting the var-
ious parts of the energy conservation equation in the electrolyte from (51), (52) and (55) we
arrive at the most concise formulation of the energy conservation equations, which reads

∂

∂t
(εlGe) +

∂

∂x
〈NEtot〉 = −〈ωe〉+ betj̄nϕ, (57)

〈NEtot〉 = µ̄n〈N−〉+ µ̄p〈N+〉, (58)

〈ωe〉 = 2BDe(c)
dµe

dc

(
∂c

∂x

)2

+
1

κ(c)B〈j〉
2, (59)

〈NEtot〉|x=L1 = 0, 〈NEtot〉|x=L4 = 0. (60)

Here εlGe is the chemical energy density in the electrolyte filling the porous electrode, 〈NEtot〉
is the flux of chemical energy, 〈ωe〉 is the averaged rate of loss of chemical energy (per unit
volume) to heat and betj̄nϕ is averaged rate of chemical energy (per unit volume) flowing
into the electrolyte from the electrode particles.
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5.3 Energy conservation in the solid parts of the electrode matri-
ces

Electrical conduction within the solid parts of the anode and cathode are described by
equations (4)-(5) and equations (6)-(7), respectively.

A conservation equation for electrical energy within the solid part of the anode can be
derived as follows. Multiplying (4a) by Φa and integrating between x = L1 and x = L2 leads
to the relation

−
∫ L2

L1

bet(x)j̄nΦadx = [jaΦa]
L2

L1
−
∫ L2

L1

ja
∂Φa

∂x
dx.

Then, on applying the boundary conditions (5) to the first term on the right-hand side
and substituting for ja, from (4b), in the second term on the right-hand side we obtain the
following energy balance

−
∫ L2

L1

bet(x)j̄nΦadx = −IΦa|x=L1

A
+

∫ L2

L1

σa

(
∂Φa

∂x

)2

dx. (61)

The term on the left-hand side of (61) is the rate of energy flow (per unit area) into the
anode particles from the electrolyte, while the first term on the right-hand side is the rate
of energy flow (per unit area) out of the solid part of the anode into the left-hand current
collector and the final term is the rate of heating of the solid part of the anode (per unit
area). In this way (61) can be seen to be an energy conservation equation. An analogous
relation can be derived, from (6)- (7), for the solid part of the cathode; it is

−
∫ L4

L3

bet(x)j̄nΦcdx =
IΦc|x=L4

A
+

∫ L4

L3

σc

(
∂Φc

∂x

)2

dx. (62)

5.4 Energy Conservation equation in a single cell

Here we consider a cell geometry described in (1) and illustrated in figure 1. In order to
derive an energy conservation equation for the whole cell we first need to relate the particle
number density N (x) to the BET surface area bet(x) and the particle radii Rs(x). In order
to do this we note that

bet(x) =


3εpart(x)

Ra(x)
in L1 < x < L2

3εpart(x)

Rc(x)
in L3 < x < L4

,

where εpart is the volume fraction of electrode particles and that the particle number density
N (x) is given by

N (x) =


3εpart(x)

4πR3
a(x)

in L1 < x < L2

3εpart(x)

4πR3
c(x)

in L3 < x < L4

.
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It follows that the particle number density is related to bet (the BET surface area) by

N (x) =


bet(x)

4πR2
a(x)

in L1 < x < L2

bet(x)

4πR2
c(x)

in L3 < x < L4

. (63)

Chemical energy conservation in the active material We now seek an expression for
the rate of change of the total amount of chemical energy stored within the active materials
in both anode and cathode; that is we seek to determine

d

dt

(∫ L2

L1

N (x)G
(a)
s,part(x, t)dx+

∫ L4

L3

N (x)G
(c)
s,part(x, t)dx

)
Before proceeding with this calculation it is helpful to rewrite the particle energy conservation
equation (40). By using the relation between the open circuit voltage Ueq(cs|r=R) and the
overpotential η, namely η = Φs − ϕ− Ueq(cs|r=R), we can rewrite (40) in the form

−dGs,part

dt
= 4πR2j̄nϕ− 4πR2j̄nΦs + 4πR2ηj̄n + ω

(heat)
part,s (x, t), (64)

Notably in this form of the energy conservation equation we can identify the first, second
and third terms on the RHS of this equation as (i) the energy flux from the particle into
the electrolyte, (ii) the energy flux from the electrode into the particle and (iii) the rate of
heat production from the current flowing across the potential drop across the surface of the
particle, respectively.

Having reformulated the energy conservation within the electrode particles in the form
(64) the equation for the rate of change of the total amount of chemical energy stored within
the active materials becomes

− d

dt

(∫ L2

L1

N (x)G
(a)
s,part(x, t)dx+

∫ L4

L3

N (x)G
(c)
s,part(x, t)dx

)
=

∫ L2

L1

N (x)ω
(heat)
part,a (x, t)dx

+

∫ L4

L3

N (x)ω
(heat)
part,c (x, t)dx+

∫ L2

L1

bet(x) (j̄nϕ− j̄nΦa + ηaj̄n) dx

+

∫ L4

L3

bet(x) (j̄nϕ− j̄nΦa + ηcj̄n) dx, (65)

in which we have made use of the relation between N(x) and bet(x) given in (63).
We note: (I) the following expressions have been derived for the potential in the solid

parts of the anode and cathode (in (61)-(62))∫ L2

L1

bet(x)j̄nΦadx =
I

A
Φa|x=L1 −

∫ L2

L1

σa

(
∂Φa

∂x

)2

dx, (66)∫ L4

L3

bet(x)j̄nΦcdx = − I
A

Φc|x=L4 −
∫ L4

L3

σc

(
∂Φc

∂x

)2

dx; (67)
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(II) that, since j̄n = 0 in the separator in L2 < x < L3, the following identity holds∫ L2

L1

bet(x)j̄nϕdx+

∫ L4

L3

bet(x)j̄nϕdx =

∫ L4

L1

bet(x)j̄nϕdx;

and (III) that substitution of the electrolyte energy conservation law (57) into the right hand
side of this expression, upon recalling (from (60)) that 〈NEtot〉|x=L1 = 〈NEtot〉|x=L4 = 0, gives
rise to the relation∫ L2

L1

bet(x)j̄nϕdx+

∫ L4

L3

bet(x)j̄nϕdx =

∫ L4

L1

(
〈ωe〉+

∂

∂t
(εlGe)

)
dx. (68)

The energy conservation law. Substitution of (66)-(67) and (68) into (65) leads, after
some rearrangement, to the desired energy conservation law

− d

dt

(∫ L2

L1

N (x)G
(a)
s,part(x, t)dx+

∫ L4

L3

N (x)G
(c)
s,part(x, t)dx+

∫ L4

L1

εlGedx
)

=

I

A
(Φc|x=L4 − Φa|x=L1) +

∫ L4

L1

〈ωe〉dx

+

∫ L2

L1

N (x)ω
(heat)
part,a (x, t)dx+

∫ L2

L1

bet(x)ηaj̄ndx+

∫ L2

L1

σa

(
∂Φa

∂x

)2

dx

+

∫ L4

L3

N (x)ω
(heat)
part,c (x, t)dx+

∫ L4

L3

bet(x)ηcj̄ndx+

∫ L4

L3

σc

(
∂Φc

∂x

)2

dx. (69)

where

N (x) =


bet(x)

4πR2
a(x)

in L1 < x < L2

bet(x)

4πR2
c(x)

in L3 < x < L4

. (70)

and

G
(a)
s,part(x, t) = −

∫ Ra(x)

0

4πr2
(∫

FUeq,a(ca)dca

)
dr, (71)

G
(c)
s,part(x, t) = −

∫ Rc(x)

0

4πr2
(∫

FUeq,c(cc)dcc

)
dr, (72)

〈ωe〉 = 2BDe(c)
dµe

dc

(
∂c

∂x

)2

+
1

κ(c)B〈j〉
2, (73)

Ge(c) =

∫
2µe(c)dc. (74)

The energy conservation equations (69)-(74) that have been derived in this section can be
seen to equivalent to the statement of the energy conservation law given in Results section
(§3) in equations (18)-(23).
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6 Conclusions

In this work we have formally derived and validated, an energy conservation law (17)-(22),
for Li-ion batteries, from the Doyle-Fuller-Newman (DFN) model (2)-(13). The significance
of this result is twofold: (i) it highlights the fact that most, if not all, other works that
purport to calculate heating, associated with irreversible energy losses, from the DFN model
neglect important sources of energy dissipation within the cell and (ii) computations of
energy dissipation within a cell provide a sound basis on which to optimise cell design,
particularly as the formulation of the energy conservation law allows energy losses to be
located to particular components of the cell. Notably, in the context of (i), we demonstrated
that the error made in computing the irreversible losses in the standard fashion is significant
(between 18-40%, depending on the discharge protocol) for the particular battery that we
considered. In addition, we derived, in (27), an exact expression for the reversible heating
in the cell that has not previously appeared in the literature. However, we noted that for
moderate discharges it should be well-approximated by the standard formula appearing in
the literature. The rigorous mathematical approach that we have adopted in conducting this
analysis has distinct advantages over more commonly adopted thermodynamic approaches, as
it applies specifically to the DFN model, and therefore removes any doubt about the validity
of the results when applied to that model. Furthermore, since a properly parametrised DFN
model yields remarkably good voltage-current predictions, the irreversible energy losses that
are computed from it, by using this rigorous approach, should show the same level of fidelity
to experiment.
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