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Abstract Traditional normative ethics focuses on doing what is right as agreed by the community at large. For society as a whole, this is likely the protection of property and the safety of individuals, making the criminal a justifiable target of law enforcement and research. For criminals themselves, loyalty to fellow criminals may take precedence instead. Similarly, as research ethics introduce imperatives such as ensuring the rights and expectations of research participants are respected, informed consent, and anonymity,
it is unclear where these rights apply. A criminal in a research study is unlikely to give
consent but expect anonymity. Yet have they intentionally waived such rights by
committing crimes? In this chapter, we explore the ethical challenges related to research
into cybercrime and how this relates to normative approaches, including a critical
evaluation of guidance from social science professional associations. We conclude with a
set of recommendations to researchers of cybercrime. [150 words]
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Introduction

Over the last few decades, more and more life-spheres have been digitalised, from commercial
interactions such as retail and banking, to civic life, leisure and social behaviours. These
developments offer opportunities for criminal activities in cyberspace. Some commentators see
the emergence of cybercrime as nothing more than the Internet-enabled equivalent of what we
already know (Grabosky, 2001). Others have identified not only an online version of offline
criminal activity, but developing new types (Wall, 2001, 2007). Furthermore, some have argued
that cybercrime can only be understood as an activity that ‘drifts’ on and off-line, making ethical
considerations complicated by the shifting locus of action (Webber & Yip, 2012). Understanding
if and how this cyber landscape differs from what is already known is essential if law makers and
law enforcers are to be able to provide effective measures to protect society. It falls to the
research community through its work to inform this process.

Researchers based at UK universities and research institutions who conduct research involving
human participants, animals, and sensitive research in general are required to seek ethics
approval when they have drafted their research protocol. The ethics review process encompasses
all stages of the research lifecycle, from the recruitment of participants and collection of data, to
data analysis, data storage, and the dissemination of research findings. Research Ethics
Committees (RECs) or Institutional Review Boards (IRBs) are responsible for providing training
and guidance and for reviewing submissions. Principles of ethical research concern preventing
harm to research participants and researchers as well as the reputation of research institutes and
disciplines. Potential harm must be carefully assessed, avoided, mitigated and – if deemed
unavoidable – justified. The Belmont Report (Belmont, 1979) sets out common principles such
as autonomy, respect, benevolence, non-maleficence, and equanimity. In many ways, though,
these are ideals. What is more, although broadly in line with these ideals, different committees
may well vary in their practical interpretation and application. Reviewing how these ideals relate
to cybercrime research and how different institutions apply theme is one goal of this chapter.

Important aspects of ethical research include informed consent and confidentiality, therefore. For
most studies, this means that research participants are informed about the aims of the study and
on this basis consider the risks of taking part. Hence the concept of informed consent. These
general principles for ethical research are a good starting point, but changes in society’s views, in
the affordances of technology, and what constitutes ethical research in different domains require
a more nuanced approach. The focus of this chapter is to review how these principles are applied
and develop recommendations for what needs to be considered when dealing specifically with
cybercrime research.

Ess (2002), Markham and Buchanan (2012) and most recently franzke, Bechmann, Zimmer, Ess,
and the Association of Internet Researchers (2020) (AoIR) stress that ethical guidance must be
contextualised to the different online environments. RECs/IRBs and Professional Associations
may need new guidance on how to evaluate research protocols submitted for review. For the
cybercrime environment, though, it is unclear who the human participants should be. On the one hand, collaborative networks of criminals (Yip, Webber, & Shadbolt, 2013) involve multiple actors. On the other, risk-taking researchers become part of the cybercrime network they study (Decary-Hetu & Aldridge, 2015; see also Latour, 2005). Further considerations concern deception and informed consent, which could be justified under specific circumstances.

In this chapter, we begin with a brief overview of the typology of cybercrimes to provide a context within which to gauge impact on the various actors. This is important for research ethics since this enables ethics reviewers to judge the potential research benefit versus the burden on researchers and participants. These ethical principles are then applied to assess the effects on the main actors involved with cybercrime in connection with the cybercrime components we have identified. This offers an opportunity to critically evaluate existing guidance and to identify additional recommendations for researchers in this area.

Researching Cybercrime

Advances in technology, especially the pervasive reach of the Internet, has many benefits (Chopik, 2016; Hoser & Nitschke, 2010; Norman, 2010). However, this comes at a cost (O'Neil, 2016; Turkle, 2017), not least in terms of individual privacy rights (Michael, McNamee, & Michael, 2006). This duality surrounding the impact of technology has motivated an extension in research ethics thinking Floridi (2002). Ethical behaviour is regarded as contributing to the overall wellbeing (or ‘entropy’) of a complex network of agents and objects (the ‘infosphere’). Applying this to cybercrime, the contention between individual rights and public benefit has been understood for some time (Barratt, Ferris, & Winstock, 2013; Decary-Hetu & Aldridge,
In this section, we provide an overview of cybercrime in the context of the ethical challenges it poses.

**Typology of cybercrimes**

There have been several attempts to classify the types of online crimes in recent years (Holt, 2016; Koops, 2010; Sabillon, Cano, Cavaller Reyes, & Serra Ruiz, 2016; Wall, 2001), suggesting cyberspace has provided new opportunities for criminal activity to be sanctioned appropriately (Upadhyaya & Jain, 2016). Grabosky (2001); (2014) sees cybercrime as little more than an online version of existing types crime, whereas Holt and Bossler (2014) and Crown Prosecution Service (n.d.) include both traditional crime moving online and exclusively online activities. By contrast, Wall (2004) and subsequently (Bossler & Berenblum, 2019) identify traditional crime with cyber elements as distinct from cybercrime that solely exists online. For the current discussion, Wall’s original typology (2001) summarised in Table 1 provides a useful starting point for this discussion.

<table>
<thead>
<tr>
<th>Type</th>
<th>Brief Summary</th>
<th>Perpetrator(s)</th>
<th>Victim(s)</th>
<th>Impact</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyber-trespass</td>
<td>Gaining access to property or assets without the owner’s permission</td>
<td>Individual hackers; Organised groups (scammers)</td>
<td>• Individual targets • Institutions</td>
<td>Loss of privacy and integrity; potential breaches</td>
</tr>
<tr>
<td>Cyber deception and theft</td>
<td>Related to the above, taking possession of information or assets</td>
<td>Hackers / Scammers</td>
<td>• Individual targets • Institutions</td>
<td>Individual financial loss; loss of trust; economic loss to institutions; possible fines for institutions</td>
</tr>
<tr>
<td>Cyber-porn and obscenity</td>
<td>Access and sharing of indecent content</td>
<td>Organised groups; individuals</td>
<td>• Those depicted • Those in receipt</td>
<td>Individual distress (for anyone shown in content); socially unacceptable</td>
</tr>
<tr>
<td>Cyber-violence</td>
<td>Computer-mediated violence (bullying) or incitement</td>
<td>Organised groups; individuals; 3rd party states</td>
<td>• Individual targets • Political integrity • Society</td>
<td>Individual distress; Social disruption; Political extremism</td>
</tr>
</tbody>
</table>
Koops (2010) offers a slightly different classification, based on the Council of Europe’s Cybercrime Convention which may easily be mapped to Wall’s. The importance of such classification in terms of ethics is the implications for the researcher. Firstly, with multiple victims and/or perpetrators, which of research participant rights take precedence? But in addition, where there is no direct, individual victim such as attacks against infrastructure (Martin, Ghafur, Kinross, Hankin, & Darzi, 2018), should the assessment of impact be scaled up since more people are affected, or differentiated along the lines of personal versus economic effects? Similarly, if there is no single perpetrator but rather a group or network, do we need to consider the dynamics of that network and how individuals respond to group membership (Vilanova, Beria, Costa, & Koller, 2017)? What is more, whether individual or networked, is it appropriate for researchers to engage directly with cyber criminals? The answers to these sorts of questions will affect how we assess and review ethical research. One final observation: the pervasive nature of the Internet allows cybercriminals to transcend jurisdictional boundaries. This alone introduces additional complexity for research in this area.

**Network of actors**

Collaboration between criminal actors is well-established in the offline world, including youth gangs, organised crime groups and cross-border organisation (Aas, 2013). Cyberspace, however, is a unique system for facilitating collaboration and provides the means for various different forms of task-delegation, for example it offers opportunities such as “crime-as-a-service” (Decary-Hetu & Aldridge, 2015: 123), where ad hoc relationships can be formed for specific activities or transactions (Grabosky, 2014; Lusthaus, 2012, 2018a, 2018b; Lusthaus & Varese,
Carding fora, for example, display the kinds of relationship mechanisms, such as trust and reputation, found in offline collaborative networks (Holt & Lampke, 2010; Hoser & Nitschke, 2010; Webber & Yip, 2020). Not all actors within the network may be committed criminals, but also private individuals looking to make difficult or illegal purchases (Barratt et al., 2013; Sugiura, 2018). For the researcher dealing with networked activity has implications not least in seeking consent from research participants (Beaulieu & Estalella, 2012; Lusthaus, 2018b; Sugiura, Wiles, & Pope, 2017), but also in their relationship with the network under study (Sugiura et al., 2017; Yip et al., 2013).

**Where does the researcher fit?**

Awareness of potential interlopers amongst online criminals (Holt & Lampke, 2010; Yip et al., 2013) leaves the cybercrime researcher in an equivocal position. It has been well attested in various domains that making yourself known may not always be welcome (Beaulieu & Estalella, 2012; Holt & Lampke, 2010; Lusthaus, 2018b; Sugiura et al., 2017). Specifically for cybercrime, it may well be inadvisable to identify themselves and risk retribution (Decary-Hetu & Aldridge, 2015; Lavorgna, Middleton, Pickering, & Neumann, 2020). Some researchers as well as cybersecurity experts will deliberately target the practices of cybercriminals exploiting the very vulnerabilities that the criminals use themselves (Spitzner, 2003a, 2003b). How ethical such practices are is not easy to determine. On the one hand, there is the societal effort to prevent and protect against crime; on the other, controlling it online may prevent the offline consequences (Pastrana, Thomas, Hutchings, & Clayton, 2018). Ultimately, the researcher has to understand and obey the rules of the networked group they observe (Flick, 2016; Hoser & Nitschke, 2010; Markham & Buchanan, 2012; Yip et al., 2013), including differences between the clear and dark web. Finally, there is evidence of trauma for those exposed to various offences (Burruss, Holt, &
Wall-Parker, 2018), including a displaced feeling of obligation to help remote victims (Lee, 2017). Researchers need to consider their own emotional well-being, therefore, depending on the research they undertake.

Ethics Landscape

Despite individual differences in definition, normative approaches to ethics stress duty or morally acceptable action (Kagan, 1992). This may be in terms of an actor doing the right thing (deontological), of the desirability of the outcome (utilitarianism), or more specifically, the equitability of outcomes (Rawls’ theory of justice) (franzke et al., 2020; Parsons, 2019). When associated with cybercrime, however, many issues arise. Can Australian law enforcement taking over a paedophile site and not shutting it down immediately be justified on utilitarian grounds (Safi, 2016)? Similarly, can online drug markets be justified based on keeping drug-related violence off the streets (Pastrana et al., 2018)? In one of the few references to regional differences, Ess (2002) observes that ethics in the US tends to be utilitarian by nature seeking the best for the common good. By contrast, he claims, Europe is broadly deontological, stressing the rights of the individual. In general, research ethics calls for respect for research participants, equanimity in outcomes, and optimising benevolence and non-malevolence (Belmont, 1979). Where there are multiple actors, including multiple private individual and institutional victims (see Table 1), it is not always clear how impact (benevolent or otherwise) should be balanced across actors. The ALL European Academies, of course, take Belmont’s principles further and require context sensitivity and risk awareness (ALLEA, 2017: 6), respect extended to all actors involved (ALLEA, 2017: 4), and independence from the interests (in this case law enforcement) of funders (ALLEA, 2017: 8). There is clearly a need to examine how normative as well as
research ethical principles inform the study of cybercrime. Such evaluation will doubtless lead to more specific recommendations for researchers and reviewers.

Research in cyberspace poses different challenges, of course. Floridi (2002), for instance, suggests ethical judgement be based on the contribution of an action to the general ecosystem. Accordingly, the online environment may need a different approach to ethical evaluation. Interestingly, others have highlighted that online distinctions between, for instance, individuals and their data are blurred (Markham & Buchanan, 2012). Many researchers, however, call for a fine-grained approach highlighting a need to contextualise ethical assessment (Ess, 2002; Flick, 2016; Markham & Buchanan, 2012). The researcher must identify and respect the normative expectations of a specific forum or space online (Hoser & Nitschke, 2010), and continually assess what is appropriate across the different stages of the research process (Pastrana et al., 2018). Private and public cyberspaces are no longer distinct (Ess, 2002; Markham & Buchanan, 2012; Sugiura et al., 2017). Individual attitudes to privacy change depending on context (Acquisti, 2012; Acquisti, Brandimarte, & Loewenstein, 2015), with concern mainly about information being directed and used appropriately than necessarily being kept confidential (Nissenbaum, 2011). So, judgements about a research participant’s expectations of privacy become all the more problematic. Even where it’s possible to request, informed consent under such conditions no longer makes sense. Pastrana et al. (2018) suggest instead focusing on research on collective rather than individual behaviours and encourage additional pseudonymisation of data prior to publication.

The general research ethics landscape poses many and varied problems for the researcher and the reviewer, therefore. No one size fits all, of course, as many have pointed out (Ess, 2002; Flick, 2016; franzke et al., 2020; Markham & Buchanan, 2012). What is clear, though, and particularly
relevant for cybercrime is that the researcher must consider firstly that the more vulnerable any of the participants or the stakeholders in their research may be, the higher their responsibility to be sensitive to context and the rights of the individual (Markham & Buchanan, 2012). In the next section, we turn from the general principles as they relate to cyberspace and specifically cybercrime to guidance offered currently in the UK.

UK Guidelines for Researchers

Having reviewed the general research ethics landscape, in this section we turn specifically to the UK. At UK universities, research ethics committees or institutional review boards are responsible for providing training, guidance and the review of ethics submissions. Ethics applications are usually screened and categorised as low(er) or high(er) risk. High risk applications – such as cybercrime research – require extra-careful scrutiny by reviewers, chairs of research ethics committees, and data protection officers. What guidance is available for researchers carrying out cybercrime research at UK Universities and research institutes? We reviewed websites of UK funders, professional organisations and UK universities and spoke with colleagues based in criminology departments, ethics boards and involved with data protection. In our review, we included universities with criminology departments known for research of cybercrime (Cambridge, Leeds, Portsmouth, Southampton, and Surrey) as well as other leading criminology departments (for example at Essex, Manchester and Oxford). We also conducted a web-search (using the search terms ‘security sensitive research’) which led us to guidance provided by a range of other universities (for example City, University of London, and Huddersfield). In addition, we reviewed ethics guidance from the professional organisations representing our disciplines (the British Psychological Society (BPS), the British Society of
Criminology (BSC), and the British Sociological Association (BSA)) and the Association of Internet Researchers. Our review found that while there is little explicit guidance concerning ethical aspects of cybercrime research available, the following four frameworks provide useful resources:

- General research ethics
- Guidelines concerning Internet research
- Data protection regulation (GDPR) which regulates the management of personal data
- Guidance on research on terrorism and extremism and the Prevent Strategy

In each of the following subsections, we provide a brief introduction to each of these four areas and then identify any specific guidance available.

**General research ethics**

All UK universities and research institutions have adopted ethics policies which are usually displayed on publicly accessible websites facing while some universities (for example, Leicester and Kings College London) make this information available only to members of the university. UK universities have research ethics committees (REC) or institutional review boards (IRB) which ensure that all research which requires ethics approval is reviewed and documented.

Cybercrime research – as well as research on crime in general – requires ethics review and approval. It might be hampered by the usual practice of gaining informed consent. Therefore, deception and data collection without gaining consent can – but must -- be justified. Furthermore, like other criminologists, those conducting cybercrime research must avoid getting involved in criminal activities while collecting data and interacting with (cyber) criminals.

**Available guidance:** Researchers based in the UK have access to guidance concerning research ethics from professional organisations (for example, the BPS, the BSC, and the BSA), and
funders (for example, the Economic and Social Research Council (ESRC)). Research ethics are taught at undergraduate and post-graduate levels. Individual universities and research institutes provide information about the ethics application process on public and/or internal webpages. Ethics applications are reviewed by ethics committees within the institution.

**Ethics guidelines for Internet research**

General ethics principles also apply to Internet research. However, over the last decades Internet research has raised important questions concerning the conceptualisation of “the public sphere” and to what extent it is justified to collect data in the public sphere of the Internet without informing data subjects and obtaining their consent. Even if it might be legal to analyse data that has been shared on social media platforms, social media users have the legitimate expectation that their data is not used without obtaining consent or that every effort is undertaken to prevent the identification of data subjects.

In the previous sections, we have outlined different types of cybercrime which might be an extension of traditional forms of crime which utilise information and communication technologies (ICT) or Internet-based crimes which do not have an offline equivalent. This includes researching the dark web. Accessing any online sites might endanger the researcher and the institution at which she is based and requires careful data management.

*Available guidance:* for Internet research is available from the Association for Internet Researchers. The BSA has provided Internet specific guidance, including case studies (for example “Researching Online Forums”, “Researching Social Machines”). Of particular interest for researchers of cybercrime is the BSA case study “Using Twitter for Criminological Research”. UK universities provide limited guidance on Internet-based guidance and ethical
considerations concerning cybercrime. Oxford University is an exception and provides “Best Practice Guidance” for “Internet based research” which addresses deception, dark web studies and deep fakes. Some universities (City, Huddersfield, Aberystwyth, De Montfort) mention criminal activities under security sensitive research and, for example, human trafficking or child pornography.

**GDPR, protection of sensitive personal data**

The General Data Protection Regulation (GDPR) (European Commission, 2016) concerns the collection, handling and storage of identifiable personal data. Some personal data is regarded as particularly sensitive (“special category”, Art. 9) which includes information about race, sexual orientation, political attitudes and activities, as well as criminal behaviour (Art. 10). Collection of such data must be minimal and well justified. Data collection might be online or offline.

Cybercrime research will fall under the GDPR regulations if the data on criminal behaviour includes identifiable personal data. Any such research may require additional approval from the appropriate authority. If published results are completely anonymous after data collection and analysis, then it falls beyond the scope of the GDPR. It therefore requires careful data management at different stages of the research process.

**Available guidance:** GDPR guidance is widely available from the ESRC, the UK Data service and on the websites of individual universities. The guidance includes detailed information about the legal aspects and what it means for data management and processing.

**Prevent, research on terrorism and extremism**

The recruitment to and planning of terrorist and extremist acts represents one specific category of cybercrime and in the UK is regulated through the “Prevent duty guidance: For higher education
institutions in England and Wales” (HM Government, 2019) which requires that institutions, including schools and universities, monitor the online and offline activities of staff and students.

Researchers, who are studying the recruitment and planning of terrorist and extremist acts, are carrying out security-sensitive research which requires not only the highest level of scrutiny during the ethics review process, but also secure data storage and registration of the research project in order to prevent harm to the university and its community and the accusation levelled at researchers that they are involved in terrorist and extremist activities.

**Available guidance**: Universities UK (UUK) has provided guidance for the “Oversight of Security Sensitive Research Material at UK Universities” which responds to the Prevent strategy and provides support for researchers who are carrying out research on security and terrorism. It details the obligations of researchers to register their research projects and use dedicated computers to access and store data related to terrorism. Many universities refer to the UUK guidance on their websites, in some cases citing the UUK document verbatim. Some examples of universities referring to Prevent and the UUK guidance include Cambridge, Sheffield, UWE, Glasgow, Cardiff, and Keele.

**Recommendations: Towards ethics guidelines for cybercrime research**

Our review indicates that the ethics approval process at UK universities and research institutions is rigorous and provides extensive guidance on research ethics, Internet research, GDPR regulations, and security-sensitive research. The guidance seeks to balance the risk to researchers and the institutions with which they are affiliated and their ability to carry out cutting edge research. This balancing act requires case by case decision making in order to avoid being
neither too risk-averse or overly risk-taking. We found that with the exception of terrorism and extremism specific guidance on cybercrime is limited.

The existing guidance provides an excellent basis for the development of cybercrime specific research ethics. Such research ethics guidance must draw on and combine guidance on Internet research, GDPR regulations, and security-sensitive research. Core issues of cybercrime specific ethics include:

- Lack of informed consent
- Deception
- Secure access and storage of data
- Registering cybercrime with data protection officers or REC boards
- Specific training for researchers and reviewers of cybercrime ethics applications.

In the following section, we provide recommendations for each of these areas as they apply to the overview of cybercrime research in the preceding sections.

**Recommendations**

Based on the discussion in the previous three sections on the cybercrime landscape, general and UK-specific research ethics considerations, we summarise here recommendations for researchers and reviewers in RECs/IRBs, when considering research protocols for the study of cybercrime. As others have said, this is not intended as a cookbook, but rather to encourage ongoing reflection. The pointers below include specific factors concerning research around cybercrime. The researcher must be sensitive, for instance, to how different cyberspace is in terms of risks to the researcher, the vulnerability of individual actors, and the fine line between research and the requirements of law enforcement. At the same time, both research and reviewer should consider each case on its individual merits, and in consideration of the different stages of the research lifecycle.
Our first two considerations are not specifically covered in the guidance we have reviewed in the previous section. The first, whether it is research or not, is intended to make researchers and reviewers examine whether what is proposed is crime agency monitoring rather than independent research. The second relates to the care and support that the researcher may need in regard to the types of information and behaviours they observe.

**Is it research?**

The complexity and sensitivity surrounding any cybercrime (see Table 1) suggests that it is important to consider from the start whether a proposed engagement with online activity should be unequivocally research. This may be defined, for instance, with reference to Frascati. There are clear social imperatives to reduce the suffering and protect victims of crime; in addition, there are socio-economic motivators to prevent crimes against institutions, both enterprise and broader structures such as democracy. Although research into such activities could doubtless inform policy and support law enforcement, it is clear that research into cybercrime should be motivated primarily for the search for knowledge. Researchers have a responsibility to the research community; social and legal obligations are beyond the scope of ethical research. Although REC/IRB reviewers should point out any non-research obligations, their primary responsibility is to review the ethical appropriateness of research.

**Does the researcher need support?**

Security-sensitive research may well need to register with an external agency to protect both the researcher and the reputation of the institution (see below). A more pertinent issue for the researcher themselves and therefore which needs to be evaluated during ethics review is the potential effect that exposure to crime may cause long-term distress to the researcher. This would be particularly relevant where the moral code of the researcher and their peers finds
the criminal activity unacceptable. This would often be the case for crimes against children, but also other forms of human trafficking and hate crime. Reviewers should look for the measures that are in place to provide emotional and psychological support to the researcher.

**Consent**

There needs to be a careful consideration about whether consent is possible, feasible or desirable and whether it can be truly informed. Reviewers therefore need to consider the researcher’s position vis-à-vis the rights of research participants, and the relevance of consent. Notwithstanding confusions between consent as a legal basis for processing personal data, consent is not specifically about privacy. The researcher must clearly assess the expectation of privacy for the specific context under investigation. Certainly, in terms of privacy, research subjects may knowingly share information for reasons of their own and very much dependent on the context. Researchers should therefore consider the normative expectations around information sharing on a context-by-context basis. Reviewers should in turn, we suggest, consider not in absolute terms whether research consent can be waived, but rather whether the proposed research shows that it has taken account of the specific online context.

**Deception**

Well-motivated deception can be an acceptable research method, if appropriately managed (see BPS above). However, the rationale there is typically to observe spontaneous responses. Similarly, lurking can be justified to avoid intrusion or influencing normal behaviours. Deception or lurking should be justified in terms of the expectations of research participants in the particular context and virtual environment in relation to the potential benefit of the
research. It is important to ensure that researcher safety is appropriately handled. In the case of deception in particular, researchers and reviewers should be clear that the researcher’s actions are not construed as entrapment.

**Secure access and storage of data**

GDPR and Prevent regulations require the secure storage of data in order to prevent harm to research participants, researchers, and the institutions in which they work. This means that researchers are only allowed to access the dark web or contact terrorist networks using computers which are separate from the university IT infrastructure in order to avoid making it vulnerable to hacking and other cyber-attacks. Reviewers should consider an appropriate data management plan across the lifecycle of the research study, including publication of results. This should clearly describe how data are secured, how access is managed and how the data will be disposed of.

**Registering cybercrime with data protection officers, RECs/IRBs and / or external agencies**

Researchers need to register projects that involve criminal and terrorist activities with data protection officers or chairs of ethics committees. They should also check whether their research activities need to be registered or made known to any relevant agency. This is so to minimise the risk of being accused in illegal activities in the case of criminal investigations. However, registering does not necessarily provide legal protection for researchers. Reviewers should check that researchers demonstrate awareness of the legal requirements they should consider.
Specific training for researchers and reviewers of cybercrime ethics applications

We are only aware that Portsmouth University carries out training for PGT students in the context of their MSc on Cybercrime. Further research is needed to assess the extent of cybercrime ethics guidance that is available to researchers and reviewers in the UK. As a minimum, we would recommend that ethics reviewers should be supported in understanding the specifics of the context (i.e., the normative expectations of cybercriminals), relevant regulatory requirements (including Prevent and the GDPR if personal data are involved), and the role of the researcher in relation to the individual or group they study.

Limitations and future research

In the preceding sections we have considered general research ethics and how these relate to research in the virtual world in regard to cybercrime. On that basis, we have summarised the available guidance and practices of ethics reviews for cybercrime research in the UK. It is essential, we believe, that research ethics keeps pace with the changes afforded by the virtual world and not only in regard to cybercrime. If academia is to retain a significant role within research when faced with competition from technology giants, then it must demonstrate that it can manage transparent and accountable research even within security sensitive environments.

There is a final consideration, however, which is relevant especially to the study of cybercrime. The nature of the Internet and ease with which individuals can ostensibly achieve some level of anonymity even on the clear web may have promoted this type of crime. But the reach of the Internet also provides an opportunity for criminal activities to span jurisdictional boundaries. In consequence, law enforcement as well as research activities must take into account this international aspect, not least in encouraging cross-border collaboration and data sharing.
Similarly, cybercrime ethics also concern the approach to contemporary counter-movements on the left and the right, and to what extent they are classified as extremist, and how foreign influence can affect civic life. The current political landscape, in particular Brexit and the reshuffling of international research relations raises important questions about data management and international collaboration (Rotenberg, 2020).

Our chapter is only a starting point, though. Our contribution is intended to highlight the need to contextualise ethics review in regard to all stages of the research lifecycle. We welcome ongoing surveys of these practices to assess the needs of cybercrime researchers and university research ethics committees in order to balance the need to carry out cutting edge and high-risk research and the security of universities.

**Useful Links**

The British Psychological Society


The British Society of Criminology

https://www.britsoccrime.org/ethics/

The British Sociological Association

https://www.britsoc.co.uk/ethics

https://www.britsoc.co.uk/media/24310/bsa_statement_of_ethical_practice.pdf

https://www.britsoc.co.uk/media/24309/bsa_statement_of_ethical_practice_annexe.pdf
Association of Internet Researchers

https://aoir.org/ethics/

Universities UK

https://www.universitiesuk.ac.uk/policy-and-analysis/reports/Pages/security-sensitive-research-material-UK-universities-guidance.aspx

UK Data Service


Economic and Social Research Council

https://esrc.ukri.org/funding/guidance-for-applicants/research-ethics/

https://esrc.ukri.org/funding/guidance-for-applicants/research-ethics/frequently-raised-topics/data-requirements/data-protection/

Selected Universities:

City, University of London

https://www.city.ac.uk/research/ethics/help-and-guidance/policy-on-security-sensitive-research

Huddersfield

https://staff.hud.ac.uk/portal/informationforresearchers/securitysensitiveresearch/

Oxford University

https://researchsupport.admin.ox.ac.uk/files/bpg06Internet-basedresearchpdf
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