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# Introduction

Questions about how the state might and ought to respond to former offenders believed to pose a continuing danger are rarely very far from the public agenda.[[1]](#endnote-1) There may be no serious doubt that public protection must be part of that response and has a role to play in sentencing alongside other important aims. However, given the practical and moral implausibility of handing out indeterminate or life sentences to all potential re-offenders, indecision and disagreement persist about precisely what that role is.[[2]](#endnote-2) Technologies that use data for purposes of risk assessment and for predicting re-offending arguably have an important contribution to make on this account, and indeed such technologies already play a role in jurisdictions including England and Wales. For example, in the UK the Offender Assessment System (OASys) has since 2002 been producing algorithmic risk scores by combining various data collected about offenders. The system is now used across the criminal justice system to inform risk-based decisions regarding bail, sentencing and parole as well as offender-management in prisons and in the community.[[3]](#endnote-3) However, public protection and risk considerations also provoke countervailing concerns about ensuring proportionality in sentencing and about preventing unduly draconian, stigmatising and marginalising impacts on particular individuals and communities. These concerns are enduring, and principally philosophical and socio-legal in nature. Indeed, that they are not fundamentally altered by the advent of new and more sophisticated predictive technologies is the chief focus of discussion in this chapter.

The chapter contends therefore that prior to, and more fundamental than, any issues about the transparency,[[4]](#endnote-4) fairness[[5]](#endnote-5) and accountability[[6]](#endnote-6) of predictive technology are questions about whether sentencing informed by risk and future offending can be countenanced *at all* in light of liberal justice values such as desert and moral agency. Liberal notions of just punishment are built upon the principle that the individual offender, as a one time and future potential member of the moral community, should be able to understand his punishment as the communication of moral censure for the injury done by the crime to that community as a whole. This is an essential principle from a liberal retributivist standpoint because it ensures that the offender himself ‘owns’ his punishment: by being made to take responsibility both for the harm he did to the community and for the penitential debt that he consequently and uniquely must repay in order finally to re-join it.[[7]](#endnote-7)

Such a principled approach does make room for future-oriented considerations about the amount of punishment (typically in terms of time to be served in gaol) necessary for the message of censure to be fully understood and to enable reconciliation to take place. However, committing to this principled approach becomes difficult and problematic as soon as we bring to the fore the very different set of priorities represented by the desire to protect the public, and furthermore make the public *feel* protected from the danger of future crimes that convicted offenders *might* commit after their release. As we shall see, these are considerations that pull in entirely different directions: if we are to take seriously the principle of individualised justice as desert in the liberal retributive sense, then we face serious (potentially intractable) difficulties in justifying *any* sort of role for predictive risk profiling and assessment, let alone sentencing based on automated algorithms drawing on big data analytics. In this respect, predictive technologies present us, not with genuinely new problems, but merely a more sophisticated iteration of established *actuarial* risk assessment (ARA) techniques.

This chapter describes some of the reasons why principled and social justice objections to predictive, risk-based sentencing make so elusive any genuinely synthetic resolution or compromise. In this arena, the choice for legal experts is not about whether to be a *facilitator* for, or a *brake* on, the application of predictive technology to sentencing, since both of these roles suggest that any legitimacy problems that arise may be overcome by adjusted expectations or differently framed legal or ethical parameters. The question is rather how it might even be possible to conceive such a thing without seriously undermining fundamental principles of justice and fairness. The chapter leaves the well-known socio-technical issues of transparency, accountability, fairness and accuracy to one side, since these are in any case ably discussed elsewhere in this book. Section 1 begins by describing the relevant legal and technological context, before section 2 moves on to outline the principled liberal philosophical and social justice objections to predictive profiling and risk assessment having any role to play in criminal justice sentencing. The chapter concludes with a brief reflection on what the irresolution of these objections means for productively advancing discussion.

# 2. Sentencing dangerous offenders: the legal and technological context

The Criminal Justice Act (CJA) 2003 provides the legal framework for sentencing dangerous offenders in England and Wales, albeit now in a form revised and amended numerous times since its original inception.[[8]](#endnote-8) Under the current laws the assessment of offender risk makes provision for the use of algorithmic risk assessment systems without explicitly mandating it. Judges sentencing offenders convicted of certain ‘specified offences’ (generally serious offences of a violent or sexual nature) apply statutory extended sentencing provisions ‘for the purpose of protecting members of the public from serious harm’.[[9]](#endnote-9) In designating the dangerous provisions as applying only to certain very *serious* offences but also that any period of extension to the basic sentence reflects *public protection* priorities, the legislation seeks to promote both retributive (desert-based) and incapacitative (risk-based) principles at the same time.

In order to determine the level of potential danger posed by an offender convicted of a ‘specified offence’, the CJA 2003 directs that the court (a) ‘*must* take into account all such information as is available to it about the nature and circumstances of the offence’, (b) ‘*may* take into account any information which is before it about any pattern of behaviour of which [the specified offence] forms part’, and, presumably in order to catch anything that might yet escape notice, also (c) ‘any information about the offender which is before it’.[[10]](#endnote-10) These provisions afford some considerable latitude as to how any information relating to the offender’s risk status may be generated and presented to the court. A psychiatrist may be called upon to give expert evidence after having made a clinical assessment of the offender, or it may be algorithmically produced (OASys, referred to above). The algorithm generates a risk score based on both static variables (age, sex, previous convictions) and dynamic ones (given to change over time).[[11]](#endnote-11) It considers, amongst other things, ‘social and economic factors in relation to the offender including accommodation, employability, education, associates, relationships and drug or alcohol abuse; and the offender's thinking, attitude towards offending and supervision and emotional state.’[[12]](#endnote-12)

In assessing the impact of the use of OASys as a system through which algorithmic prediction is already allowed to contribute to sentencing decisions, there are two things that must be noted at this point. The first of these is that there are reasons to believe that its impact on how sentencing courts go about their business has so far been rather modest and undramatic. In the first place, even where OASys is used to inform a sentencing decision, a clinical expert may in any case be called to give oral testimony to the court as to the correct interpretation of the risk score so produced.[[13]](#endnote-13) Furthermore, research by the Law Commission carried out after the introduction of OASys found that judges in England and Wales seemed still to be highly confident in their own innate, instinctual ability to determine risk – a confidence apparently undimmed by the availability of algorithmic risk assessment.[[14]](#endnote-14) On the other hand however, Hannah-Moffat has published research suggesting (albeit relating to a different jurisdiction) that judges see algorithmically-derived sentencing decisions as a way for them to minimize the risk to themselves of being blamed for being too lenient or too harsh[[15]](#endnote-15) – as a reputational safeguard and for seeming to be responding to the public’s fear of crime.[[16]](#endnote-16)

The second point is that OASys and other systems used in criminal justice systems around the world for assessing offender risk are in some significant ways different from the more truly automated *personalisation* technologies used in marketing and other commercial contexts. The latter class of systems take fuller advantage of ever-increasing computer processing power, the volume of data that can be handled and the variety of applications to which this can be put[[17]](#endnote-17) to scrape massive quantities of data about an individual created by his or her online presence and activity. By contrast, the data that OASys collects is limited to particular pre-selected variables and gathered by old-fashioned methods such as surveys and interviews conducted in prisons. These variables are then fed into and manipulated by an automated algorithm, but (at least as things currently stand) their inclusion is the result of deliberate human design, choices and labour rather than artificial intelligence.

Both of the points referred to in this section (the impact of algorithmic risk assessment on judicial decision-making and the degree to which the systems used in criminal justice truly exploit automation and available data) warrant scrutiny in their own right. Significant change on either of these fronts would indeed take us into new and uncharted territory. However, this chapter is concerned with what automated risk assessment and predictive systems in criminal justice actually look like now, and as we shall see those already in use pose a major challenge to liberal principles of just punishment.

# 3. Old arguments with a new urgency: two principled objections to predictive technology

Having described in broad terms the relevant legal and technical landscape for dangerous offender sentencing in England and Wales, we are in a position to examine how, as regards the most important challenges they pose, predictive systems are actually not really new at all, but merely a more sophisticated iteration of established *actuarial* techniques for assessing risk. In this section therefore, we turn to these hitherto intractable matters relating to the principled basis of risk assessment in criminal justice.

The techniques currently available (and described above in relation to OASys) for automating risk-assessment represent a particular chapter within a larger penological cultural paradigm-shift that took place across a number of jurisdictions (including England and Wales) from the 1970s. This period of criminal justice history saw concerns about punishing and rehabilitating individual offenders giving way at least in part to considerations of how arrays of data might help to develop a more efficient, informed, rational and cost-effective system of managing dangerous populations and public sensitivities towards risk. This paradigm-shift was famously announced by Feeley and Simon as the ‘new penology’, and was made possible by the development of actuarial techniques and technologies for recording and processing population, demographic and socioeconomic data and using it to predict the risk of offending behaviours.[[18]](#endnote-18) In England and Wales as in other jurisdictions around the world, these techniques have long informed risk-based decision-making in a wide variety of contexts including bail decisions, non-custodial dispositions, offender management and parole, decisions to recall to prison an offender out on licence and civil preventive orders as well as pre-sentence reports for sentencing judges.[[19]](#endnote-19)

The use of predictive algorithms in sentencing may represent something new and different in the sense that much greater quantities of data can be processed more quickly than previous technologies allowed, and that the potential for further advances seem now to be more profound as AI systems become more capable and sophisticated. However, these systems are nevertheless fundamentally a species of the already-established practice of actuarial risk assessment (ARA), and thus share both the principled foundations, and also the objections to which that practice has long been exposed.[[20]](#endnote-20) The key philosophical and socio-legal objections to using actuarial or algorithmic techniques to inform risk-based sentencing are that this is incompatible with fundamental principles of just punishment as a response to individual wrongdoing, and that it leads to sentencing decisions for offenders that are arbitrary, marginalising and socially unjust. We turn to those objections now, and to implications these have for the justifiability of a role for predictive technologies.

## 3.1. Public safety versus individual liberty, responsibility and autonomy

Liberal notions of justice in the first place regard punishment as necessary in order to acknowledge that a wrong was committed by an individual offender against the community as a whole. They also recognise and accept that the state has a legitimate interest in protecting its citizens from individuals who it has reason to consider pose a severe public risk *if a way can be found to do so justly*.[[21]](#endnote-21) The ‘if’ is important, because neither the proven justifiability of punishing the offender following conviction, nor the potential risk of his future re-offending provides a justification for punishments that are indeterminate or indefinite. The sentence itself requires justification as a ‘deserved response’ to lawfully proven crime,[[22]](#endnote-22) and for liberal retributivists desert represents the only good and reliable reason for displacing the usual assumptions about a person’s harmlessness and their entitlement to liberty.[[23]](#endnote-23)

If we agree then that public safety and individual liberty are *both* important aims of a liberal criminal justice system, then we must be able to explain how the state can pursue a public safety agenda in a way that does not involve disproportionate treatment of the individual or unjust deprivation of liberty.[[24]](#endnote-24) Proportionate sentencing thus means having regard to the costs that criminal justice measures impose on individual liberty, as well as to the positive value of eventual reconciliation between offender and society.[[25]](#endnote-25) Hence, principles of liberty and proportionality in combination assert themselves as a counterweight to the state’s inclination to ‘err on the safe side’ by keeping the offender in gaol and away from *potential* victims. Principles of liberty and proportionality serve to remind that punishing an offender more than is justified by the seriousness of the crime actually committed imposes *known* burdens and costs upon him, and that by contrast any future offending is always a quantity as yet essentially *unknown* and yet to materialise.[[26]](#endnote-26)

At the level of holding offenders responsible for their wrongdoing, liberal retributive rationales for punishment place considerable weight on the function of punishment as a communicative act that recognises an individual’s moral responsibility and autonomy. As matters of principle derived *a priori* rather than empirically, moral responsibility and autonomy serve to justify putting an individual on trial in the first place. They also give sense to the idea of punishment as a moral message of censure from the community (via the criminal justice state) to the offender.[[27]](#endnote-27) From a liberal standpoint, that punishment can be understood as a sort of communicative act is important because it underlines the idea that the punishment serves a justified and principled end: that the infliction by the offender of an injury against the community is something that *he can be held responsible for*, and that through his punishment he can repay a unique debt that has the power to regrow the bond thus severed between him and the community.

None of this is to deny that there are hoped-for prospective consequential gains to be made during the period of punishment. Punishment that ‘works’ in a liberal sense is one in which the offender is brought to understand the injury he has caused, to accept responsibility for having inflicted it, and to complete his penitential and rehabilitative journey back to society. How much of an offender’s sentence is eventually spent inside a prison and how much of it may be spent outside and subject to parole or licence conditions may be determined in part by considerations such as progress during the term of incarceration. But the key point is that the assessment about how much punishment is necessary *in total* is retrospective (ie desert-based), not prospective (risk-based). Only questions of seriousness and desert for the instant offence may legitimately determine that total measure. Prospective assessments of that total measure of punishment cannot be conceived within the liberal retributivist perspective, since the offender is necessarily unable to take responsibility for an offence he has not (yet) committed and may never commit. In other words, the offender’s established guilt for the offence he was convicted for does not entitle the state to assume that he is *already* guilty of a further, future offence. To say otherwise is to undermine the moral premise of punishment itself: that the offender is to be credited as an autonomous individual capable of *choosing not* to reoffend.[[28]](#endnote-28)

This insistence on a desert-based, retrospective calculation of punishment may not prohibit calculations of risk and predictive technologies for decisions about parole or indeed offender management, but there are clearly some serious problems when it comes to setting an overall sentence. At the most basic level, a liberal retributive approach and a risk-based one look in two very different, indeed opposed, directions. On the one hand, liberal retributivism as a philosophy of justice based on individual moral responsibility assumes as a matter of principle that the future is a fundamentally dark continent. Advocates of risk assessment and re-offending predictions in criminal justice on the other hand deny the unknowability of the future; they instead propose that, with sufficient quantities of suitably high-quality and reliable data, sensible predictions about future offending can be made and punishments (as well as other criminal justice interventions, such as policing) determined at least in part on that basis. As we have seen in the previous section, the ‘dangerousness’ sentencing provisions of the CJA 2003 try to accommodate both of these principles at the same time.

Can this gulf between these approaches to doing justice be bridgeable somehow? In cases involving (say) very great harm and also very little prospect of the offender becoming less of a risk (for example a perpetrator of mass murder who remains convinced of the rightness and necessity of his cause and actions), it would seem that the requirements both of retribution and public protection point in the same direction. In such a case, the problems described above are arguably obviated since a very long sentence would be justifiable by both retributive *and* public protection aims working together, or at least in parallel. This was effectively the reasoning of Lord Steyn in the House of Lords’ landmark ruling in *Hindley* that confirmed that ‘whole life’ tariffs for the most serious cases were lawful and justifiable.[[29]](#endnote-29) At a political level, it is not uncommon to find retribution and public protection fused together as the components necessary to ensure public confidence, for example as in the December 2019 Queen’s speech.[[30]](#endnote-30)

The problem with that sort of approach however is that it is entirely contingent on the facts of particular cases, and provides no assistance in instances in which retributive and public protection priorities pull in *different* directions (such as in the case of the convicted terrorist murderer who genuinely and permanently renounces his extreme cause, or the petty arsonist who, unrelatedly, happens to be a committed (say) anti-Semite and harbours a strong desire to kill Jews).

A more generally applicable (and more explicitly utilitarian) defence of using predictive risk assessment in sentencing to promote public safety from future offences is to argue that in cases involving dangerous offenders, ordinary retributive principles might be displaced for the ‘greater good’, ie in the interests of all those people who have *not* committed any crime and may be threatened by the offender’s release.[[31]](#endnote-31) This ‘choice of principles’ has obvious attractions from a public policy point of view, but it is also problematic from a principled one in that it denies the *a priori* status of the dangerous offender as a responsible moral agent and as such the possibility of his reconciliation with the society he has injured.

## 3.2. Can predictive risk-based sentencing ever satisfy objections about arbitrariness, marginalisation and social injustice?

In addition to the concerns about compatibility with philosophical principles of individual justice, critics of predictive technologies point out that serious social justice problems flow from its reliance on actuarial risk assessment (ARA) techniques. It is true that systems for predicting future potential reoffending rely, not only on information about the offender’s *own* past and present behaviours, attitudes and health (eg past offending, hostility to law enforcement or other people, alcohol or drug-dependency), but also on data about the re-offending rates amongst communities sharing the same demographic attributes and socio-economic status as the offender.[[32]](#endnote-32) The problematic implications for policy and social justice have been explored by other scholars (for example the chapter by Pamela Ugwudike in this book), but this chapter emphasises that the use of demographic information to inform individual punishment is intrinsically morally problematic. In the first place, the use of such data is suggestive, not of *individual* justice, but of a judgement about dangerous populations and communities more generally. For this reason, a sentencing decision so based arguably further undermines the idea of punishment as an expression of censure issued from the community to an individual responsible offender.[[33]](#endnote-33) In the case of both ‘dynamic’ variables (such as drug use, place of residence and attitudes, that the offender might be able to do something to change over time) and static ones (beyond any intervention, eg sex and age),[[34]](#endnote-34) the actuarial approach adopted by OASys and systems like it that calculate risk according to how populations of *other* people with particular characteristics and histories have generally behaved leaves it prone to two particular objections.

The first of these objections is that of *arbitrariness*, since the individual offender could in effect be any number of people who happen to share the same demographic characteristics and historical or current circumstances.[[35]](#endnote-35) The second is that it *exacerbates social inequality*, since an individual offender categorised within a marginalised and vulnerable population is more likely to produce a high risk score than an offender who is not so categorised.[[36]](#endnote-36) This means that a policy of imposing longer sentences on account of a higher risk score will tend also to punish more harshly, for offending of equal seriousness, individuals who are socially and economically disadvantaged. For the same reason, harsher sentences may be expected to follow those with family and mental health-related problems[[37]](#endnote-37) and furthermore carry negative implications about communities that may already be stigmatised or marginalised due to perceptions of dangerousness.[[38]](#endnote-38)

There are four rejoinders to these objections. Assessing predictive risk-assessment systems in their best light (ie assuming good quality data and the removal from consideration of any variables that are insignificant or known to be corrupted by bias), these are plausible enough to entertain. However, they are ultimately unpersuasive since they fail to counter the underlying moral objection that actuarial and predictive technologies undermine individualised liberal justice principles.

First, advocates of predictive risk assessment contend that its alleged arbitrariness is tolerable so long as it ‘works’ in the sense that it can be shown to be generally more accurate than alternative predictive techniques: in that case penal resources can be directed accordingly, and public safety promoted in a rational way.[[39]](#endnote-39)

Second, because it works by deciding in advance which variables to factor in (as opposed to the more truly automated ‘big data-scraping’ algorithms that we noted above are increasingly utilised in marketing and other commercial contexts), the actuarial principles upon which systems like OASys are built can ensure that cases that are relevantly alike can be treated alike. This ensures that no one offender is treated more leniently or harshly on account of variations in the application of, and weight given by, different judges to the available risk variables.[[40]](#endnote-40)

Third, demographic data can be and are in fact combined with a more individualised assessment of the offender. There is no reason why demographic information should not be used in conjunction with personal information or indeed clinical assessment, and indeed as we have seen above, OASys and the dangerousness sentencing provisions in England and Wales do accommodate both such approaches.[[41]](#endnote-41)

Fourth, in response to the accusation that predictive risk assessment exacerbates social inequality, it might be suggested that there is nothing *intrinsic* to the correlation between high risk scores and socio-economic marginalisation and vulnerability. In practice, social harm is not inevitable, since a penal policy can be pursued that determines that a low risk score will be treated as a reason to reduce a sentence rather than a high risk score as a reason to increase it.[[42]](#endnote-42) In any case, there is no reason why sentencing judges should be obliged (*de jure* or *de facto*) to follow the algorithmically-produced risk assessment if there are reasons to take a different view in a particular case, again as noted above in the England and Wales context.

All four rejoinders, however, provoke further objections, all of which suggesting that the problems are not so easily overcome. To take the first one described above (that the arbitrariness of actuarial predictive technologies is tolerable so long as it is more accurate than the alternative), we may observe that testing the accuracy of any given prediction is complicated by contingencies such as the particular impact of the sentencing disposition (say, a prison sentence) on the individual offender. In studies that have nevertheless sought to test the accuracy of re-offending predictions based on actuarial assessments, these have never been shown to get it right more than about 70% of the time. This has remained the case in the era of OASys and other comparable systems with their many co-mingled variables.[[43]](#endnote-43) It is of course possible that future predictive systems that are truly automated and algorithmic in the selection of variables and collection of data might in time prove more ‘accurate’, but there remains to be seen if indeed such a system could be applied at all in the context of sentencing. In any case, because risk labels as generated in systems now in use represent a *group*-level probabilistic forecast, the re-offending prediction is not subject to proof or falsification by the individual offender.

This is very much a principled objection to prediction. Even putting aside the question of whether the offender is in prison or on release, it is necessarily impossible for that person to show that, after all, it was wrong to label him or her ‘high risk’ since the risk label itself indicates only what *proportion* of people sharing those characteristics may be expected to commit further crimes, not that *he or she* will.[[44]](#endnote-44) Short of a prediction of either zero or 100% certainty of re-offending, this can never be disproved at an individual level. It is also a matter of some debate as to whether the crime-reduction achieved by the greater incapacitation (and the at least theoretical possibility for rehabilitation) effected by longer sentences for dangerous criminals outweighs the unintended consequences of such a policy.[[45]](#endnote-45) It is plausible to suspect that at least in some cases, offenders will only be further hardened or damaged by having to endure an extended prison term. In these cases, the longer sentences for dangerous offenders may have some value in terms of incapacitation, but they may also serve to *increase* the risk of reoffending after eventual release.[[46]](#endnote-46)

Regarding the second rejoinder (predictive risk assessment enables courts to treat like cases alike), a question may be raised with respect to what constitutes a ‘relevant’ variable and what justifies us in concluding that ‘Case A’ is relevantly *like* ‘Case B’ but *unlike* ‘Case C’. If the variable that separates offender C from offenders A and B is a socio-economic one such as indebtedness or employment status (and hence not one relating to the offender’s own *criminal* responsibility), then to insist that he therefore be treated differently is no less unjust than the more ‘haphazard’ variations of treatment between different judges attaching weight inconsistently to the relevant factors, or even applying wholly divergent factors. If anything, the automated approach is almost certainly the more unjust, given that harder treatment of the economically disadvantaged offender is systematically and deliberately embedded in the algorithm.

As for the third rejoinder (group-level risk-factors can be strengthened by being combined with individual ones), it is indeed true that in many cases factors relating to the offender’s personal profile and characteristics may appear to lend supporting weight to a calculation of risk otherwise based on demographic or socio-economic data. But what is it that the group-level data actually tell us about *the individual being sentenced*, such that this information can meaningfully be *combined* into the sentencing decision? That an offender may have a string of past relevant convictions arguably bears relevantly on the risk that he or she may re-offend. Notwithstanding that it is not part of the offence for which the offender is being asked in the instant case to take responsibility for, past offending nonetheless at least affords information about how the offender him or her*self* has exercised or failed to exercise moral agency in the past. On the other hand, the fact that the offender may happen to share with a certain section of the population characteristics such as being of a relatively low socio-economic status, does not so reference that individual’s moral agency at any point at all. Rather, it simply identifies the offender with a certain number of *other* people, and asks how those other people have behaved in the past. Consequently, that latter set of characteristics cannot simply be welded onto considerations about the individual being sentenced without sacrificing the principles of individual justice and moral autonomy.[[47]](#endnote-47)

Regarding the fourth rejoinder (that social injustice is not inevitable, depending on the policy framework adopted), we may accept that innovative sentencing policy can potentially go some way to countering the socially divisive implications of algorithmically produced assessments. However, it remains the case that if high risk correlates positively with socioeconomic marginalisation and vulnerability (which it generally does) then the *contribution* of such data to sentencing considerations will be to provide a reason to punish marginalised, vulnerable people more harshly.[[48]](#endnote-48) It is after all the principled basis for predictive technology that concerns us here. In any case, we know that in sentencing jurisdictions where such technology is used in the interests of public safety, high risk *does* generally mean a longer sentence, which makes the argument that policy *might in theory* reverse this state of affairs at best disingenuous, and at worst cynical. In England and Wales, there is nothing in the CJA 2003 to prompt judges to treat the marginalising impact for socio-economically disadvantaged offenders of longer sentences as a mitigating factor. Furthermore, experience in this jurisdiction of the ill-fated Indeterminate Sentence for Public Protection (IPP) between 2009 and 2012 (during which time sentencing judges readily exercised their statutory discretion to impose an indeterminate sentence for public protection) suggests that it would be unwise to expect judges to exercise their discretion to make good this lack even if permitted to do so.[[49]](#endnote-49) Both in principle and in practice then, it is legitimate to worry that risk-based sentencing tends to be divorced from broader considerations of the social impact of punishment, namely the vulnerability of those on which it falls most heavily.[[50]](#endnote-50)

# 4. Concluding remarks: problems with no solution?

The ever-present demand for efficient ways to allocate limited carceral resources and to offer protection to the public from dangerous offenders means that there will likely always be a demand for smart systems that aid decision-making by making use of available data. By extension, it may be anticipated that there will also always be a role for legal and other relevant experts who can supply a figurative bridge between a rapidly evolving technology, problems of transparency, openness, fairness and bias thrown up by its application and routes to socio-technical solutions and legitimating normative and legal frameworks.[[51]](#endnote-51) But as discussed above, the apparent progress enabled by this marriage of legal, ethical and technical expertise and policy has not resolved some of the most obstinate difficulties facing the justifiability of algorithmic predictive technologies and the risk-based sentencing they support.

Those difficulties are no mere matters of academic scruple, since they engage fundamental principles concerning the basic relationship between the offender and the state: about the basis on which the former’s hard treatment and deprivation of liberty by the latter is justifiable at all, how much of that treatment can legitimately be meted out without further justification, and the broader social costs that follow it. At the same time, it would be difficult to overstate the problems involved in actually overcoming this impasse, since the liberal principles in question – retrospective and responsibility-based – are quite separate from, and run directly counter to, those prospective and probabilistic principles of risk assessment.

On the one hand then, this chapter has identified some significant and important problems regarding the justifiability of predictive risk assessment as a source of information for sentencing dangerous offenders. On the other hand, laying out a ‘solution’ to this, even assuming such a thing exists, is a much larger task for another time and place. I conclude therefore with a plea to colleagues who may be keen to use their legal expertise to assist the development and application of new and apparently world-changing technologies not to lose sight of the issues discussed above: either the core liberal-philosophical principles underlying individual justice or the social justice and marginalisation implications. The nature of these concerns provides compelling evidence that any solution we might come to is unlikely to be found through technological advances. For, if by ‘advances’ we mean further automation at the data-collection end in order to feed into the process a greater quantity and variety of information, this would inevitably mean undermining the extent to which our current offender risk-assessment systems do guard against bad quality, misleading or discriminatory data. Leaving aside for now those more distant challenges, we may say that data-driven risk-based sentencing is not a source of truly novel problems, but merely a new skin for an old snake whose dimensions and character are already well known.
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