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Abstract—Message passing (MP) aided detectors are designed for orthogonal time frequency space (OTFS) modulated system. We first characterize the transmit-receive relationship of our OTFS-modulated system in the delay-Doppler (DD) domain by designing a joint factor graph. Based on this joint factor graph, we then conceive a joint message passing aided (JMPA) detector. Furthermore, a novel low-complexity Gaussian approximate MP (GA-MP) detector is also conceived, which models the a posteriori probabilities propagated through the proposed joint factor graph by Gaussian distributions. Finally, we demonstrate that the proposed GA-MP detector outperforms the state-of-the-art MP detector by at least 1.5 dB at a bit error ratio (BER) of $10^{-4}$, while keeping the same complexity order.
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I. INTRODUCTION

Orthogonal frequency division multiplexing (OFDM) standardized in the current 3GPP Release 16 suffers from significant performance loss when the Doppler spread is relatively high, as in high-velocity railway, unmanned aerial vehicle (UAV) or aeronautical communications [1]. As a remedy, orthogonal frequency time space (OTFS) modulation has been proposed [2–4], which employs the symplectic finite Fourier transform (SFFT) before the classic discrete Fourier transform (DFT) of OFDM modulation, for transmission over multi-path delay-Doppler (DD) channels.

Optimal OTFS detection can be achieved by the maximum a posteriori (MAP) algorithm at the cost of exponentially increasing complexity. For mitigating this potentially excessive complexity, Li et al. [5] designed an attractive hybrid OTFS receiver integrating parallel interference cancellation (PIC) and MAP detection, while low-complexity message passing (MP) detection was proposed in [3], which models the inter-symbol interference (ISI) by a Gaussian distribution. However, this coarse model resulted in a degraded bit error ratio (BER), compared to that of the MAP detection. A whole suite of sub-optimal detectors has been proposed in [6–10], which demonstrate different performance vs. complexity trade-offs. For example, Yuan et al. [9] improved the convergence rate of the MP detector by proposing a variation Bayes (VB) technique, whereas Yuan et al. [10] adopted a unitary transformation for diagonalizing the system’s transfer matrix, hence improving the BER performance. However, due to the sparsity existing in the DD domain, the number of interfering symbols for a certain symbol is typically low [2, 3], which leads to a performance degradation when employing the MP detector, because the central-limit theorem-based Gaussian interference assumption is rather inaccurate [3, 9, 10].

Against this backdrop, we propose a novel Gaussian approximate MP (GA-MP) detection by modeling the individual transmit signals by Gaussian distributions, rather than approximating the ISI. The novelty of this contribution is boldly and explicitly contrasted to the state-of-the-art in Table I at a glance and the main contributions of this letter are further detailed, as follows.

• We first characterize the transmit-receive relationship of the OTFS system in the DD domain by proposing a joint factor graph, comprising all transmit symbols generated in the DD domain, which will be transmitted by $M$ subcarriers over $N$ time slots, as variable nodes (VNs) and all received symbols in the DD domain as check nodes (CNs). Based on the joint factor graph, we apply the joint message passing aided (JMPA) detection for our OTFS-modulated system.

• A novel low-complexity GA-MP detector relying on Gaussian approximation is proposed in this letter, which models the a posteriori probabilities of each transmit symbol as a Gaussian distribution. This is in contrast to the MP detection originally proposed in [3], which approximates the ISI by a Gaussian random variable.

• We benchmark the proposed GA-MP detector both against the JMPA and other low-complexity MP-based detectors found in the open literature by Monte-Carlo simulations, demonstrating that at least 1.5 dB gain is attained by the proposed GA-MP detector over the state-of-the-art low-complexity detectors at the BER of $10^{-4}$.

The rest of this letter is structured as follows. Section II reviews the system model of the OTFS-modulated system, while Section III details our proposed GA-MP detector. Following this, Section IV characterises the BER performance and computational complexity of the JMPA and GA-MP detectors for the OTFS-modulated system. Finally, main conclusions of this letter is summarised in Section V.
II. SYSTEM MODEL

In this section, we review the transmitter and receiver model of an OTFS-modulated system, along with the assumptions of this letter.

![Fig. 1. Orthogonal time frequency space (OTFS)-modulated system.](image)

When considering an end-to-end communication system employing OTFS modulation, as shown in Fig. 1, we first employ the $S$-ary amplitude phase modulation (APM) at the transmitter to map the information bits generated in the DD domain to the APM symbol $x[k,l] \in S$, where $k = 0, 1, \ldots, N - 1$, $l = 0, 1, \ldots, M - 1$ are the Doppler shift index and delay index in the DD domain, respectively, and $S$ is the APM symbol set. Then the inverse SFFT (ISFFT) converts the DD domain APM symbol $\tilde{x}[k,l]$ to the time-frequency (TF) domain, which can be expressed as

$$
X[n,m] = \frac{1}{N,M} \sum_{k=0}^{N-1} \sum_{l=0}^{M-1} x[k,l] \exp[j2\pi(nk \frac{1}{N} - ml \frac{1}{M})],
$$

where $n = 0, \ldots, N - 1$, $m = 0, \ldots, M - 1$. \hspace{1cm} (1)

Then the Heisenberg transform\(^1\) converts the signal to the continuous waveform, giving the transmit signal $s(t)$, formulated as

$$
s(t) = \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} X[n,m] \exp[j2\pi\nu(nk \frac{1}{N} - ml \frac{1}{M})]g_{\nu}(t - nT),
$$

where $g_{\nu}(t)$ is the pulse shaping filter, $\Delta f$ is the subcarrier spacing and $T$ is the symbol duration.

In this letter, we assume that the channel experiences time-varying Rayleigh fading having $L$ paths, which has a channel impulse response (CIR) of

$$
h(\tau, \nu) = \sum_{l=1}^{L} \sum_{\nu_l} \delta(\tau - \tau_l) \delta(\nu - \nu_l),
$$

where $\tau_l$ and $\nu_l$ are the delay and Doppler shift associated with the $l$-th path, respectively. Following the conventionally used notations, we define $\tau_l = l_{\tau} \Delta \tau$ and $\nu_l = k_{\nu} \frac{1}{NT}$, where $l_{\tau}$ and $k_{\nu}$ are the delay and Doppler index associated with the $l$-th path, respectively. Additionally, $h_{\tau}$ follows the Gaussian distribution $\mathcal{N}(0, 1/L)$ with a mean of zero and a variance of $1/L$. Then the continuous received signal is given by

$$
r(t) = \int \int h(\tau, \nu) \exp[j2\pi\nu(t - \tau)]s(t - \tau)d\tau d\nu + z(t),
$$

where $z(t)$ is the complex additive white Gaussian noise (AWGN) with a mean of zero and a variance of $\sigma_z^2$.

At the receiver, we adopt $g_{\nu}(t)$ as the receive filter and transform the received signal to the TF domain by the Wigner transform\(^2\). By sampling at $t = nT$ and using $f = m\Delta f$, the received samples are given by

$$
Y[n,m] = \int r(t) g_{\nu}(t - nT) \exp[-j2\pi\nu(nk \frac{1}{N} - ml \frac{1}{M})]dt.
$$

The corresponding DD domain signal is obtained after the SFFT, as shown in Fig. 1, which can be expressed as

$$
y[k, l] = \frac{1}{N,M} \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} Y[n,m] \exp[-j2\pi(nk \frac{1}{N} - ml \frac{1}{M})].
$$

Under the assumption of ideal pulse shaping [11], the vectorial form of the received signal $y = [y[0,0], \ldots, y[0,M - 1], \ldots, y[N - 1, M - 1]]^T$ is formulated as

$$
y = \bar{H}x + z,
$$

where $x = [x[0,0], \ldots, x[0, M - 1], \ldots, x[N - 1, M - 1]]^T$ and $\bar{H} = \sum_{l=1}^{L} h_{\nu}^{(l)}(t)$ is the $(N \times M)$-dimensional effective channel matrix in the DD domain, where the element $T_{p,q}^{(l)}$ in the $p$-th row and $q$-th column of $T^{(l)}$ is given in (8), where $n = \frac{p}{M}$ and $m = p - nM$. This also indicates that each row and column of $\bar{H}$ only has $L$ non-zero values. An example of $\bar{H}$ for 3 DD taps of $(0,0),(1,1),(0,2)$ can be expressed in (9).

III. DETECTION ALGORITHMS

In this section, we detail the optimal MAP detection in Section III-A. Following this, we design our joint factor graph representation for the OTFS system and propose the low-complexity GA-MP detector in Section III-B.

A. Maximum a posteriori Detection

Given the received signal $y$ and $H$ of (9) estimated at the receiver, the optimum MAP detector finds $\hat{x}$ that maximizes the $a$ posteriori probability of the transmitted symbol $x$, i.e., $\Pr(x|y)$ by the full search process, which can be formulated as

$$
\hat{x} = \arg \max_{x \in S^{N,M}} \Pr(x|y).
$$

The $u$-th element $x_u, 0 \leq u \leq N M - 1$ of $x$ may be estimated by maximizing its $a$ posteriori probability mass function (PMF). By calculating the marginal of the $a$ posteriori PMF function given by (10) with respect to $x_u, 0 \leq u \leq N M - 1$, we have

$$
\hat{x}_u = \arg \max_{x_u \in S} \sum_{x \in S^{N,M}} \Pr(x|y),
$$

According to Bayes’ rule, we have

$$
\Pr(x|y) = \frac{\Pr(y|x) \Pr(x)}{\Pr(y)} \propto \Pr(y|x) \Pr(x),
$$

where $\Pr(x) = \prod_{u=0}^{N M - 1} \Pr(x_u)$ is the joint $a$ priori PMF of all the symbols in the DD domain under the assumption that the transmit signal $x$ is independent and identically distributed.

\(^1\)Heisenberg transform is the general form of the IFFT for OFDM [3].

\(^2\)Similar to the Heisenberg transform, the Wigner transform is the general form of the FFT for OFDM [3].
Observe from (15) that the detection complexity of this MAP density function (PDF) of the received signal \( y \) is the non-zero index set for the transmitted signal \( x \). Furthermore, following the expression of \( H \) in (9), we can see that each symbol has only \((L - 1) \times (L - 1)\) interfering symbols. Hence, by exploiting the sparsity of \( x \) in (13) we arrive at

\[
\Pr(y_j|x) = \Pr(y_j|x_j|),
\]

where \([j]\) represents the column index set of the \( L \) non-zero elements in the \( j \)-th row of \( H \). Furthermore, by combining (12), (13), and (14) into (11) and removing all unnecessary constant scalars, we arrive at:

\[
\hat{x}_u = \arg \max_{x_u \in \mathcal{S}^{L(L-1)}} \sum_{j \in V_u} \Pr(x) \prod_{j \in V_u} \Pr(y_j|x_j),
\]

(15)

where \( V_u \) is the non-zero index set for the \( u \)-th column of \( H \) and \( \Pr(y_j|x_j) \) is formulated as

\[
\Pr(y_j|x_j) = \frac{1}{\sqrt{2\pi}\sigma} \exp \left( -\frac{1}{2\sigma^2} |y_j - H_j|x_j|^2 \right).
\]

(16)

Observe from (15) that the detection complexity of this MAP algorithm is \( \mathcal{O}(|\mathcal{S}|^{L(L-1)}NM) \), which is unaffordable for large-scale OTFS-modulated systems. Hence, low-complexity detection is required for practical system implementations.

B. Gaussian Approximate Message Passing (GA-MP) Detection

Before we discuss our GA-MP detection, we propose our joint factor graph design tailored for the OTFS system. In contrast to the factor graph that was used for representing mmWave channels in the TF domain [12, 13], we illustrate the input-output relationship of the channel in the DD domain. We commence by mapping our \( u \)-th non-zero DD-domain signal \( x_u \) to the \( u \)-th variable node (VN). Similarly, the received signal \( y_j \) can be treated as the \( j \)-th check node (CN). Considering the example of \( H \) in (9), the factor graph representing the connections between the received signal \( y \) and the DD-domain transmitted signal \( x \) is demonstrated in Fig. 2, where we have \( MN = 6 \) and \( L = 3 \). In this example, the connections between the VNs and CNs indicate the positions of non-zero elements in (9). For example, the 1-st VN in Fig. 2 is connected to the 1-st, 4-th and 5-th CNs, which corresponds to the non-zero positions of the first column in the matrix \( \bar{H} \) given by (9).

\[
\begin{align*}
T_{p,q}^{(q)} &= \begin{cases} 
\exp[-j2\pi \left( \frac{n - k_u}{N} \right) \frac{m - l_r}{N}], & \text{if } q = \left[ m - l_r \right]_M + M \left[ n - k_u \right]_N \text{ and } m < l_r; \\
\exp[j2\pi \left( \frac{n - k_u}{N} \right) \frac{m - l_r}{N}], & \text{if } q = \left[ m - l_r \right]_M + M \left[ n - k_u \right]_N \text{ and } m \geq l_r; \\
0, & \text{otherwise,}
\end{cases}
\end{align*}
\]

(8)

\[
H = \begin{bmatrix}
\bar{h}_1 & 0 & \bar{h}_3 & 0 & 0 & \bar{h}_2 \exp(-j2\pi \frac{1}{2}) \\
0 & \bar{h}_1 & 0 & \bar{h}_3 \exp(-j2\pi \frac{1}{2}) & 0 & 0 \\
0 & \bar{h}_2 & \bar{h}_1 & 0 & 0 & \bar{h}_1 \\
\bar{h}_3 & 0 & 0 & \bar{h}_1 & 0 & \bar{h}_2 \exp(-j2\pi \frac{5}{2}) \\
0 & \bar{h}_3 & \bar{h}_2 \exp(-j2\pi \frac{5}{2}) & \bar{h}_1 & 0 & 0 \\
0 & 0 & 0 & 0 & \bar{h}_1 &
\end{bmatrix}
\]

(9)

Fig. 2. An example of joint factor graph representation as (9) of an OTFS system with \( MN = 6 \) and \( L = 3 \).

Based on the joint factor graph, we can simultaneously calculate the messages of all \( x \) exchanged via the edges of the factor graph, rather than modelling the interference imposed by other symbols as a Gaussian random variable, which is referred to as the MP detection in [3, 6].

As shown in Fig. 2, each VN \( u \) and CN \( j \) is connected to \( L \) VNs/ CNs. Hence, we can define an index set \( V_u \) comprising the CNs that have connections to VN \( u \) as \( V_u = \{ j : 0 \leq j \leq MN - 1, H_{j,u} \neq 0 \} \). Similarly, an index set \( C_j \) representing the connections to CN \( j \) can be defined as \( C_j = \{ u : 0 \leq u \leq MN - 1, H_{j,u} \neq 0 \} \).

Following the factor graph and the principles of the sum-product algorithm [14, 15], the information transmitted from CN \( j \) to VN \( u \) is the sum of all CNs that have connections to VN \( u \), which can be expressed as

\[
\delta_{j \to u}^{(x_{u-i})} = \sum_{x_{j} \in \mathcal{S}^{L-1}, x_{u-i} \in \mathcal{S}} \left( \prod_{j' \in C_j \setminus j} \eta_{j' \to u}^{(x_{j' - i})} \right) \Pr(y_j|x_j),
\]

(17)

where \( \Pr(y_j|x_j) \) is given in (16). By contrast, the information conveyed from VN \( u \) to CN \( j \) is the product of the information collected from the VNs connected to CN \( j \) excluding VN \( u \), which can be expressed as

\[
\eta_{u \to j}^{(x_{u-i})} = \prod_{j' \in V_u \setminus j} \delta_{j' \to u}^{(x_{j' - i})}, \quad j = 0, 1, \cdots, MN - 1, u = 0, 1, \cdots, MN - 1.
\]

(18)

Observe from (17) that the complexity order of JMPA detection is \( \mathcal{O}(|\mathcal{S}|^{2\cdot MN}) \), which increases exponentially with the
increase of $L$. Hence, with the objective of further reducing the detection complexity, we approximate the downward oriented information $\hat{n}_{u \rightarrow j}^{(x_u, i-1)}$ transmitted from the VN $u$ to the CN $j$ in the $(i - 1)$-th iteration by the Gaussian function $\delta_{u \rightarrow j}^{(x_u, i-1)}$, which can be expressed as

$$\hat{n}_{u \rightarrow j}^{(x_u, i-1)} = N \mathcal{C} \left( x_u; \mu_{u \rightarrow j}^{(i-1)}, \sigma_{u \rightarrow j}^{(i-1)} \right),$$

where $\mu_{u \rightarrow j}^{(i-1)}$ and $\sigma_{u \rightarrow j}^{(i-1)}$ are the mean and variance of the Gaussian variable $x_u$. The corresponding expression of $\mu_{u \rightarrow j}^{(i-1)}$ and $\sigma_{u \rightarrow j}^{(i-1)}$ will be detailed later in this section.

Then, the upward-oriented information $\delta_{j \rightarrow u}^{(x_u, i)}$ conveyed from the CN $j$ to the VN $u$ in the $i$-th iteration can also be approximated by a Gaussian function expressed as

$$\delta_{j \rightarrow u}^{(x_u, i)} = N \mathcal{C} \left( H_{j,u} x_u; \alpha_{j \rightarrow u}^{(i)}, \beta_{j \rightarrow u}^{(i)} \right),$$

where the mean is $\alpha_{j \rightarrow u}^{(i)} = y_j - \sum_{j' \in V_u} H_{j,u} \mu_{u \rightarrow j'}^{(i)}$ and the variance is $\beta_{j \rightarrow u}^{(i)} = \sigma^2 + \sum_{j' \in V_u} \left( H_{j,u} \right)^2 \sigma_{u \rightarrow j'}^{(i)}$ [16].

Later, $\hat{n}_{u \rightarrow j}^{(x_u, i)}$ is updated by the values $\delta_{j \rightarrow u}^{(x_u, i)}$ obtained in the $i$-th inner iteration as follows

$$\hat{n}_{u \rightarrow j}^{(x_u, i)} = \varepsilon_{u \rightarrow j} \prod_{j' \in V_u \setminus \{j\}} \delta_{j' \rightarrow u}^{(x_u, i)},$$

where $\varepsilon_{u \rightarrow j}$ is the normalisation factor ensuring that $\sum_{x_u \in S} \hat{n}_{u \rightarrow j}^{(x_u, i)} = 1$.

Upon substituting (20) into (21), we have

$$\hat{n}_{u \rightarrow j}^{(x_u, i)} = \frac{N \mathcal{C} \left( x_u; \xi_{u \rightarrow j}^{(i)}, \gamma_{u \rightarrow j}^{(i)} \right)}{\sum_{x_u \in S} N \mathcal{C} \left( x_u; \xi_{u \rightarrow j}^{(i)}, \gamma_{u \rightarrow j}^{(i)} \right)},$$

where

$$\xi_{u \rightarrow j}^{(i)} = \gamma_{u \rightarrow j}^{(i)} \sum_{j' \in V_u \setminus \{j\}} \left( \frac{H_{j',u}^* \alpha_{j \rightarrow u}^{(i)}}{\beta_{j' \rightarrow u}^{(i)}} \right),$$

$$\gamma_{u \rightarrow j}^{(i)} = \left( \sum_{j' \in V_u \setminus \{j\}} \left| \frac{H_{j',u}^* \beta_{j' \rightarrow u}^{(i)}}{\beta_{j' \rightarrow u}^{(i)}} \right|^2 \right)^{-1}.$$

Additionally, for improving the overall detection performance by controlling the convergence rate, we apply a damping factor $d$ ($d \in (0, 1)$) before proceeding to the next iteration, which can be expressed as

$$\hat{n}_{u \rightarrow j}^{(x_u, i)} = d \cdot \hat{n}_{u \rightarrow j}^{(x_u, i-1)} + (1 - d) \cdot \hat{n}_{u \rightarrow j}^{(x_u, i-1)}.$$

Let us now discuss the expressions of $\hat{n}_{u \rightarrow j}^{(x_u, i)}$. A popular technique of finding the GA of $\hat{n}_{u \rightarrow j}^{(x_u, i)}$ is to minimize the inclusive Kullback-Leibler (KL) divergence of $\text{KL} \left( \hat{n}_{u \rightarrow j}^{(x_u, i)} \| \hat{n}_{u \rightarrow j}^{(x_u, i)} \right)$ [9, 17], which gives the expression of $\mu_{u \rightarrow j}^{(i)}$ and $\sigma_{u \rightarrow j}^{(i)}$ as

$$\mu_{u \rightarrow j}^{(i)} = \sum_{x_u \in S} x_u \cdot \hat{n}_{u \rightarrow j}^{(x_u, i)},$$

$$\sigma_{u \rightarrow j}^{(i)} = \sum_{x_u \in S} \left| x_u \right|^2 \hat{n}_{u \rightarrow j}^{(x_u, i)} - \left| \mu_{u \rightarrow j}^{(i)} \right|^2.$$

Furthermore, the a posteriori probability $\eta_{u}^{(x_u, i)}$ before damping is expressed as

$$\eta_{u}^{(x_u, i)} = \frac{N \mathcal{C} \left( x_u; \xi_{u}^{(i)}, \gamma_{u}^{(i)} \right)}{\sum_{x_u \in S} N \mathcal{C} \left( x_u; \xi_{u}^{(i)}, \gamma_{u}^{(i)} \right)},$$

where $\xi_{u}^{(i)} = \gamma_{u}^{(i)} \sum_{j \in V_u} \frac{H_{j,u}^* \alpha_{j \rightarrow u}^{(i)}}{\beta_{j \rightarrow u}^{(i)}}$ and $\gamma_{u}^{(i)} = \left( \sum_{j \in V_u} \left| \frac{H_{j,u}^* \beta_{j \rightarrow u}^{(i)}}{\beta_{j \rightarrow u}^{(i)}} \right|^2 \right)^{-1}$.

In order to mitigate the ISI and reduce the detection complexity, we set a threshold $\epsilon \in (0, 1]$ for $\eta_{u}^{(x_u, i)}$. When $\eta_{u}^{(x_u, i)} > \epsilon$, we stop updating $\eta_{u}^{(x_u, i)}$ in the following iterations and treat the corresponding detected $\hat{x}_u$ as the final detection result. By contrast, a lower $\epsilon$ may significantly reduce the complexity but it also leads to error propagation. Based on our experiments, we select $\epsilon = 0.99$ in our simulations, which shows a good BER vs. complexity trade-off.

Now, based on (19) to (28), we observe that the complexity order of the GA-MP detection becomes $O(|S|LNM)$. 

IV. RESULTS

In this section, we characterize the BER performance and computational complexity of our proposed GA-MP detector under different system set-ups in Sections IV-A and IV-B, respectively, using the parameters of Table II.

<table>
<thead>
<tr>
<th>TABLE II</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PARAMETERS</strong></td>
</tr>
<tr>
<td><strong>VALUES</strong></td>
</tr>
<tr>
<td>Carrier frequency</td>
</tr>
<tr>
<td>No. of subcarriers ($M$)</td>
</tr>
<tr>
<td>No. of OTFS symbols ($N$)</td>
</tr>
<tr>
<td>Maximum delay index ($\ell_{\text{max}}$)</td>
</tr>
<tr>
<td>Doppler index range ($[-k_{\text{min}}, k_{\text{max}}]$)</td>
</tr>
<tr>
<td>Velocity</td>
</tr>
<tr>
<td>No. of Paths ($L$)</td>
</tr>
<tr>
<td>Damping factor ($d$)</td>
</tr>
<tr>
<td>No. of iterations ($I$)</td>
</tr>
</tbody>
</table>

Specifically, we consider an OTFS-modulated system operating at 4 GHz frequency band and $M = 16$ subcarriers are employed for all simulations in this section. Since the focus of this short letter is on detector design, we assume that the channel state information (CSI) has been perfectly estimated at the receiver. The channel estimation techniques that have been proposed for OFDM systems relying on signal processing in the TF domain can also be readily extended for estimating the DD-domain channel for OTFS system [18, 19]. Additionally, the Doppler index of the $\ell$-th path is generated with equal probabilities from the set $[-k_{\text{min}}, k_{\text{max}}]$, while the delay index set is $[1, \ell_{\text{max}}]$ and $\ell_{\text{max}} = 0$. The damping factor of $d = 0.5$ is selected by trivial experiments and is employed for all MP-based detectors considered in this work. The number of iterations employed for all MP-based detectors is fixed at $I = 10$.

A. BER Performance

We commence by comparing the BER performance of our proposed GA-MP to that of various low-complexity state-of-the-art OTFS detectors. Specifically, Fig. 3 shows the BER
gain at the BER of 10^{-4} when the number of channel paths in the DD domain increases from \( L = 4 \) to 8 and when the GA-MP detector is employed. This is because a higher \( L \) leads to a denser factor graph, hence the decision of each VN is determined by a higher number of CNs of the factor graph. Hence, a higher \( L \) in the DD domain also enhances the system’s BER performance, albeit at the cost of a higher detection complexity.

Finally, Fig. 5 investigates the BER performance of the OTFS system employing above-mentioned detectors a higher mobile speed of 300 Kmph, with the rest parameters being the same as in Fig. 3. By comparing Fig. 5 to Fig. 3, we can see a slight performance degradation for the higher mobile speed of 300 Kmph, due to higher Doppler frequency. For example, when the proposed GA-MP detector is employed, only less than 1 dB erosion is observed, showing a promising potential of high-speed communication scenarios in the next generation communication networks, such as air-to-air and air-to-space communications.

B. Complexity

Now we compare the complexity of the MP-based detectors mentioned above in terms of the number of floating point operations (FLOPs) required per iteration. The computational complexity of the JMPA detector is mainly determined by the VN update of (17) and CN update of (18). Following the analysis of [20], the number of FLOPs required to perform JMPA detection in each iteration is expressed as

\[
C_{\text{JMPA}} = NML[(7L - 1)|S|^L + (L - 1)|S|].
\]  

(29)

We can see that the increase of \( L \) will lead to an exponential escalation of \( C_{\text{JMPA}} \). By contrast, the number of FLOPs required by the MP detector of [3] per iteration is expressed as

\[
C_{\text{MP}} = 27|S|NML + 4MNL.
\]  

(30)

Note that we did not consider the employment of the threshold \( \epsilon \) and the damping factor \( d \) for focusing on the dominant steps of the detection process.

Finally, the detection complexity of the GA-MP detector is dominated by the computation of the VN update of (22) and
CN update of (20). Hence, the number of FLOPs required for the GA-MP detector per iteration is expressed as [16]
\[
C_{GA-MP} = 23 |S| N M L + 23 M N L. \tag{31}
\]

Table III shows the number of FLOPs required for the simulations of Figs. 3 and 4, where we can see that compared to the JMPA detector, both the MP detector of [3] and our proposed GA-MP detector require a much lower number of FLOPs due to the approximation of the messages propagated via the factor graph. In particular, \(3.69 \times 10^3\) FLOPs are required for the JMPA detector to obtain the simulation results employing the parameters of Fig. 4, where \(L = 8\) paths are considered, which is hardly affordable for real-time implementations. Hence, low complexity detectors are required for the family OTFS systems, motivating us to propose the GA-MP detector. Additionally, while our proposed GA-MP detector achieves at least 1.5 dB SNR gain at the BER of \(10^{-4}\), compared to the MP detector of [3], a slightly higher number of FLOPs per iteration are used.

V. CONCLUSIONS

The low-complexity GA-MP detector has been proposed for OTFS systems. We first characterized the transmit-receive relationship of the OTFS signal by proposing a joint factor graph and designed a JMPA detector for the OTFS system. Furthermore, the novel low-complexity GA-MP detector models the \textit{a posteriori} probabilities propagated through the factor graph by the Gaussian distributions. This is in contrast to the MP detector of [3], which approximates the ISI by a Gaussian random variable. Our simulation results demonstrated at least 1.5 dB SNR gain over the state-of-the-art detection algorithms at the BER of \(10^{-4}\), while maintaining the same complexity order. The promising application of the GA-MP algorithm to solve channel estimation and/or data detection problem in future wireless communication networks, such as index modulation-aided [19] and reconfigurable intelligent surface (RIS)-based systems [21, 22] may also be investigated in the future.
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### TABLE III

<table>
<thead>
<tr>
<th>Detector</th>
<th>Complexity</th>
<th>Example of Fig. 3 (FLOPs)</th>
<th>Example of Fig. 4 (FLOPs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>JMPA</td>
<td>(29)</td>
<td>(3.55 \times 10^4)</td>
<td>(3.69 \times 10^4)</td>
</tr>
<tr>
<td>MP</td>
<td>(30)</td>
<td>(5.73 \times 10^4)</td>
<td>(1.15 \times 10^5)</td>
</tr>
<tr>
<td>GA-MP</td>
<td>(31)</td>
<td>(5.89 \times 10^4)</td>
<td>(1.18 \times 10^5)</td>
</tr>
</tbody>
</table>