
STATE FOR LINEAR TIME-VARYING SYSTEMS,1

WITH APPLICATIONS TO DISSIPATIVE SYSTEMS2

P. RAPISARDA∗3

Abstract. An intrinsic definition of state is given for systems described by higher-order lin-4
ear differential equations with time-varying coefficients. Based on this definition we characterize a5
polynomial differential operator that acting on a system trajectory defines a corresponding state6
one, and we illustrate a procedure to compute a state variable from the differential equations. We7
prove that there exist representations of first order in such state variable and zeroth order in the8
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1. Introduction. We consider systems described by higher-order linear differ-15

ential equations with time-varying coefficients, called linear time-varying differential16

systems in the following. These are the natural end-product of a modelling procedure17

based on tearing a complex system in subsystems, zooming in each of them to model18

it based on first principles, and combining the sub-models in a global mathematical19

description (see [21]). In our setting, state variables are auxiliary ones computed from20

the higher-order representation, and not given a priori. The characteristic property21

of state is that it “splits” past and future: its value at a time instant t0 determines22

whether the concatenation of two system trajectories at t0 is itself an admissible sys-23

tem trajectory. In this paper, we show how a state variable can be computed from24

the system equations using this definition, and we show how such variables arise when25

considering energy supply and storage functionals.26

We studied state construction for higher-order linear differential equations with27

constant coefficients in [15, 17]; the present work differs from it in many respects.28

Firstly, the analysis in [15, 17] heavily relied on the algebra of polynomial matrices, but29

here we work directly with linear differential operators with time-varying coefficients.30

Secondly, the technical issues involved are considerably different; fortunately, previous31

work (most notably [8, 9, 23, 24]) was of great help in reducing such difficulties to32

a complexity manageable by this author. Thirdly, we extend our analysis to the33

study of bilinear and quadratic functionals of linear time-varying differential systems.34

We work directly with such functionals, without relying on the algebra of bi-variate35

polynomials as done in [20] for the linear time-invariant case. We prove that storage36

functions are quadratic functions of the state also for the time-varying case.37

The literature on linear time-varying systems is vast, but only some authors have38

taken higher-order differential equations as a starting point (see [7, 8, 9, 23]), and even39

fewer have considered the state realization problem in this framework (see [4, 11, 24]).40

We briefly mention their contributions here, deferring to remarks interspersed in the41

text more specific analyses of their relation with the results presented in this paper.42

A common feature of past contributions is that the state realization problem is43

studied not from a trajectory-based point of view, with the state property occupying44

a central role as it does in this paper, but rather as the classical problem of devising45
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auxiliary variables with respect to which first-order representations can be computed.46

Only in sect. V.A of [24] does the state property appear, but as a consequence47

of the existence of first order representations. The authors of [4] consider higher-48

order differential equations with smooth time-varying coefficients, and compute a49

minimal state representation for the single-input, single-output case using algebraic50

manipulations of the differential equation. In [11], the authors use the algebra of non-51

commutative polynomial rings to construct a state variable for the multiple-input,52

multiple-output case. Their elegant approach connecting polynomial division and53

state construction has the potential of bringing computer algebra techniques to bear54

on the realisation problem. Our results about quadratic and bilinear forms in the55

time-varying case are completely original in subject and technique.56

Throughout the paper we make extensive use of behavioral system theory con-57

cepts; the reader is referred to [19, 21] for an introduction. In sect. 2 we define the58

solution space, system representations, and the concept of state. In sect. 3 we char-59

acterize concatenability of system trajectories and we compute a state variable. We60

consider system representations with auxiliary variables in sect. 4. In sect. 5 we prove61

that the state variable defined in sect. 3 induces first order system representations.62

In sect. 6 we give several characterizations of losslessness and we prove that storage63

functions are quadratic functions of the state. Sect. 7 concludes the paper.64

2. Basic definitions. We consider a system to be essentially characterized by its65

behavior, i.e. the set of trajectories satisfying a system of linear differential equations66

with time-varying coefficients. These equations may involve only the variables one is67

interested in modelling, for example the voltage and current at the external ports of68

an electrical circuit; these are called external variables and are denoted by w in the69

following. A system representation involving only the external variables is70

(2.1) R0w(·) + . . .+RL
dL

dtL
w(·) = 0 ,71

where Rk is a p×q matrix whose entries are meromorphic functions on R, k = 0, . . . , L,72

w is the q-dimensional vector of external variables, and w(·) denotes a trajectory in73

the variables w. In the following we write (2.1) compactly as R
(

d
dt

)
w(·) = 0, where74

R
(

d
dt

)
is the polynomial differential operator with meromorphic coefficients defined75

by R
(

d
dt

)
:= R0 + . . . + RL

dL

dtL
. This justifies the terminology kernel representation76

for the set of solutions of (2.1).77

In [3, 9, 22, 23] various concepts of solution for (2.1) have been discussed. In78

this paper we follow [9, 23] and opt for piecewise smooth functions, i.e. the space79

consisting of all functions w(·) of one real argument and taking values in Rq for which80

there exists a discrete set E(w) ⊂ R such that w(·) ∈ C∞ (R \ E(w),Rq). We denote81

the set of such functions by the symbol C∞pw (R,Rq). The reader is referred to sect.82

1.3 of [9] for examples of the subtleties involved in defining the set of solutions of83

differential equations with time-varying coefficients, and why C∞pw (R,Rq) is a suitable84

choice for engineering purposes. A solution may not be defined everywhere (see sect.85

1.3 of [9]), and the notation dom(w) ⊆ R is used in the following to denote the domain86

of w(·) ∈ C∞pw (R,Rq).87

The set of solutions to (2.1) is called the (global) behavior defined by88

B :=

{
w(·) ∈ C∞pw(R,Rq) | R

(
d

dτ

)
w(τ) = 0 for almost all τ

}
89

=: ker R

(
d

dt

)
.(2.2)90
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In the rest of this paper we denote the set of meromorphic functions from R to91

R by M, and the set of p× q matrices with meromorphic entries by Mp×q.92

Sometimes it is necessary for modelling purposes to introduce auxiliary variables93

besides the external ones; for example, when modelling electrical circuits, voltages94

and currents in the internal branches are needed to model the port variables. System95

representations involving the auxiliary variables (denoted by ` in the following, and96

equivalently called “latent” in the following) besides the external ones w are of the97

form98

(2.3) R0w(·) + . . .+RL
dL

dtL
w(·) = M0`(·) +MN

dN

dtN
`(·) ,99

where Rk ∈ Mg×q, k = 0, . . . , L, Mj ∈ Mg×m, j = 0, . . . , N , and w(·) ∈ C∞pw(R,Rq),100

`(·) ∈ C∞pw(R,Rm). Using standard terminology in behavioral system theory (see101

e.g. [19]), we call (2.3) a hybrid representation (since it involves both external and102

auxiliary variables). The equations (2.3) define the (global) full behavior103

(2.4) Bf :=
{

(w(·), `(·)) ∈ C∞pw(R,Rq+m) | (2.3) holds almost everywhere (a.e.)
}
,104

and the (global) external behavior105

Be :=
{
w(·) ∈ C∞pw(R,Rq) | ∃ `(·) ∈ C∞pw(R,Rm) s.t. (2.3) holds a.e.

}
.(2.5)106

In the case of electrical circuits, the full behavior consists of the trajectories of the107

internal currents and voltages and of those at the ports, while the external behavior108

consists of only the trajectories of the port variables.109

A special case of the representation (2.3) occurs when R
(

d
dt

)
= Iq; in this case110

(2.6) w(·) = M0`(·) + . . .+MN
dN

dtN
`(·) ,111

is called an image representation. A linear time-varying system is representable in112

image form if and only if it is controllable. (For the definition of controllability, see113

Def. 3.1 p. 1734 of [9] or Def. 3 p. 122 of [23]; and for the equivalence of controllability114

and representability in image form, see Th. 7 p. 122 of [23].)115

In the following the set of solutions of a system of differential equations with116

time-varying coefficients is called a linear time-varying differential behavior. We refer117

the reader to sect. 6 of [9] and sect. 5.3 of [23] for a thorough treatment of how118

hybrid and kernel representations are related to each other via the “elimination of119

latent variables” theorem.120

We now introduce a trajectory-based point of view on the concept of state. In121

our definition of state we use the concatenation of two trajectories fk at t0, k = 1, 2,122

denoted by the symbol f1(·) ∧
t0
f2(·), whose value at t is defined by123

(2.7)

(
f1 ∧

t0
f2

)
(t) :=

{
f1(t) if t < t0 , t ∈ dom(f1)

f2(t) if t ≥ t0 , t ∈ dom(f2)
.124

State variables are a special kind of auxiliary variables associated with the prop-125

erty of concatenability between full (internal and external) trajectories (see also [15]).126

127
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Definition 2.1. Let Bf be a full behavior with external variables w and auxiliary128

variables `. The variables ` are a state for Bf if for all (w1(·), `1(·)), (w2(·), `2(·)) ∈ Bf129

and all t0 ∈ dom(w1(·), `1(·)) ∩ dom(w2(·), `2(·)) it holds that130 [
`1(·) ∧

t0
`2(·) continuous at t0

]
=⇒

[
(w1(·), `1(·)) ∧

t0
(w2(·), `2(·)) ∈ Bf

]
.(2.8)131

If ` is a state variable, Bf is called a state system for Be defined by (2.5).132

Remark 1. Def. 2.1 is slightly different from the corresponding one for time-133

invariant systems, see formula (3.3) p. 1058 in [15]. Since we work with piecewise134

smooth functions with only a discrete set of discontinuities, we identify functions that135

coincide outside a discrete set. Consequently, we only require continuity at t = t0,136

instead of pointwise equality at t = t0 (as in [15]). On this issue, see also the definition137

of equivalence in formula (2.5) p. 2418 of [17].138

In the next two sections we consider the characterization of state variables for139

systems described by (2.1) and (2.6).140

3. State from external variables: kernel representations. We first char-141

acterize concatenability of two external trajectories of (2.1) as conditions on the tra-142

jectories and their derivatives at the concatenation instant. Linearity implies that we143

can reduce ourselves to the case when one of the two trajectories is identically zero.144

Proposition 3.1. Let B be a linear time-varying behavior, and let w(·), w′(·) ∈ B145

and t0 ∈ R. Then

(
w(·) ∧

t0
w′(·)

)
∈ B if and only if

(
0 ∧

t0
w′(·)− w(·)

)
∈B.146

Proof. Straightforward from linearity.147

Using the equivalence stated in Prop. 3.1, we study the conditions under which148

a trajectory is concatenable with zero.149

Let I := [a, b] ⊂ R be a fixed interval. On C∞(I,Rq) the differential operator P dj

dtj150

with P ∈Mm×n has a (unique) formal adjoint defined by151

(3.1)

(
P
dj

dtj

)∗
:= (−1)j

(
P> ◦ id

)(j)
= (−1)j

j∑
i=0

(
j

i

)
P (i)> d

j−i

dtj−i
,152

see e.g. Th. 3.1 p. 303 of [12]. It follows that every polynomial differential operator153

R
(

d
dt

)
with m × n meromorphic coefficients defined on I has an adjoint operator,154

denoted by R
(

d
dt

)∗
, such that for every f ∈ C∞(I,Rn), g ∈ C∞(I,Rm) with zero155

boundary conditions, the equality156 ∫ b

a

f>
(
R

(
d

dt

)
g

)
dt =

∫ b

a

(
R

(
d

dt

)∗
f

)>
g dt(3.2)157

holds. A closed form expression for R
(

d
dt

)∗
follows from (3.1):158

R

(
d

dt

)∗
=

(
R0 + . . .+RL

dL

dtL

)∗
=

L∑
j=0

(−1)j
j∑

i=0

(
j

i

)
R

(i)>
j

dj−i

dtj−i
.159

We now characterize concatenability with zero at t0.160
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Theorem 3.2. Let (2.1) be a kernel representation of B. Define the polynomial161

differential operator Xm

(
d
dt

)
, m = 0, . . . , L− 1 by162

(3.3) Xm

(
d

dt

)
w(·) :=

L∑
k=m+1

k−1∑
j=m

(−1)j
(

j

j −m

)
R

(j−m)
k w(k−1−j)(·) .163

Let w(·) ∈ B; the following equivalence holds:164

(3.4)

(
0 ∧

t0
w

)
(·) ∈ B ⇐⇒ Xm

(
d

dt

)
w(t0) = 0 ,m = 0, . . . , L− 1 .165

Proof. Since the set of singularities of the coefficients Rk, k = 0, . . . , L is discrete,166

there exists an interval I(t0) := [a, b] containing t0 on which Rk, k = 0, . . . , L are167

all defined. In the following, we denote by F0(I(t0)) the set of all smooth functions168

which are identically zero in a neighborhood of the extremes of the interval I(t0).169

The equality
∫ b

a
f(·)>

(
R
(

d
dt

)
w(·)

)
dt = 0 holds for all f(·) ∈ F0(I(t0)) if and only if170 ∫ b

a

(
R
(

d
dt

)∗
f(·)

)>
w(·) dt = 0 for all f(·) ∈ F0(I(t0)). Note that

(
0 ∧

t0
w

)
(·) ∈ B if171

and only if for every f(·) ∈ F0(I(t0)) it holds that172

0 =

∫ b

a

f>

(
L∑

k=0

Rk

(
0 ∧

t0
w

)(k)
)
dt =

∫ b

t0

f>

(
L∑

k=0

Rkw
(k)

)
dt173

=

∫ b

t0

f>

[
R0w +

(
L∑

k=1

Rkw
(k)

)]
dt .(3.5)174

We now prove that for every k ≥ 1175

(3.6) f>
(
Rkw

(k)
)

=
d

dt

k−1∑
j=0

(−1)j
(
f>Rk

)(j)
w(k−1−j)

+ (−1)k
(
f>Rk

)(k)
w .176

This follows from (−1)k−1 + (−1)k = 0 and177

d

dt

k−1∑
j=0

(−1)j
(
f>Rk

)(j)
w(k−1−j)

 = (−1)0
[(
f>Rk

)(1)
w(k−1) +

(
f>Rk

)(0)
w(k)

]
178

+ (−1)1
[(
f>Rk

)(2)
w(k−2) +

(
f>Rk

)(1)
w(k−1)

]
+ . . .179

= (−1)0
(
f>Rk

)(0)
w(k) + (−1)k−1

(
f>Rk

)(k)
w(0) .180

Use equation (3.6) to rewrite
∫ b

t0
f>
[
R0w +

(∑L
k=1Rkw

(k)
)]

dt as181

∫ b

t0

f>

[
R0w +

(
L∑

k=1

Rkw
(k)

)]
dt182

=

∫ b

t0

f>R0w +

L∑
k=1

d

dt

k−1∑
j=0

(−1)j
(
f>Rk

)(j)
w(k−1−j)

+ (−1)k
(
f>Rk

)(k)
w

 dt ,183
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and conclude that184

0 =

∫ b

t0

[
f>R0w +

L∑
k=1

(−1)k
(
f>Rk

)(k)
w

]
dt185

+

 L∑
k=1

k−1∑
j=0

(−1)j
(
f>Rk

)(j)
w(k−1−j)

b

t0

.(3.7)186

We now show that the first term in this expression equals
∫ b

a
f>R

(
d
dt

)∗
w dt. From187

the closed form expression for R
(

d
dt

)∗
it follows that188

f>R

(
d

dt

)∗
=

L∑
k=0

(−1)k
k∑

i=0

(
k

i

)(
dk−i

dtk−i
f

)>
R

(i)>
k189

= f>R0 +

L∑
k=1

(−1)k
k∑

i=0

(
k

i

)(
dk−i

dtk−i
f

)>
R

(i)>
k .190

The formula for the higher derivative of a product reads191

(
f>Rk

)(k)
=

k∑
i=0

(
k

i

)(
dk−i

dtk−i
f

)>
R

(i)>
k ,192

and consequently f>R
(

d
dt

)∗
= f>R0 +

∑L
k=1(−1)k

(
f>Rk

)(k)
, which yields the de-193

sired equality. It follows that the first term in (3.7) equals 0. It follows that194 (
0 ∧

t0
w

)
(·) ∈ B if and only if for every f(·) ∈ F0(I(t0)) it holds that195

 L∑
k=1

k−1∑
j=0

(−1)j
(
f>Rk

)(j)
w(k−1−j)

b

t0

= 0 .196

Use
(
f>Rk

)(j)
=
∑j

i=0

(
j
i

)
f (j−i)>R

(i)
k , j = 1, . . ., and the fact that f(·) ∈ F0(I(t0))197

to conclude that w(·) ∈ B is concatenable with zero at t0 if and only if198  L∑
k=1

k−1∑
j=0

(−1)j

(
j∑

i=0

(
j

i

)
f (j−i)>R

(i)
k

)
w(k−1−j)

b

t0

199

= −
L∑

k=1

k−1∑
j=0

(−1)j

(
j∑

i=0

(
j

i

)
f (j−i)(t0)>R

(i)
k (t0)

)
w(k−1−j)(t0) = 0 .200

We proceed to rewrite the expression201

L∑
k=1

k−1∑
j=0

(−1)j

(
j∑

i=0

(
j

i

)
f (j−i)>R

(i)
k

)
w(k−1−j)

202

as a sum of terms involving f(·)(m), m = 0, . . . , (L− 1)-th, multiplying sums of terms203

involving the coefficients Rk and w(·)(m), m = 0, . . . , (L − 1). For m := j − i = 0,204
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f(·)(m)> multiplies
∑L

k=1

∑k−1
j=0 (−1)jR

(j)
k w(·)(k−1−j). For m = j − i = 1, f(·)(m)>205

multiplies
∑L

k=2

∑k−1
j=1

(
j

j−1

)
(−1)jR

(j−1)
k w(·)(k−1−j). An induction argument shows206

that the m-th derivative of f(·) multiplies207

L∑
k=m+1

k−1∑
j=m

(
j

j −m

)
(−1)jR

(j−m)
k w(·)(k−1−j) .208

Given the arbitrariness of f(·) in F0(I(t0)), it follows that 0 ∧
t0
w(·) ∈ B if and only if209

L∑
k=m+1

k−1∑
j=m

(
j

j −m

)
(−1)jR

(j−m)
k (t0)w(k−1−j)(t0) = Xm

(
d

dt

)
w(t0) = 0 ,210

m = 0, . . . , L− 1. This proves the claim.211

Remark 2. In the time-invariant case R
(j−m)
k = 0 for j − m ≥ 1. It follows212

from Th. 3.2 that

(
0 ∧

t0
w

)
(·) ∈ B if and only if

∑L
k=m+1(−1)jRkw

(k−1−m)(t0) = 0,213

m = 0, . . . , L− 1. This equivalence is Prop. 6.1 p. 1063 in [15]. �214

In the following, if Pi

(
d
dt

)
, i = 1, . . . , N , are polynomial differential operators215

with the same number of columns, we denote by col
(
Pi

(
d
dt

))
i=1,...,N

the polynomial216

differential operator obtained stacking the Pi

(
d
dt

)
’s on top of each other.217

Corollary 3.3. Let (2.1) be a kernel representation of B. Define Xm

(
d
dt

)
by218

(3.3). Let w(·) ∈ B, and define the trajectory of the auxiliary variable x by219

(3.8) x(·) := col

(
Xm

(
d

dt

)
w(·)

)
m=0,...,L−1

,220

and the set of trajectories221

(3.9) Bf := {(w(·), x(·)) | w(·) ∈ B and x(·) is defined by (3.8)} .222

The variable x is a state variable for Bf , and Bf is a state system for B.223

Proof. Let wi(·) ∈ B, i = 1, 2, and define the corresponding trajectories xi(·),224

i = 1, 2 by (3.8). It follows from Th. 3.2 and Prop. 3.1 that the full trajectories225

(wi(·), xi(·)), i = 1, 2 have the following property: if x1(·) and x2(·) are continuous at226

t0 and if x1(t0) = x2(t0), then the concatenability conditions on w1(·) and w2(·) are227

satisfied. It follows that the external trajectory w1(·) ∧
t0
w2(·) ∈ B, and consequently228

that the concatenated trajectory (w1(·), x1(·)) ∧
t0

(w2(·), x2(·)) belongs to the set Bf229

defined by (3.9). Consequently, the variable x defined by (3.8) satisfies the state230

property (Def. 2.1) and Bf is a state system for the external behavior B.231

Remark 3. We discuss in order of appearance in the literature several approaches232

to the construction of state variables and state equations for linear time-varying sys-233

tems.234

In [24], state variables are introduced as auxiliary variables with respect to which235

first-order representations for a behavior can be computed (see Th. 8 p. 394 ibid.), and236
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the state property is shown to be satisfied as a consequence of this (see sect. V.A p.237

396). In formula (9) p. 395 of [24], it is shown that a state variable x can be obtained238

from that of external variables w applying to the latter a polynomial differential239

operator which coincides with that constructed from the differential operators (3.3).240

See also Rem. 5 below for a discussion on further parallels between the approach of241

[24] and the one presented in this paper.242

The authors of [4] consider representations of the behavior where the entries of243

the coefficient matrices Rk are smooth functions. They also view state variables as244

instrumental to achieving first-order representations, rather than starting from a first245

principles perspective. The state variable defined in [4] is precisely that induced by246

the polynomial differential operator (3.3), see formula (14) p. 723 ibid. The procedure247

yields a minimal state variable for the single-input, single-output case.248

The approach to computation of state variables illustrated in [11] also proceeds249

from the realization problem rather than an intrinsic definition of state. The authors250

use the concept of left division in the non-commutative polynomial ringM[D] of poly-251

nomial differential operators with meromorphic coefficients, to arrive at formulas (10)252

p. 1953 and (13) p. 1954 to the same polynomial differential operator as (3.3). From253

the computational point of view, this approach is close to that of [15], in that the254

polynomial differential operators inducing a state variable are shown to be obtainable255

by repeated division of the polynomial matrices describing the system by the inde-256

terminate corresponding to differentiation (see the definition of the “shift-and-cut”257

map in sect. 5, pp. 1060-ff. of [15]). The advantage of the approach of [11] over258

the aforementioned ones, including that illustrated in this paper, is that highlighting259

the connection of polynomial division and state construction brings computer algebra260

techniques to bear on the realisation problem. �261

4. State from latent variables: image representations. If two full tra-262

jectories (wi(·), `i(·)), i = 1, 2 satisfying (2.6) are concatenable at t0, then also263

w1(·) ∧
t0
w2(·) ∈ B, the external behavior of (2.6). Since concatenability of full tra-264

jectories implies concatenability of the corresponding external ones, it follows that a265

state variable for Bf is also a state variable for the external behavior B.266

Now consider (2.6) as a kernel representation
[
Iq −M

(
d
dt

)] [w(·)
`(·)

]
= 0 of the267

full behavior Bf . We now show that a state variable for Bf computed as in sect. 3 is268

a function of ` only.269

Corollary 4.1. If B is represented in image form (2.6) and (w(·), `(·)) ∈ Bf ,270

then the auxiliary variable x with trajectories defined by271

x(·) := X

(
d

dt

)
`(·)(4.1)272

:= col

− N∑
k=i+1

k−1∑
j=i

(−1)j
(

j

j − i

)
M

(j−i)
k `(k−1−j)(·)


i=0,...,N−1

,273

is a state variable for B, and the set of trajectories274

(4.2) Bx := {(w(·), x(·)) | (w(·), `(·)) ∈ Bf and x(·) is defined by (4.1)} ,275

is a state system for B.276
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Proof. Let (w(·), `(·)) ∈ Bf . Apply Th. 3.2 and Cor. 3.3 to conclude that the277

variable with trajectory defined by278

X

(
d

dt

)[
w(·)
`(·)

]
= col

 N∑
k=i+1

k−1∑
j=i

(−1)j
(

j

j − i

)[
0q×q −Mk

](j−i) [w(k−1−j)(·)
`(k−1−j)(·)

]
i=0,...,N−1

279

= col

− N∑
k=i+1

k−1∑
j=i

(−1)j
(

j

j − i

)
M

(j−i)
k `(k−1−j)(·)


i=0,...,N−1

,280

is a state variable for Bf . The argument stated at the beginning of the section shows281

that a state variable for Bf is also a state variable for B; the claim follows.282

Remark 4. In sect. 7 of [15] we proved that for (observable) representations (4.1)283

of a linear time-invariant differential system, concatenability of a full and an external284

trajectory are equivalent; consequently, the time-invariant equivalent of (4.1) provides285

a characterization of polynomial differential operators inducing a state variable. The286

result of Cor. 4.1 only provides a sufficient condition, but it is strong enough to allow287

us to study the relation between storage functions and state in sect. 6 of this paper.288

The converse implication will be considered elsewhere. �289

5. State and first order representations. In this section we prove that given290

a kernel representation of a behavior, it is possible to write down equations of first291

order in the state variable computed in (3.8) and zeroth order in the external variable.292

293

Theorem 5.1. Let B be a behavior described in kernel form by (2.1), and let294

w(·) ∈ B. Denote by x the state variable defined by (3.8), with corresponding trajectory295

x(·). There exist F,G ∈MpL×pL such that296

d

dt
x(·) = Fx(·) +Gw(·) .(5.1)297

Proof. Denote by xm the m-th component of x defined by (3.8), m = 0, . . . , L−1.298

In order to prove the claim, we prove the two equalities299

d

dt
x0(·) =

L∑
k=1

(−1)k−1R
(k)
k w(·)−R0w(·)(5.2)300

d

dt
xm(·) = −xm−1(·) + (−1)m−1Rmw(·)301

+

L∑
k=m+1

(−1)k−1

(
k

k −m

)
R

(k−m)
k w(·) .302

F and G in (5.1) can be computed in a straightforward way from these identities.303

To prove the first equality, since x0(·) =
∑L

k=1

∑k−1
j=0 (−1)j

(
j

j−0

)
R

(j)
k w(k−1−j)(·) it304

follows that d
dtx0(·) =

∑L
k=1

∑k−1
j=0 (−1)j

[
R

(j+1)
k w(k−1−j)(·) +R

(j)
k w(k−j)(·)

]
. Define305

j′ := j + 1; then306

L∑
k=1

k−1∑
j=0

(−1)jR
(j+1)
k w(·)(k−1−j) =

L∑
k=1

k∑
j′=1

(−1)j
′−1R

(j′)
k w(·)(k−j′) ,307
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and consequently308

(5.3)
d

dt
x0(·) =

L∑
k=1

k∑
j′=1

(−1)j
′−1R

(j′)
k w(·)(k−j′) +

L∑
k=1

k−1∑
j=0

(−1)jR
(j)
k w(·)(k−j) .309

Separating the term with j′ = k in the inner sum of the first term in (5.3) we obtain310

L∑
k=1

k∑
j′=1

(−1)j
′−1R

(j′)
k w(·)(k−j′) =

L∑
k=1

(−1)k−1R
(k)
k w(·) +

L∑
k=2

k−1∑
j′=1

(−1)j
′−1R

(j′)
k w(·)(k−j′) .311

The second expression in (5.3) can be rewritten as312

L∑
k=1

k−1∑
j=0

(−1)jR
(j)
k w(·)(k−j) =

L∑
k=1

Rkw(·)(k) +

L∑
k=2

k−1∑
j=1

(−1)jR
(j)
k w(·)(k−j) .313

Consequently, d
dtx0(·) =

∑L
k=1(−1)k−1R

(k)
k w(·) +

∑L
k=1Rkw

(k)(·) equals314

L∑
k=1

(−1)k−1R
(k)
k w(·) +

L∑
k=1

Rkw
(k)(·) +R0w(·)︸ ︷︷ ︸

=R( d
dt )w(·)=0

−R0w =

L∑
k=1

(−1)k−1R
(k)
k w(·)−R0w(·) .315

The first equality in (5.2) is proved. As for the second equality in (5.2), observe that316

d

dt
xm(·) =

L∑
k=m+1

k−1∑
j=m

(−1)j
(

j

j −m

)
R

(j−m+1)
k w(·)(k−1−j)

317

+

L∑
k=m+1

k−1∑
j=m

(−1)j
(

j

j −m

)
R

(j−m)
k w(·)(k−j) .(5.4)318

Define j′ := j + 1 and rewrite the first expression on the right-hand side as319

L∑
k=m+1

k−1∑
j=m

(−1)j
(

j

j −m

)
R

(j−m+1)
k w(·)(k−1−j)

320

=

L∑
k=m+1

k∑
j′=m+1

(−1)j
′−1

(
j′ − 1

j′ − 1−m

)
R

(j′−m)
k w(·)(k−j′) .321

Recall Pascal’s identity
(

j′−1
j′−m−1

)
=
(

j′

j′−m
)
−
(
j′−1
j′−m

)
and conclude that322

d

dt
xm(·) =

L∑
k=m+1

k∑
j′=m+1

(−1)j
′−1

[(
j′

j′ −m

)
−
(
j′ − 1

j′ −m

)]
R

(j′−m)
k w(·)(k−j′)

323

+

L∑
k=m+1

k−1∑
j=m

(−1)j
(

j

j −m

)
R

(j−m)
k w(·)(k−j) .324
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To arrive at the second equality in (5.2), consider first that for k between m+ 1325

and L it holds that326

k∑
j′=m+1

(−1)j
′
(

j′

j′ −m

)
R

(j′−m)
k w(·)(k−j′) +

k−1∑
j=m

(−1)j
(

j

j −m

)
R

(j−m)
k w(·)(k−j)

327

= (−1)k−1

(
k

k −m

)
R

(k−m)
k w(·) + (−1)m

(
m

0

)
Rkw(·)(k−m) .328

Conclude from this equality that329

d

dt
xm(·) =

L∑
k=m+1

[
(−1)k−1

(
k

k −m

)
R

(k−m)
k w(·) + (−1)m

(
m

0

)
Rkw(·)(k−m)

]
330

−
L∑

k=m+1

k∑
j′=m+1

(−1)j
′−1

(
j′ − 1

j′ −m

)
R

(j′−m)
k w(·)(k−j′) .(5.5)331

We now prove that this expression equals −xm−1(·) + zeroth-order terms in w(·).332

To do this, defining j′ := j + 1, we rewrite the expression (3.3) for xm−1(·) as333

xm−1(·) =

L∑
k=m

k∑
j′=m

(−1)j
′−1

(
j′ − 1

j′ −m

)
R

(j′−m)
k w(·)(k−j′)

334

= (−1)m−1

(
m− 1

0

)
Rmw(·) +

L∑
k=m+1

k∑
j′=m

(−1)j
′−1

(
j′ − 1

j′ −m

)
R

(j′−m)
k w(·)(k−j′)

335

= (−1)m−1

(
m− 1

0

)
Rmw(·) +

L∑
k=m+1

(−1)m−1

(
m− 1

0

)
Rkw(·)(k−m)

336

+

L∑
k=m+1

k∑
j′=m+1

(−1)j
′−1

(
j′ − 1

j′ −m

)
R

(j′−m)
k w(·)(k−j′) .337

The second and third term of this expression are the opposite of the second and third338

term in (5.5). Conclude that339

d

dt
xm(·) = −xm−1(·) + (−1)m−1

(
m− 1

0

)
Rmw(·)340

+

L∑
k=m+1

(−1)(k−1)

(
k

k −m

)
R

(k−m)
k w(·) .341

The claim of the theorem is proved.342

In the following remarks we discuss alternative methods for the computation of343

first order equations, and some further work opened up by the result of Th. 5.1.344

Remark 5. In Th. 8 p. 394 of [24], a procedure is given to compute a special345

(“output nulling”) first-order-in-x, zeroth-order-in-w representation for a behavior in346

kernel form:347

d

dt
x(·) = Fx(·) +Gw(·)348

0 = Mx(·) +Nw(·) ,(5.6)349
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where F , M are real matrices with (F,M) an observable pair, and G, N are matri-350

ces with meromorphic entries. In sect. V ibid. it is shown how to compute from351

(5.6) an input-output-state representation associated with a time-varying quadruple352

(A,B,C,D) with (A,C) observable.353

In [4] it is shown that in the single-input, single-output case the state variable (3.8)354

can be used to compute an observability canonical form representation (with matrix355

entries being ratios of smooth functions) of the behavior, see formulas (37)-(38) p.356

728 therein.357

The authors of [11] consider the multiple-input, multiple-output case, and ob-358

tain explicit formulas to compute a matrix quadruple (A,B,C,D) with meromorphic359

entries describing the system in observability canonical form, see Th. 3.1 p. 1953. �360

Remark 6. We showed how representations of first order in the state and zeroth361

order in the external variables can be computed in our approach. However, the result362

of Th. 5.1 falls short of being completely satisfactory on various accounts; we now363

summarise the most pressing directions for further research. The first one is how to364

compute input-state-output representations in our approach (see also Rem. 5). The365

second one is to characterize all state variables for kernel representations on the basis366

of Def. 2.1 and Cor. 3.3. This development would open up further interesting research367

questions, among them minimality and the computation of canonical representations368

(e.g. observability, controllability). Further extensions are the computation of state369

variables and representations starting from hybrid (but not image) representations370

(2.3).371

6. State and storage functions. We analyse the relation of the notion of372

state proposed in this paper with the notion of storage function introduced in the373

framework for dissipativity of [18] and further studied in [5, 20]. We consider quadratic374

functionals defined on the external trajectories of a system, induced by S = S> ∈375

Rq×q, and defined by376

w(·)→ w(·)>Sw(·) =: QS(w(·)) .377

Our analysis of dissipative systems is local, based as it is on the interplay of solutions378

and quadratic functionals on finite intervals [t0, t1] ⊂ R. In this way we circumvent379

the integrability difficulties inherent in considering dissipative systems over the half-380

or full time set R. To make progress on the general case, it makes sense to consider381

the simpler local one; see [5] for a different approach in an operator-theoretic setting.382

In the following we consider systems in image form (2.6). In this case, one can383

rewrite the quadratic functional w(·)→ w(·)>Sw(·) =: QS(w(·)) as a quadratic func-384

tional acting on `(·) and its derivatives:385

w(·)>Sw(·) =

(
M

(
d

dt

)
`(·)
)>

S

(
M

(
d

dt

)
`(·)
)

386

=

L∑
i,j=0

(
Mi

di`(·)
dti

)>
S

(
Mj

dj`(·)
dtj

)
=: QΦ(`(·)) .(6.1)387

388

Remark 7. By considering only systems representable in image form, we restrict389

our investigation to controllable systems (see the discussion following eq. (2.6)). In390

this we follow the approach of [20], where dissipativity for higher-order linear time-391

invariant systems was introduced, and the relation between storage functions and392

state functions was first elucidated.393
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However, the existence of passive, non-controllable electrical circuits (see [1, 6])394

shows that there is no intrinsic relation between dissipativity and controllability. In395

the context of systems described by higher-order constant-coefficient linear differen-396

tial equations, in [6] the authors provided necessary and sufficient conditions on the397

uncontrollable part of the behavior for a given system to be passive as defined in Def.398

5 ibid.. Our concern is with higher-order linear, time-varying cyclo-dissipative sys-399

tems; for the definition of cyclo-dissipativity, see Def. 6.1 in sect. 6.1 of the present400

paper. How to characterise cyclo-dissipativity for the case of uncontrollable linear401

time-invariant systems is discussed in Remarks 8 and 9 on pp. 1722–1724 of [20],402

where an alternative definition is proposed.403

In [14] the authors study uncontrollable cyclo-dissipative systems described by404

higher-order constant-coefficient linear differential equations, in accordance with the405

aforementioned definition in [20]. In Cor. 5.6 of [14] it is proved that, under an406

“unmixing” assumption on the poles of the uncontrollable part of the behavior, the407

storage function is a quadratic function of the state also in the uncontrollable case.408

The extension of such results to the time-varying case is an open problem. �409

6.1. Cyclo-dissipativity and cyclo-losslessness. The following definition is410

analogous to Def. 8 p. 334 of [5].411

Definition 6.1. Let B = im M
(

d
dt

)
, with M

(
d
dt

)
∈ Mq×m[ d

dt ], as in (2.6).412

Denote by X
(

d
dt

)
the polynomial differential operator defined in (4.1).413

B is cyclo-dissipative with respect to QS if for every [t0, t1] ⊂ R such that [t0, t1] ⊆414

∩Lk=0dom (Mk), and every ` ∈ C∞([t0, t1],Rm) such that X
(

d
dt

)
`(ti) = 0, i = 0, 1, it415

holds that416

(6.2)

∫ t1

t0

w(τ)>Sw(τ)dτ ≥ 0 .417

If this inequality holds, then QS is called a supply rate for B.418

Interpreting the supply rate QS as input power, the inequality (6.2) states that a net419

absorption of energy occurs along every system trajectory beginning and ending “at420

rest”, expressed by the conditions X
(

d
dt

)
`(ti) = 0, i = 0, 1 on the state of the system421

at the extremes of integration.422

The following definition is analogous to Def. 13 p. 345 of [5].423

Definition 6.2. Let B = im M
(

d
dt

)
, with M

(
d
dt

)
∈ Mq×m[ d

dt ], as in (2.6).424

Denote by X
(

d
dt

)
the polynomial differential operator defined in (4.1).425

B is called cyclo-lossless with respect to the supply rate QS if for every [t0, t1] ⊂ R426

such that [t0, t1] ⊆ ∩Lk=0dom (Mk), and for every `(·) ∈ C∞([t0, t1],Rm) such that427

X
(

d
dt

)
`(ti) = 0, i = 0, 1, it holds that428

(6.3)

∫ t1

t0

w(τ)>Sw(τ)dτ = 0 .429

It follows from Def.s 6.1 and 6.2 that a cyclo-lossless system is also cyclo-dissipative.430

If we interpret the supply rate QS as input power, then cyclo-losslessness is equivalent431

to path independence of the integral of QS .432

Eq. (6.1) shows that when dealing with systems described in image form and433

supply rates induced by constant matrices, it is natural to study quadratic functionals434

of the latent variable ` and its higher-order derivatives. The next section introduces435

some important concepts in this framework.436
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6.2. Bilinear and quadratic differential forms. We introduce the notion of437

bilinear- and quadratic differential form with time-varying coefficients (see [20] for the438

time-invariant case).439

Let Φi,j ∈Mn1×n2 , i, j = 0, . . . , L be a family of meromorphic matrix functions.440

Let [t0, t1] ⊆
⋂L

i,j=0 dom (Φi,j), and associate with {Φi,j}i,j=0,...,L the form441

BΦ : C∞ ([t0, t1],Rn1)× C∞ ([t0, t1],Rn2)→ C∞ ([t0, t1],R)442

(`1(·), `2(·))→
L∑

i,j=0

(
di

dti
`1(·)

)>
Φi,j

(
dj

dtj
`2(·)

)
.(6.4)443

It is straightforward to see that BΦ is bilinear. If n1 = n2 =: m, then we also associate444

to {Φi,j}i,j=0,...,L the quadratic form445

QΦ : C∞ ([t0, t1],Rm)→ C∞ ([t0, t1],R)446

`(·)→
L∑

i,j=0

(
di

dti
`(·)
)>

Φi,j

(
dj

dtj
`(·)
)
.447

In the following when considering bilinear and quadratic differential forms we assume448

that Φi,j = Φ>j,i, i, j = 0, . . . , L.449

We associate to the bilinear differential form BΦ in (6.4) its infinite coefficient450

matrix (with only a finite number of nonzero entries!)451

(6.5) Φ̃ :=



Φ0,0 Φ0,1 . . . Φ0,L 0m×m . . .
Φ1,0 Φ1,1 . . . Φ1,2 0m×m . . .
...

... . . .
...

... . . .
ΦL,0 ΦL,1 . . . ΦL,L 0m×m . . .

0m×m 0m×m . . . 0m×m 0m×m . . .
...

... . . .
...

... . . .


,452

in the sense that if `(·) ∈ C∞ ([t0, t1],Rm) and we define jet(`(·)) := col
(

di

dti `(·)
)
i=0,...

,453

then454

BΦ(`1(·), `2(·)) =

L∑
i,j=0

(
di`1(·)
dti

)>
Φi,j

(
dj`2(·)
dtj

)
= jet(`1(·))>Φ̃ jet(`2(·)) .455

It is straightforward to verify that the association between bilinear and quadratic456

differential forms and their coefficient matrices is bijective.457

Define the entry-wise derivative of M ∈ Mm×m by
(

d
dtM

)
i,j

:= d
dt (Mi,j), i, j =458

1, . . . ,m. On the coefficient matrix (6.5) we define the entry-wise differentiation459

operation, defined by460

d

dt
Φ̃ :=



d
dtΦ0,0

d
dtΦ0,1 . . . d

dtΦ0,L 0m×m . . .
d
dtΦ1,0

d
dtΦ1,1 . . . d

dtΦ1,2 0m×m . . .
...

... . . .
...

... . . .
d
dtΦL,0

d
dtΦL,1 . . . d

dtΦL,L 0m×m . . .
...

... . . .
...

... . . .

 .461
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We also define the down- and right-shift operations, respectively denoted by σD and462

σR, respectively by463

σD

(
Φ̃
)

:=



0m×m 0m×m . . . 0m×m 0m×m . . .
Φ0,0 Φ0,1 . . . Φ0,L 0m×m . . .
Φ1,0 Φ1,1 . . . Φ1,2 0m×m . . .
...

... . . .
...

... . . .
ΦL,0 ΦL,1 . . . ΦL,L 0m×m . . .
...

... . . .
...

... . . .


,464

and465

σR

(
Φ̃
)

:=



0m×m Φ0,0 Ψ0,1 . . . Φ0,L 0m×m . . .
0m×m Φ1,0 Ψ1,1 . . . Φ1,2 0m×m . . .
...

...
... . . .

...
... . . .

0m×m ΦL,0 ΦL,1 . . . ΦL,L 0m×m . . .
...

... . . .
...

... . . .

 .466

Define the derivative of the bilinear differential form BΦ, denoted by B•
Φ

, by467

d

dt
BΦ(`1(·), `2(·)) :=

L∑
i,j=0

d

dt

[(
di`1(·)
dti

)>
Φi,j

(
dj`2(·)
dtj

)]
;468

it is straightforward to verify that d
dtBΦ is also a bilinear differential form. Use469

Leibniz’s rule for differentiation to verify that the coefficient matrix of B•
Φ

is470

•̃
Φ =

d

dt
Φ̃ + σD

(
Φ̃
)

+ σR

(
Φ̃
)
.471

6.3. Storage functions. We recall the notion of storage function.472

Definition 6.3. Assume that the system (2.6) is cyclo-dissipative with respect to473

a supply rate QS. A quadratic differential form QΨ is a storage function if for every474

w(·) ∈ B and every [t0, t1] ⊂ dom(w(·)) it holds that475

(6.6)

∫ t1

t0

w(τ)>Sw(τ)dτ ≥ QΨ(w)(t1)−QΨ(w)(t0) .476

In the rest of this section we first give several characterizations of cyclo-losslessness477

for systems in image form, and we prove the existence of a storage function for such478

systems. Moreover, we prove that such storage function is a quadratic function of the479

state of the system. Lastly, we show that the results for cyclo-lossless systems apply480

also to cyclo-dissipative systems. We begin with the following instrumental result.481

Lemma 6.4. Let M
(

d
dt

)
= M0 +M1

d
dt + . . .+ML

dL

dtL
be a polynomial differential482

operator with q ×m meromorphic coefficients, and S = S> ∈ Rq×q. Define483

X

(
d

dt

)
:= col

 N∑
k=i+1

k−1∑
j=i

(−1)j
(

j

j − i

)
M

(j−i)
k

dk−1−j

dtk−1−j


i=0,...,L−1

.484
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For every [t0, t1] ⊂ R, [t0, t1] ⊆ ∩Lk=0dom (Mk), and every `i(·) ∈ C∞([t0, t1],Rm),485

i = 1, 2, it holds that486 ∫ t1

t0

(
M

(
d

dt

)
`1(·)

)>
S

(
M

(
d

dt

)
`2(·)

)
dt487

=

(
X

(
d

dt

)
`1(·)

)>
col

(
S
di

dti
M

(
d

dt

)
`2(·)

)
i=0,...,L−1

∣∣t1
t0

488

+

∫ t1

t0

`1(·)>
(
M

(
d

dt

)∗
SM

(
d

dt

)
`2(·)

)
dt .(6.7)489

Proof. From the definition of M
(

d
dt

)
it follows that490 (

M

(
d

dt

)
`1(·)

)>
S

(
M

(
d

dt

)
`2(·)

)
=

L∑
k=0

`1(·)(k)>M>k S

(
M

(
d

dt

)
`2(·)

)
;491

now use integration by parts, as done in the proof of Th. 3.2, to conclude that492 ∫ t1

t0

(
M

(
d

dt

)
`1(·)

)>
S

(
M

(
d

dt

)
`2(·)

)
dt493

=

∫ t1

t0

`1(·)>M>0 S
(
M

(
d

dt

)
`2(·)

)
dt494

+

∫ t1

t0

L∑
k=1

d

dt

k−1∑
j=0

(−1)j`1(·)(k−1−j)>
(
M>k SM

(
d

dt

)
`2(·)

)(j)
 dt495

+

∫ t1

t0

L∑
k=1

(−1)k`1(·)>
(
M>k SM

(
d

dt

)
`2(·)

)(k)

dt .496

We now show that the sum of the first and the last terms on the right-hand side of497

the previous expression, i.e.
∫ t1
t0

∑L
k=0(−1)k`1(·)>

(
M>k SM

(
d
dt

)
`2(·)

)(k)
dt, equals498 ∫ t1

t0

`1(·)>
(
M

(
d

dt

)∗
SM

(
d

dt

)
`2(·)

)
dt .499

Apply Leibniz’s rule for differentiation to conclude that500 (
M>k SM

(
d

dt

)
`2(·)

)(k)

=

k∑
i=0

(
k

i

)
M

(k−i)>
k S

di

dti

(
M

(
d

dt

)
`2(·)

)
.501

It follows that502 ∫ t1

t0

L∑
k=0

(−1)k`1(·)>
(
M>k SM

(
d

dt

)
`2(·)

)(k)

dt503

=

∫ t1

t0

L∑
k=0

(−1)k`1(·)>
k∑

i=0

(
k

i

)
M

(k−i)>
k S

di

dti

(
M

(
d

dt

)
`2(·)

)
dt .504

Define m := k − i, and rewrite the last expression as505 ∫ t1

t0

L∑
k=0

(−1)k`1(·)>
k∑

m=0

(
k

k −m

)
M

(m)>
k S

dk−m

dtk−m

(
M

(
d

dt

)
`2(·)

)
dt .506
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Recall that M
(

d
dt

)∗
=
∑L

k=0(−1)k
∑k

m=0

(
k
m

)
M

(m)>
k

dk−m

dtk−m and apply the binomial507

coefficient identity
(

k
k−m

)
=
(
k
m

)
to conclude that508 ∫ t1

t0

L∑
k=0

(−1)k`1(·)>
(
M>k SM

(
d

dt

)
`2(·)

)(k)

dt509

=

∫ t1

t0

`1(·)>
(
M

(
d

dt

)∗
SM

(
d

dt

)
`2(·)

)
dt ,510

as claimed.511

From the equality just proved it follows that512 ∫ t1

t0

(
M

(
d

dt

)
`1(·)

)>
S

(
M

(
d

dt

)
`2(·)

)
dt513

=

∫ t1

t0

`1(·)>
(
M

(
d

dt

)∗
SM

(
d

dt

)
`2(·)

)
dt514

+

∫ t1

t0

L∑
k=1

d

dt

k−1∑
j=0

(−1)j`1(·)(k−1−j)>
(
M>k SM

(
d

dt

)
`2(·)

)(j)
 dt .515

To prove the claim of the Lemma it remains to prove that516 ∫ t1

t0

L∑
k=1

d

dt

k−1∑
j=0

(−1)j`1(·)(k−1−j)>
(
M>k SM

(
d

dt

)
`2(·)

)(j)
 dt517

=

L∑
k=1

k−1∑
j=0

(−1)j`1(·)(k−1−j)>
(
M>k SM

(
d

dt

)
`2(·)

)(j)

|t1t0 ,518

equals
(
X
(

d
dt

)
`1(·)

)>
col
(
S di

dtiM
(

d
dt

)
`2(·)

)
i=0,...,L−1

∣∣t1
t0

. In order to do so, apply519

Leibniz’s rule for the differentiation of products to conclude that520

L∑
k=1

k−1∑
j=0

(−1)j`1(·)(k−1−j)>
(
M>k SM

(
d

dt

)
`2(·)

)(j)

521

=

L∑
k=1

k−1∑
j=0

(−1)j`1(·)(k−1−j)>
j∑

i=0

(
j

i

)
M

(j−i)>
k S

(
M

(
d

dt

)
`2(·)

)(i)

.522

In the last expression, observe that
(
M
(

d
dt

)
`2(·)

)(0)
is multiplied on the left by523

L∑
k=1

k−1∑
j=0

(−1)j`1(·)(k−1−j)>M
(j)>
k S =

 L∑
k=1

k−1∑
j=0

(−1)jM
(j)
k

d(k−1−j)

dt(k−1−j)
`1(·)

> S ,524

(
M
(

d
dt

)
`2(·)

)(1)
is multiplied on the left by525

L∑
k=2

k−1∑
j=1

(−1)j`1(·)(k−1−j)>
(
j

1

)
M

(j)>
k S526

=

 L∑
k=2

k−1∑
j=1

(−1)j
(

j

j − 1

)
M

(j)
k

d(k−1−j)

dt(k−1−j)
`1(·)

> S ,527
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and so forth. These equalities, together with formula (4.1) for state trajectories for528

systems in image form, prove the claim of the lemma.529

An argument symmetric to that used in the proof of Lemma 6.4 can be used to530

prove the following result.531

Lemma 6.5. Let M
(

d
dt

)
= M0 +M1

d
dt + . . .+ML

dL

dtL
be a polynomial differential532

operator with q ×m meromorphic coefficients, and S = S> ∈ Rq×q. Define533

X

(
d

dt

)
:= col

 N∑
k=i+1

k−1∑
j=i

(−1)j
(

j

j − i

)
M

(j−i)
k

dk−1−j

dtk−1−j


i=0,...,L−1

.534

For every [t0, t1] ⊂ R such that [t0, t1] ⊆ dom (Mk), k = 0, . . . , L, and every `i(·) ∈535

C∞([t0, t1],Rm), i = 1, 2, it holds that536 ∫ t1

t0

(
M

(
d

dt

)
`1(·)

)>
S

(
M

(
d

dt

)
`2(·)

)
dt537

= col

(
S
di

dti
M

(
d

dt

)
`1(·)

)>
i=0,...,L−1

(
X

(
d

dt

)
`2(·)

)>∣∣t1
t0

538

+

∫ t1

t0

(
M

(
d

dt

)∗
SM

(
d

dt

)
`1(·)

)>
`2(·) dt .(6.8)539

We state a characterization of cyclo-losslessness.540

Theorem 6.6. Let B = im M
(

d
dt

)
and S = S> ∈ Rq×q. Define X

(
d
dt

)
by (4.1).541

The following statements are equivalent:542

1. B is cyclo-lossless with respect to the supply rate induced by S;543

2. For every [t0, t1] ⊂ R, [t0, t1] ⊆ ∩Lk=0dom (Mk), the polynomial differential544

operator545

M

(
d

dt

)∗
SM

(
d

dt

)
: C∞ ([t0, t1],Rm)→ C∞ ([t0, t1],Rm)546

`(·)→M

(
d

dt

)∗
SM

(
d

dt

)
`(·)547

is the zero operator, i.e. M
(

d
dt

)∗
SM

(
d
dt

)
`(·) = 0 ∀ `(·) ∈ C∞ ([t0, t1],Rm);548

3. There exists a bilinear differential form BΨ such that for every pair of func-549

tions `i(·) ∈ C∞ ([t0, t1],Rm), i = 1, 2 it holds that550 (
M

(
d

dt

)
`1(·)

)>
S

(
M

(
d

dt

)
`2(·)

)
=

d

dt
BΨ(`1(·), `2(·)) .551

4. There exists a bilinear differential form BΨ such that for every [t0, t1] ⊂ R552

such that [t0, t1] ⊆ ∩Lk=0dom (Mk),553 

M>0
M>1
...

M>L
0m×q
...


S
[
M0 M1 . . . ML 0q×m . . .

]
=

d

dt
Ψ̃ + σD

(
Ψ̃
)

+ σR

(
Ψ̃
)
.554
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Assume that any one of the statements 1.)− 4.) holds; then there exists P ∈MqL×qL555

such that556

BΨ(`1(·), `2(·)) =

(
X

(
d

dt

)
`1(·)

)>
P

(
X

(
d

dt

)
`2(·)

)
.557

Proof. We first prove the equivalence of statements 1.)–4.).558

The equivalence between statements 1.) and 2.) is a straightforward consequence559

of equation (6.7) in Lemma 6.4.560

The equivalence of statements 2.) and 3.) follows from (6.7) and the fundamental561

theorem of integral calculus. For future reference, note that the bilinear differential562

form referred to in statement 3.) is563

(6.9) BΨ(`1(·), `2(·)) :=

(
X

(
d

dt

)
`1(·)

)>
col

(
S
di

dti
M

(
d

dt

)
`2(·)

)
i=0,...,L−1

.564

To prove the equivalence of statements 3.) and 4.), denote by BΦ the bilinear differ-565

ential form566

BΦ(`1(·), `2(·)) :=

(
M

(
d

dt

)
`1(·)

)>
S

(
M

(
d

dt

)
`2(·)

)
;567

then the (i, j)-th entry of Φ̃ equals M>i SMj , i, j = 0, . . .. Since bilinear differential568

forms and coefficient matrices are in bijective association with each other, the equality569

BΦ = d
dtBΨ holds if and only if the equality Φ̃ = d

dt Ψ̃ + σD

(
Ψ̃
)

+ σR

(
Ψ̃
)

also holds.570

We now prove the second part of the claim. It follows from Lemmas 6.4 and 6.5571

and the equivalence of statements 1.) and 2.) that for every [t0, t1] ⊆ dom∩Lk=0 (Mk),572

and for every `i ∈ C∞ ([t0, t1],Rm) it holds that573 ∫ t1

t0

(
M

(
d

dt

)
`1(·)

)>
S

(
M

(
d

dt

)
`2(·)

)
dt574

= col

(
S
di

dti
M

(
d

dt

)
`1(·)

)>
i=0,...,L−1

(
X

(
d

dt

)
`2(·)

)>∣∣t1
t0

575

=

(
X

(
d

dt

)
`1(·)

)>
col

(
S
di

dti
M

(
d

dt

)
`2(·)

)
i=0,...,L−1

∣∣t1
t0
.(6.10)576

Consider the bilinear differential form BΨ defined in (6.9), and its coefficient ma-577

trix Ψ̃. Denote by X̃ the coefficient matrix of X
(

d
dt

)
, that is the infinite matrix of578

meromorphic functions (with only a finite number of nonzero entries) X̃ defined by579

X

(
d

dt

)
`(·) =

[
X0 X1 . . . XL 0qL×m . . .

]︸ ︷︷ ︸
=:X̃

jet(`(·)) .580

Denote by F̃ the coefficient matrix associated with col
(
S di

dtiM
(

d
dt

))
i=0,...,L−1

, i.e.581

F̃ jet(`(·)) := col

(
S
di

dti
M

(
d

dt

)
`(·)
)

i=0,...,L−1

.582

The coefficient matrix of BΨ equals Φ̃ = X̃>F ; from (6.10) it follows that583

BΨ(`1(·), `2(·)) = jet(`1(·))>X̃>F̃ jet(`2) = jet(`1(·))>F̃>X̃ jet(`2(·)) ,584
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holds for every `i(·) ∈ C∞([t0, t1],Rm), i = 1, 2; conclude that X̃>F̃ = F̃>X̃.585

Using unimodular operations on X̃ and F̃ , compute a factorization of X̃>F̃ of the586

form X̃>F̃ = X̃ ′>GF̃ ′, where G is a nonsingular matrix with meromorphic entries587

and X̃ ′, F̃ ′ have full row rank. From the equality X̃ ′>GF̃ ′ = F̃ ′>G>X̃ ′ conclude that588

the row space of F̃ ′ is contained in the row space of X̃ ′, and consequently in that of589

X̃. The claim follows.590

We now consider cyclo-dissipative systems represented in image form. The differ-591

ence between the integral of the supply rate (6.1) and the quadratic storage function592

is the integral of a quadratic differential form, i.e. there exists a quadratic functional593

Q∆ of ` and its derivatives such that594

(6.11)

∫
QΦ(`)dτ −QΨ(`) =

∫
Q∆(`)dτ .595

The functional Q∆ is called a dissipation rate. The dissipation equality (6.11) can be596

rewritten as
∫

(QΦ(`)−Q∆(`)) dτ = QΨ(`), making evident that a system is cyclo-597

dissipative with respect to the supply rate QΦ if and only if it is cyclo-lossless with598

respect to the new supply rate QΦ − Q∆. The following result is a straightforward599

consequence of this observation.600

Corollary 6.7. Let B = im M
(

d
dt

)
and S = S> ∈ Rq×q. Define X

(
d
dt

)
by601

(4.1). Assume that B is S-cyclo-dissipative, with a dissipation rate Q∆ that is a602

quadratic function of ` and its derivatives. Then the storage function QΨ such that603
d
dtQΨ = QΦ −Q∆ is a quadratic function of the state, i.e. there exists P ∈ MqL×qL604

such that605

QΨ(`) =

(
X

(
d

dt

)
`

)>
P

(
X

(
d

dt

)
`

)
.606

Remark 8. The second part of Th. 6.6 (equivalently, Cor. 6.7) has been proved607

in [16, 20] for linear, time-invariant systems and bilinear and quadratic functionals608

with constant coefficients. The argument there was based on the algebraic framework609

of one- and two-variable polynomial matrices representing such systems and function-610

als. Th. 6.6 is a generalization of that result to systems described by higher-order611

differential equations with time-varying coefficients. It is based on an argument that612

only uses the definition of state and straightforward linear algebra concepts. When613

applied to time-invariant systems and functionals, our proof uses a different technique614

to prove the same result as [20, 16]. �615

7. Conclusions. Starting from an intrinsic, trajectory-based definition of state,616

we have provided a procedure to compute a state variable for systems described by617

higher-order differential equations with time-varying coefficients. We have shown618

that first-order representations of a system can be computed from such state vari-619

able, and that the storage function of a cyclo-lossless system can be written as a620

quadratic function of the state. Given the focus on state, our treatment of bilin-621

ear and quadratic functional of system variables and their derivatives was limited in622

scope to storage functions, and in methodology to working directly with differential623

operators. Algebraic techniques for non-commutative polynomial rings open up the624

possibility of developing a whole calculus of bilinear and quadratic differential forms625

with time-varying coefficients based on their representation by polynomial matrices626

with meromorphic coefficients, as was done in [20] for the case of functionals with627

constant coefficients. This line of research will be pursued elsewhere.628
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