[bookmark: _GoBack]High Pressure Direct Injection of Gaseous Fuels using a Discrete Phase Methodology for Engine Simulations
C.J. Ramsay, K.K.J. Ranga Dinesh*

Energy Technology Research group, School of Engineering, Faculty of Engineering and Physical Sciences, University of Southampton, Southampton, SO17 1BJ, UK. 

Corresponding author email address:  dinesh.kahanda-koralage@soton.ac.uk 
Telephone: +44 (0)23 8059 2872












Revised Manuscript Prepared for the submission of International Journal of Hydrogen Energy



Abstract
Direct gaseous fuel injection in internal combustion engines is a potential strategy for improving in-cylinder combustion processes, performance and emissions outputs and, in the case of hydrogen, could facilitate a transition away from fossil fuel usage. Computational fluid dynamic studies are required to fully understand and optimise the combustion process, however, the fine grids required to adequately model the underexpanded gas jets which tend to result from direct injection make this a difficult and cumbersome task. In this paper the gaseous sphere injection (GSI) model, which utilises the Lagrangian discrete phase model to represent the injected gas jet, is further improved to account for the variation in the jet core length with better estimation due to total pressure ratio change. The improved GSI model is then validated against experimental hydrogen and methane underexpanded freestream jet studies, mixing in a direct injection hydrogen spark ignition engine and combustion in a pilot ignited direct injection methane compression ignition engine.  The improved GSI model performs reasonably well across all cases examined which cover various pressure ratios, injector diameters, injection conditions and disparate gases (hydrogen and methane) while also allowing for relatively coarse meshes (cheaper computational cost) to be used when compared to those needed for fully resolved modelling of the gaseous injection process. The improved GSI model should allow for efficient and accurate investigation of direct injection gaseous fuelled engines. 
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1. Introduction
The use of gaseous fuels, such as hydrogen or natural gas in internal combustion engines (ICEs) is one way in which harmful pollutant emissions can be reduced while maintaining or even improving engine performance when compared to pure diesel or gasoline operation [1,2]. 

Currently the most common way in which gaseous fuels are utilised in ICEs is through intake port induction where the gas is injected at low pressure into the intake manifold prior to the inlet valve opening, leading to homogenous air-fuel mixtures [3,4]. Hydrogen and natural gas intake induction has been utilised in both spark ignition [5,6] and compression ignition [7,8] engines in pure [9–11] and dual-fuel [12–15] operational modes. Due to hydrogen’s high reactivity it is also often inducted in small quantities to enhance the combustion quality of low reactivity liquid fuels such as methanol [16,17] and ammonia [18,19]. While intake induction operation has its advantages, e.g. minimal alterations required to convert a conventional engine [20], well mixed fuel which should lead to less carbon based emissions [14,21,22] and so forth, it also suffers from a number of issues. The most significant issues of gaseous intake port induction are reduced control over combustion [7,14], generally higher nitric oxide () emissions as substitution levels increase at medium/high load due to rapid chamber wide combustion at higher equivalence ratios [21,23] and difficulties when substituting in high levels of the gaseous fuel due to oxidiser displacement/reduced power density [4,12,24], knocking [25,26], backfiring [27,28] and struggles to ignite a lean premixed charge at lower loads [15,29,30]. Some of these issues such as high  emissions, engine knocking and backfiring are even more critical for intake inducted hydrogen fuelled ICEs [21,23,25–28].

A promising solution for a number of these issues is direct injection of the gaseous fuel into the combustion chamber. High pressure direct injection (HPDI) of gaseous fuels allows for flexible engine operation as the likes of injector orientation, injection duration, injection pressure, injection timing, number of injections and ignition timing can be optimised to improve engine performance, reduce harmful emissions and increase the amount of liquid fuel which can be substituted out for gaseous fuel in the likes of dual-fuel compression ignition engines. Backfire is also not an issue for HPDI due to all fuel injections occurring after the inlet valve has closed and injectors can be orientated in such a way to avoid hot spots within the chamber to reduce the likelihood of pre-ignition. The biggest problems facing this method is the need to fit new injectors which can handle the high pressures and velocities of the injected gases while also using materials which won’t rapidly degrade to allow for commercial uses and the need to maintain these high injection pressures across a reasonable vehicle operating range (either an additional compressor is required or onboard high pressure gaseous storage tanks can only be depleted until they drop below the pressure required for injection) [2,31–33]. There is also a general lack of research into injection strategies and injector orientation for optimal combustion which needs to be addressed. Multiple manufacturers are currently in the process of developing high pressure gaseous injection systems such as Westport [34,35] and Woodward L’Orange [36,37] who have both released commercial versions of their injectors. 

Gaining a deeper understanding of the mixing process and the impact of various injection strategies and injector properties on HPDI of gaseous fuels is essential for improving the combustion and emissions characteristics of gaseous fuelled engines. While a fair amount of experimental research has been carried out on direct injection gaseous fuelled engines there is a lack of numerical studies on the full engine mixing and combustion process by comparison [2,3,21,32]. Numerical studies are required to properly understand the mixing and combustion process for better design and optimisation of direct injection gaseous fuelled engines. 

Particularly, HPDI of gaseous fuel into a combustion chamber will lead to the occurrence of highly compressible flow structures in the form of an underexpanded gas jet, see Fig.1. Much modelling work has been carried out on underexpanded gas jets with the majority requiring a very fine mesh at the injector nozzle and in the near-nozzle region of the jet to properly resolve the flow [38–41]. This, however, is not fully scalable for efficient parametric investigation of engine operating points as any changes to injector orientation or design would require a full remeshing of the combustion chamber and nozzle, while the very fine mesh required also leads to much higher computational expense than is generally feasible during an engine simulation. As a result, a number of authors have proposed physics based theoretical and numerical models which can be used to circumvent fully resolving the nozzle/near-nozzle region while still maintaining jet characteristics at a given distance downstream of the complicated flow regime in the near-nozzle region. 

This type of approach first began with the finding that the behaviour of an underexpanded jet may be treated as a usual compressible perfectly expanded jet once far enough downstream of the near nozzle shock region given a characteristic length is found which can scale all variable [42,43]. Early models used an approach which set an “equivalent/pseudo/notional/fictional nozzle” downstream of the near-nozzle region, based solely on the real nozzles exit conditions and physical hypotheses, eliminating the need to model the complex turbulent structures prior to the equivalent nozzle, see Fig.2. Examples include the pseudo-diameter approaches of Birch et al. [44,45]., the sonic jet approach of Ewan and Moodie. [46], the Mach disk approach of Harstad and Bellan [47], the adiabatic expansion approach of Yüceil and Ötügen [48]. and a number of others [42,49–51]. In the review of underexpanded jets by Franquet et al. [43] it was noted that while it is true that the actual jet may be approximated accurately by the equivalent nozzle approaches there exists discrepancies between the results of each of the proposed models and thus further analysis is required to determine which offers the best predictions. A number of other models have been proposed and directly integrated with CFD codes. Ra et al. [52] used a hybrid combination of a theoretical model to describe the near-nozzle region and CFD to describe the remainder of the underexpanded jet with good agreement for freestream results. A phenomenological model was created by Andreassi et al. [53,54] to describe the near-nozzle region without need for a fine mesh, and good validation was found for both freestream and impinging jets. Other models have also been suggested [55–58].  While good validation of the mentioned models is achieved, in most cases mesh adaption will likely be required as injection parameters vary or other difficulties in implementation are present. Hessel et al. [59] proposed the gaseous sphere injection (GSI) model which modifies the previously developed Lagrangian liquid spray model for use with high pressure gaseous injections on coarse meshes. A number of studies have used the GSI modelling approach with reasonable agreement for jet characteristics and mixing at engine relevant conditions using coarse grids [59–67]. Particularly, four separate authors have carried out successful combustion modelling for HPDI of natural gas; both Choi et al [63] and Wang et al. [66] in pure natural gas spark ignition engines and both Zoldak et al. [62] and Liu et al. [67] in natural gas-diesel dual fuel compression ignition engines. Due to the ease of implementation, relative familiarity, no remeshing/fine grid constraints and extensive capabilities due to the basis of the GSI model being that of the mature strongly developed discrete phase liquid injection model this approach is a promising one. Nevertheless, the original GSI model still has some limitations with regards to accurately predicting high pressure underexpanded gas jet characteristics which means the model is likely not generally applicable to all/many injectors/injection conditions, due to several assumptions made, e.g. the core length estimate. These shortcomings are discussed in detail in the next section.

The objective of this work is to further improve the original gaseous sphere injection model with a focus on strengthening the core length estimation which determines the transition from the Lagrangian discrete phase particles of the GSI model to the Eulerian bulk gas. In this work the GSI model has been improved so that it can be applied to any underexpanded straight/converging nozzle injector at varying upstream/downstream injection conditions. Previously the GSI model did not account for differences in pressure ratio nor the likes of Mach disk length, velocity or temperature, all of which are of vital importance when ensuring the general applicability of the model to any given injector or injection conditions. The improvements made also allow for the removal of the original GSI model’s alteration of turbulence quantities in the jet region, which makes the model far easier to implement and also removes uncertainty with regards to how the altered turbulence would impact combustion and the progress of other injections, e.g. the pilot, or various flow properties. The validation study of the improved model is carried out for a range of applications covering underexpanded natural gas and hydrogen freestream jets, mixture formation in a hydrogen direct injection engine and combustion in a dual direct injection natural gas-diesel dual-fuel compression ignition engine. Validation across numerous distinct cases which use differing injection systems, fuels and chamber conditions shows that the model can be applied to any circular straight/converging nozzle injector. The proposed novel modifications will help apply the GSI model with greater accuracy to the prediction of high pressure direct injection of gaseous fuels, such as hydrogen and natural gas, in internal combustion engine simulations where computational costs are already high before even considering gaseous injection. This should then allow for much more efficient parametric sweeps of various operating points to design and optimise high pressure gaseous fuel injection strategies for improved mixing and efficient combustion due to the significantly lower computational cost and setup time involved. If desired, this could then guide a more advanced fully resolved simulation or prototype experimental testing at a later design stage.
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Fig.1. Highly underexpanded gas jet structure. Source: Donaldson and Snedeker [68] 
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Fig.2. Schematic of the equivalent-source approach. 







2. Numerical methodology and modelling details
The following section details the basis of the GSI model and the proposed improvements, along with descriptions of the overall modelling approach. 
2.1 Underexpanded gas jet theory
Before describing underexpanded gas jets further we make the distinction between the total pressure ratio, , nozzle pressure ratio,  and the critical pressure ratio . Total pressure ratio is given by

where  is the total pressure and  is the ambient pressure. Nozzle pressure ratio (NPR) is given by 

where  is nozzle exit pressure. The critical pressure ratio is given by

where  is the critical nozzle exit pressure.
Total pressure ratio refers to source pressure divided by ambient pressure, i.e. pressure at the compressor or gas storage tank upstream of the nozzle divided by chamber pressure downstream of the nozzle. Nozzle pressure ratio refers to pressure at the nozzle exit divided by ambient pressure downstream of the nozzle. While critical pressure ratio refers to the nozzle exit pressure at which choked flow will first occur divided by the total pressure. 

In isentropic choked flow of a perfect gas through a converging/straight nozzle, nozzle exit pressure can be calculated using the ratio of specific heat of the injected gas, , along with the total pressure such that

Isentropic choked mass flow rate, , of an ideal gas can be calculated using

where  is the area of the nozzle exit,  is the temperature upstream of the nozzle and  is the individual gas constant of the injected gas.  

However, in the real-world flow is not isentropic and thus other factors can cause losses within the nozzle and so a discharge coefficient, , must also be accounted for. Most commonly discharge coefficient is expressed as the ratio of the actual mass flow rate, , over the theoretical isentropic mass flow rate such that 

Typically discharge coefficients are in the region of 0.6-0.9 [31,69–71] but values of 0.1 and lower have been observed in the literature [72]. 

During gaseous injection if nozzle exit pressure equals the critical pressure then the flow will be choked. Any further increases of the total pressure cannot cause the velocity of the gas travelling through the nozzle to increase further, however, mass flow rate through the nozzle will continue to increase as total pressure increases causing rapid expansion of the gas once it exits the nozzle, i.e., the gas jet is underexpanded. The rapid expansion of the gas upon exiting the nozzle causes the flow to accelerate, becoming supersonic, and producing expansion waves which reflect at the flow boundaries creating a complex shock structure. At NPRs greater than roughly 2 the jet will be highly underexpanded and the core structure will contain a barrel-shaped shock and normal shock termed the Mach disk at its leading edge just downstream of the nozzle exit. Downstream of the Mach disk oblique shocks will continue to propagate extending the core region. At NPRs less than 2, but still at exit pressures greater than the critical pressure, a moderately underexpanded jet will form with a core region made up of oblique shocks. In both cases a small mixing layer will form around the compressible core region however no mixing of ambient gas and injected gas will occur within the core shock structures. As the jet travels further downstream this core region will begin to diminish due to momentum decay and the mixing layer surrounding it will grow until the core regions eventual collapse where full mixing of the injected and ambient gases will begin. After a transition region the jet will achieve self-similarity and thus can be termed fully developed. 

2.2 Gaseous Sphere Injection Model
The basis of the GSI model is rooted in the findings of Ouellette [73] and Ouellette and Hill [74] which state that momentum injection rate of the gas must be reproduced if mixing rate of the gas is to be reproduced. This is backed up by the findings of the various other equivalent nozzle approaches.

As noted previously, simulating flow through the nozzle and the proceeding shock structures is computationally expensive. The GSI model aims to simplify this and allow for simulations to be carried out on coarse grids by adapting the Lagrangian liquid spray model for gaseous injections. The main difference between the liquid and gaseous injection models is when the transition from the discrete Lagrangian droplet phase to the continuous Eulerian bulk phase occurs. In liquid injection droplets will vaporise and transition to the bulk phase over a period of time once they have been heated to a given vaporisation temperature. In gaseous injection droplets will instead transition instantaneously once they have travelled a given distance from the injector nozzle defined by the length of the previously described jet core region. Energy exchange only occurs at the moment of transition and thus gaseous droplets stay at the same temperature they were injected at. Breakup, collision and droplet deformation, which play a pivotal role in liquid injections, are also neglected as surface tension is a property which only occurs at a liquid’s interface. Injected gaseous droplets are essentially treated as “pseudo-liquids” until transition but will have all the correct properties of the intended gaseous fuel when transferred to the bulk phase. Momentum exchange is coupled between the discrete and continuous phase throughout. Upon transition all mass, energy and momentum of the droplet are handed over to the cell in which it transitioned producing a gas jet which is free to mix with the surrounding bulk gases. 

Using the core length to determine transition of the spheres should be a reasonable approach as in a real underexpanded jet the ambient gases are not able to enter and mix with the injected gases in the jet core. This in turn means combustion of an underexpanded jet should be largely limited to the far-field zone as the fuel needs to mix with oxidiser for ignition/combustion to take place. Some optical experiments in the literature have backed up this assumption with the likes of Ishibashi and Tsuru [75] showing the natural gas flame being unable to traverse the near-field region directly following the nozzle exit during or after injection. Admittedly some combustion could take place in the transition region between the near and far-field and also in the mixing layer surrounding the jet core, however, the amount of mixing occurring in either region will be hard to quantify, yet further focus on this area could be a direction for future improvements to the model, e.g. something analogous to the liquid core length used in the KHRT breakup model for liquid injections where child droplets are shed from the core. 



2.2.1 Original GSI model
Core length in the original GSI model was estimated using the findings of a study by Witze on air injection into air [76]. Witze defines the jet core as an inviscid region near the nozzle and through theoretical derivation, based on an incompressible form of Warrens axisymmetric jet theory [77], finds the core length, , to be

									
where  is the nozzle exit diameter. Having an accurate core length estimation is vital for the success of the GSI model as it greatly influences jet penetration, with longer core lengths leading to greater penetration.  The original GSI model was implemented in KIVA-3V CFD software and went on to alter the turbulence length scales, turbulent kinetic energy and turbulent kinetic energy dissipation rates in cells within the jet core and fully developed region, citing the tendency for the RNG - model to overpredict gas jet diffusion and therefore underpredict penetration. While the turbulent round/plane jet anomaly is well known and may be the crux of the issue it may also indicate some other underlying issues with the model as there are turbulence models which are fairly well suited to dealing with the issue such as the Realizable - model. 

Helldorff and Micklow [78] examined a modified implementation of the GSI model in KIVA-3V and identified that part of the issue is likely the result of incorrect momentum coupling of the gas and droplet phase in KIVA-3V and shows good agreement with experimental data for subsonic jets without need for turbulence correction given the momentum coupling is adjusted. KIVA-3V stores the flow velocity field at cell vertices while all other properties are stored at cell centres, leading to a slight offset in momentum compared to mass placement in the mesh when transition occurs. The issue is exacerbated due to the velocity at each vertex being derived from the momentum equation leading to a single vertex greatly overpredicting velocity with the remainder underpredicting. The problem is more apparent in the GSI model compared to normal liquid injections due to a large number of parcels transitioning simultaneously in close proximity to one another at the end of the core length. The improved GSI model was implemented in Ansys Fluent CFD software which uses a co-located scheme where the velocity field is stored at cell centres along with all other variables and thus should not suffer from the same issues. 

2.2.2 Core length review
The core length derivation is another issue as pressure ratio is not factored in. Pressure ratio however, determines the makeup of the entire jet core [43] and thus its length is strongly dependant on the pressure ratio. If core length is underpredicted not only will penetration likely be underpredicted but full mixing of the injected fuel and oxidiser will take place too early leading to an earlier than desired onset of combustion.

The review of Franquet et al. [43] showed there is a clear correlation across a number of cases for supersonic core length increase as total pressure ratio increases. The supersonic core can extend further than the actual jet core but is nonetheless indicative of an increasing core length. 
Many other authors have noted the increase of pressure ratio leading to an increase in core length and Witze himself in an earlier paper [50] noted that jet core length can be estimated by the compressible free jet theory of Kleinstein [49] and stated 

where is the Kleinstein-Witze core length,  is the injected gas density at nozzle exit and  the density of the ambient gas downstream of the nozzle. Witze reviewed several experimental studies on underexpanded air jets and found the core length estimate fit well when compared to jet centerline velocity decay. A number of other studies have noted that the Kleinstein-Witze correlation can accurately predict jet centreline velocity decay [46,79–82] indicating the core length estimation is likely reasonable. 

The following review of core lengths focusses on recent studies using choked convergent or straight nozzles with circular exit geometries at total pressure ratios which are most likely to be applicable at engine relevant conditions. An attempt is made to be consistent about where the core ends as the definition varies in the literature. Where reported the value at which centerline pressure/density ceases to fluctuate is taken or, if not available, mass fraction contours are used ( Experimental and both RANS and large eddy simulation (LES) based CFD works are presented. 

Table.1. Summary of core length review (*denotes when mass fraction contours were required). 
	Reference
	Type of study
	Jet composition
	Total pressure ratio (
	Core length normalised by nozzle exit diameter

	Banholzer et al. [40]
	Exp &
CFD-RANS

	Methane
	5
10
15
20
25
	15*
20.7
26.5
28
30.6

	André et al. [83]
	Exp
	Air
	2.14
2.27
2.97
3.67
	8
8.5
11
11.7

	Li et al. [84]
	CFD-LES
	Nitrogen

Hydrogen
	5.6

5.6
	11

18

	Vuorinen et al. [39]

	CFD-LES
	Methane




Nitrogen
	4.5
6.5
8.5
10.5

4.5
6.5
8.5
10.5
	8.9
10.1
11
11.6

8
11.7
12.2
13.8

	Bonelli et al. [85]
	CFD-RANS
	Hydrogen
	7.6
	16

	Traxinger et al. [41]
	CFD-RANS
	n-Hexane
	60
150
600
	48*
79*
124*



While not exhaustive, the review gives a clear indication of the importance of accounting for pressure ratio when estimating core length. As can be seen in Table.1 and Fig.3a an increase in pressure ratio leads to an increase in core length in all gases examined. There is however, clearly a wide variance in the reported core length values. This can be attributed to the differing experimental/setup conditions along with the difficulties associated with accurately modelling, and or measuring, the characteristics of the jet core. There is also not a clear indication of how exactly differing gases affect core length. From the two cases which examine multiple gases, Vuorinen et al. [26] showed that nitrogen, the denser gas, has slightly greater core lengths than methane, whereas, Li et al. [71] showed a considerable increase in core length for hydrogen (less dense) compared to nitrogen. As a result, the proposed improved core length will simply depend on pressure ratio as the relationship between differing gases still appears to be unclear. 
A clear correlation between jet core length,  and total pressure ratio is found and a new core length estimation of 

is proposed. Fig. 3 compares the core length prediction of Eq. 9 with that of the original GSI model, Eq. 7, and the Kleinstein-Witze correlation, Eq. 8, for hydrogen and methane assuming they are ideal gases and nozzle exit temperature is equal to ambient temperature. The original GSI model prediction is only adequate for very low pressure ratios and is likely only truly applicable for subsonic jets. For a very low density gas such as hydrogen the Kleinstein-Witze correlation proves to be a poor indicator of core length. This is somewhat to be expected as most of the studies for which it is based dealt with higher density air jets. The correlation is much better when applied to methane (quite similar density to air) and fits remarkably well with the plotted data. The proposed improved core length estimation of Eq. 9 gives almost exactly the same trend as the Kleinstein-Witze methane case and fits equally well with the data without the need to account for the variable density of the gases. Furthermore, the high pressure ratio cases studied in Traxinger et al. [41] of supercritical n-hexane fit very well with the core length estimate, Fig.3b, indicating applicability over the full range of possible pressure ratios and fuel densities which will be present in HPDI engine operation.
[image: ]
Fig.3. Core length review summary. Core length normalised by nozzle exit diameter plotted vs. total pressure ratio, a) low to moderate pressure ratios, b) high pressure ratios. 


We find that there is a general lack of studies dedicated to characterising core length with Banholzer et al. [40] being the only recent study found which specifically focusses on it. Further research into identifying the various factors which may affect its value such as pressure ratio, differing gases, discharge coefficient, nozzle geometries, cross flows, combustion, etc. must be carried out. 

In terms of modelling, core length is calculated at each time step in the simulations and thus will account for changes due to pressure ratio decrease when compression and combustion are present. When a particles distance from the injector exceeds the core length it will entirely transition to the bulk phase, transferring all its mass, momentum and energy to the cell in which it resides. It should be noted that one of the main assumptions of the GSI model is that combustion in the mixing layer is negligible. Using a variable core length increases the reliance on this assumption but it should still be reasonable as very high pressure ratios will only be present in cases where gas is injected much earlier than TDC, e.g. spark ignition or some form of homogenous compression ignition, and thus combustion would not be taking place during injection anyway. Further improvements to the model should address this assumption however.  

2.2.3 Injection and particle properties
As we are not modelling the actual underexpansion process in which the injected gas quickly expands to reach ambient pressure once exiting the nozzle, another method must be applied to properly define the jet properties. Currently the GSI model relies on experimental data to set cone angle. While using experimental data to determine jet width and cone angle is likely the best course of action, said data is rarely available so a theoretical derivation is better suited. The original implementation of the GSI model [59] simply used the real nozzle exit diameter with a cone angle measured from images of the jet but as noted this isn’t practical. Whitesides et al. [60] and Wang et al. [66] used the pseudo-Mach disk assumption [73] to set gas and injector properties. The pseudo-Mach disk assumption assumes the nozzle is choked and isentropic expansion of the gas occurs at nozzle exit. Mass flow rate and velocity at the Mach disk is assumed to be equivalent to nozzle exit conditions and injected gas density is assumed to be equal to the density at chamber conditions, then the equivalent injection diameter can be calculated as mass flow rate at the injector is equivalent to that at the Mach disk. In a real underexpanded jet the expansion process at nozzle exit leads to a rapid acceleration of the jet. Velocity on the centerline within the jet core will fluctuate at values about Mach 1 while the surrounding core is supersonic, this is then followed by rapid decay once the core region ends. The acceleration of the jet caused by the expansion means that setting an initial jet velocity of Mach 1 may lead to underprediction in jet penetration rate. 

The derivation of Yüceil et al. [48], which assumes adiabatic expansion of the injected gas to chamber pressure, is used instead as it provides a way to estimate jet velocity,  temperature, , and diameter, , at the Mach disk leading edge which is then used to set initial injection conditions. Assuming an ideal gas and choked converging/straight nozzle  
velocity is given by 

temperature by

and diameter by

where is the isentropic nozzle exit velocity and  is the temperature of the gas at nozzle exit. Pressure ratio can vary and therefore so can the above values, however, for simplicity an expected average value of  is taken on a case by case basis. 

Whitesides et al. [60] and Wang et al. [66] also assumed the leading edge of the Mach disk barrel was at the injector nozzle, but the length of the Mach disk increases with pressure ratio so this assumption will become increasingly more inaccurate as pressure ratios increase. Mach disk length is well studied, and a number of authors have proposed estimates [86–89]. The detailed review of Franquet et al. [43] on the topic comes to the conclusion that the best estimate for Mach disk length, , for a converging nozzle was provided by Crist et al. [87] which uses the assumption that pressure behind the Mach disk is equivalent to chamber pressure to find

where is a constant. More recent works are in agreement with Crist and have shown only small variations of the constant  [31,46,90,91]. This estimate is then used when determining the position of the injector in the computational domain (also factored into core length computation) with an assumed average value of . 

Half jet cone angle, , is sensitive to a number of factors and there exist many discrepancies in the literature both in how to go about measuring spreading and the difficulties in doing so as well as the results themselves. This means that it will be difficult to adequately define a method for setting cone angle so tuning will likely be necessary. The half jet cone angle which is input in Fluent,  defined at the Mach disk leading edge, will generally be different to  as depending on the pressure ratio, the initial expansion may be much more or less rapid than the proceeding spreading and can be estimated using

Again, an average value of  is used to determine . For consistency, in the remainder of this study a commonly reported value in the literature of  [31,69,92] is used, this value is also in line with those used in previous implementations of the GSI model [59,60].

In the GSI model the density and diameter assigned to the injected droplets is only relevant to the particle force balance equation as the modelling of breakup, collision, coalescence, etc. is not required. Fluent struggles to properly model particle drag when droplet density is less than 10 times greater than the fluid density, as is the case in gaseous injections. It makes sense to use a pseudo-density as particle density has no impact on the actual mass delivered at the end of the core length, only on the amount of drag the particle experiences throughout its trajectory and therefore final velocity at the end of the core.
The particle force balance can be written as

where  is the particle velocity,  the fluid phase velocity,  is the molecular viscosity of the fluid,  is the fluid density,  is the particle density,  is the particle diameter,  is the relative Reynolds number defined as 

and  is the drag coefficient for a spherical particle which is set equal to  as  is assumed to be large. 

Small amounts of momentum shedding will occur as the core region penetrates the chamber which leads to the eventual collapse of the core. Using the assumption that velocity of the jet at the end of core should be roughly equal to velocity at the nozzle exit [49,50], the average rate of  velocity decay throughout the core can be estimated by 

where nozzle discharge has been accounted for and is assumed to apply only to the exit velocity. Then using Eqs. 15 and 17 with  it follows that the particle density required to achieve a reasonable velocity at the end of the core can be approximated by

Particle density is then adjusted at each time step throughout a given particles trajectory and a constant (arbitrary) particle diameter of - is used.

2.2.5 Improvements to the GSI model
The proposed improved model will forgo the alterations of the turbulence model. Instead, an improved core length estimation using Eq. 9, along with the use of the previously described theoretical derivations to define injector and particle properties are implemented. Both the variable core length and various Mach disk quantities used in this study have not been previously applied to the GSI model. Fig.4. shows a schematic representation of the updated GSI model. 
[image: ]
Fig.4 Schematic of the modified GSI model.

2.3 Governing equations and modelling setup
The numerical simulations were carried out using three-dimensional unsteady Reynolds Averaged Navier-Stokes (URANS) approach. Simulations were performed on the University of Southampton IRIDIS 4 high performance computing cluster by employing commercial CFD software Ansys Fluent 19.1.

Simulations were carried out by solving compressible URANS equations for mass, momentum, energy and  species transport equations, where  is the total number of species, in the main solver for a chemically reacting mixture using finite volume method, 

Mass:

Momentum: 

Energy: 
							
Species: 
							
In combustion simulations the  and soot emissions were calculated by solving transport equations at a post-processing stage as this method was found to be more computationally efficient. 

The transport equation for  mass fraction, , due to thermal [93] and prompt [94] mechanisms is given by:

	
The Moss-Brookes soot model [95] was employed to predict soot formation using acetylene as the inception species. This model solves a two transport equations for soot mass fraction, , and normalised radical nuclei concentration, b*nuc:





where  is the density of the fluid,  is time, a component of the mean velocity vector,  a component of the fluctuating velocity vector,  a component of the position vector, the source term accounting for mass added by fuel spray, is pressure, is molecular viscosity, a component of the body forces, the Kronecker delta,  the mean total enthalpy,   the effective conductivity,  the specific heat capacity of the fluid,  the source term accounting for any further heat losses,  is the mass fraction of species ,  is the diffusion flux of the given species,  the net rate of production of the given species by chemical reaction,  the rate of creation of the species by the discrete phase injection and any other sources,  is the effective diffusion coefficient,  is the source term for any other  production due to thermal or prompt mechanisms,  is the turbulent Prandtl number for soot transport,  is the soot mass concentration,  is the turbulent Prandtl number for radical nuclei transport,  is the soot particle number density and  is  particles. 

Gaseous injections are dealt with using the modified GSI model which is implemented through use of user-defined functions (UDFs) which allow for customisation of Fluent’s Lagrangian discrete phase model (DPM). In simulations requiring liquid injection the liquid fuel spray is handled by the DPM employing KHRT primary and secondary breakup [96], stochastic collision [97], dynamic-drag [98] and an impingement/splashing wall-film model [99,100]. In both types of injection, the DPM analytically tracks the injected droplets, grouped into parcels, with the fluid flow time step and models their coupled interactions with the continuous phase. The discrete random walk (DRW) stochastic tracking model [101] is used to predict turbulent dispersion of the particles. Realizable - model [102] with standard wall functions is employed to model turbulent flow characteristics due to the models improvements over the standard - model with regards to the round-jet anomaly [102]. Two additional transport equations for turbulent kinetic energy, , and turbulent dissipation rate, , are solved. In simulations requiring combustion the finite rate combustion model, with an adequately fine mesh such that the majority of the RANS scales are resolved, is used to couple the flow and chemical kinetics. The Chemkin-CFD solver along with Fluent’s in situ adaptive tabulation (ISAT) algorithm [103] is employed to integrate reaction rates. The reduced Chalmers n-heptane mechanism [104] is supplemented with the GRI mech 3.0 [105] to represent diesel-natural gas fuel chemistry leading to a chemical mechanism containing  species and  reactions. The nitrogen mechanism was removed from the GRI mech to reduce computational time and instead pollutant emissions are modelled postprocess at the end of each time step. The Moss-Brookes soot model [95] is used to predict soot emissions and thermal and prompt development are accounted for to predict  emissions. In engine simulations dynamic mesh layering and smoothing is used to compute mesh motion, along with remeshing to ensure high mesh quality during the engine combustion network (ECN) hydrogen engine simulations and keygrids during the diesel-methane combustion simulations. Table 2 summarises the numerical models used. 









Table.2. Summary of numerical models employed during simulations.
	Description 
	Model 

	Viscous 
	Realizable -

	Energy/Species
	Species transport finite-rate combustion
Chemkin-CFD solver with ISAT
Chemkin mechanism and thermodynamic database (n-heptane & methane)

	Discrete Phase 
	GSI
Droplet particle
No breakup
No collision
Constant high Re spherical drag
DRW turbulent dispersion
Wall-reflection
Laws: density-drag adjustment, 
core length transition
	Liquid
Droplet particle
KHRT primary & secondary breakup
Stochastic collision
Dynamic drag
DRW turbulent dispersion
Wall-film
Laws: Inert heating, vapourisation, boiling

	 
	Thermal & Prompt

	Soot
	Moss-Brookes

	Dynamic mesh
	Layering and Smoothing (+ remeshing for ECN )



A 3-D double precision analysis is carried out using Fluent’s pressure based solver. The PISO pressure-velocity coupling algorithm is used to reformat the continuity equation and obtain a pressure field. Second order upwind schemes are used for the spatial discretisation. Least squares cell-based method is used to compute gradients. First-order implicit time-stepping is employed due to variable time step profiles generally being used in engine simulations during fuel injection and combustion. Convergence criteria are set to converge at residuals of 10-3 apart from energy and post-processed scalars which are set to 10-6 . In all cases injected mass is also monitored to ensure the correct intended mass is delivered. Max iterations per time step are set to 50 with up to 10 post time-step iterations. Table 3 outlines a summary of numerical discretisation methods employed during calculations. 
[bookmark: _Hlk43886449]Table.3. Summary of numerical methods employed during simulations. 
	Description 
	Parameter 
	Method/Model/Value

	Solver
	General
	Pressure-based 

	Pressure-velocity coupling
	Flux type
Scheme
Skewness correction
Neighbour correction
	Rhie-Chow
PISO
1
1

	Spatial discretisation 

	Gradient 
Density
Momentum
Energy
k
 
Species (N-1 equations)
Pollutant 
Pollutant soot mass
Pollutant soot nuclei
	Least square cell based
Second order upwind
Second order upwind
Second order upwind
Second order upwind
Second order upwind
Second order upwind
Second order upwind
Second order upwind
Second order upwind

	Temporal discretisation 
	Time
	First order implicit 




3. Results and discussion
Validation of the modified GSI model is first carried out via comparison of simulations with experimental studies on underexpanded hydrogen as well as methane freestream jets injected into constant volume chambers. Next comparisons are made to experimental optical mixture formation imaging in a hydrogen direct injection engine. Finally, combustion in a diesel pilot ignited methane direct injection compression ignition engine is simulated and the various combustion and emissions characteristics are compared against the experimental data.

3.1 Freestream hydrogen and methane jets
Two experimental freestream studies on underexpanded gas jets are chosen to assess jet penetration and spreading when using the improved GSI model. The first is Tsujimura et al. [69] which examines underexpanded hydrogen jets injected into nitrogen and the second is Rogers [31] which studies high pressure ratio compressed natural gas (CNG) jets injected into nitrogen. These experimental studies are chosen as they are good sources of both experimental measurement and optical imaging of the gas jets and will help show the applicability of the improved GSI model to the two gaseous fuels most likely to be utilised in engines under various injection conditions. 

3.1.1 Numerical setup
Numerical setups for the freestream test cases are presented. A  x  x cuboid geometry was created in Ansys SpaceClaim and a hex mesh was generated using Ansys meshing Fig.5. The geometry represents the constant volume vessels used in the two freestream studies and is large enough such that walls will not impact the injected gas jets development. Three mesh densities with even cell sizes of   cells),  ( cells) and   cells) were tested with a single case from each experimental study to ensure the GSI models applicability and insensitivity to mesh refinement at mesh densities typical for engine simulation. All mesh densities provided reasonable agreement with experimental data and only minor variations were observed between the  and  meshes and next to no variation between the  and  meshes. The  mesh was deemed to give a sufficiently mesh independent solution and is used for all the freestream tests presented. 

[image: ]
Fig.5. Mesh of constant volume vessel used in freestream studies,  cell size. 

Table 4 outlines the relevant operating conditions for each freestream case. As instantaneous injector mass flow rate was not measured for either study the initial injector transients are not modelled. Instead a constant steady mass flow rate is prescribed based on the overall average mass flow rates which were measured in the studies. Mach disk quantities are calculated using the previously described methods. No slip boundary conditions with no heat transfer allowed are set at the solid walls enclosing the chamber. A constant time step size of e-is used throughout. 
Table.4. Summary of freestream test cases.
	Operating Conditions
	Tsujimura [69]
	Rogers [31]

	Ambient gas
	Nitrogen
	Nitrogen

	Ambient temperature (K)
	298
	298

	Ambient pressure (MPa)
	1
	0.1, 0.05, 0.025

	Injected gas
	Hydrogen
	Methane 

	Upstream temperature (K)
	298
	298

	Actual nozzle exit diameter (mm)
	0.3, 0.7, 1
	1

	Injection total pressure (MPa)
	8
	4

	Total pressure ratio
	8
	40, 80, 160

	Discharge coefficient
	0.9
	0.482

	Steady mass flow rate (kg/s)
	3.50e-4, 1.91e-3, 3.89e-3
	5.41e-3



Jet axial penetration length is measured normal to the nozzle exit plane to the furthest axial position with greater than  mass fraction of the injected gas. Half jet dispersion angle is calculated using the same method as the given experimental study (Tsujimura and Rogers use different methods which are detailed in each article/thesis) and the jet boundary is taken to be at  mass fraction of the injected gas.  

3.1.2 Validation
Figs. 6a and 7a show that the initial jet penetration trends are overpredicted for all cases. This is most likely due to injector ramp up/energizing time not being accounted for but could also be because of difficulties in carrying out experimental measurement of the highly complicated initial flow development or a need to tune the cone angle setting on a case by case basis to limit initial penetration. However, after roughly  in both studies penetration matches experimental results rather well which indicates the fully developed region is predicted reasonably. Penetration in the Tsujimura  case is largely underpredicted which could be due to changes in discharge coefficient as nozzle geometry varies, which is not accounted for, and Tsujimura also notes that the  orifice has the greatest normalised jet volume and spreading rate which may indicate a need to increase cone angle at smaller orifice sizes. In the Rogers PR160 test, Fig.7a, the jet does not have time to fully develop before being influenced by the wall in the experiments, nonetheless, simulation results appear to be converging towards the experimental trend had it been able to continue. Even with the noted issues jet penetration is well captured for both hydrogen and methane at various pressure ratios and injector nozzle diameters. 

Figs. 6b and 7b show the measured and calculated half jet dispersion angles for hydrogen and methane free jets respectively. At areas close to the end of the core length, where transition of the gaseous droplets occurs, there tends to be an overprediction in spreading. This is likely partly due to the neglect to model injector transients but also results from the deacceleration of the injected gas upon transition. This is not so dissimilar to a real underexpanded jet where vortex rings form at the tip of the jet, nevertheless, dispersion is somewhat higher than expected at this point. Fig.6b shows that the simulated values of jet dispersion tend to fluctuate in the early parts of the injection before beginning to converge to a lower value after roughly . Experiments also show this fluctuating behaviour to a lesser degree and the behaviour is expected due to the jet needing time to fully develop during the transition region following the core. The methane cases, Fig.7b, also exhibit this behaviour in both experiments and simulations but due to the very high pressure ratios there does not appear to be time for this fluctuation to stop before the end of the tests. The simulations tend to show an increase in dispersion angle as pressure ratio increases, however, the experimental results show an inconsistent trend. In further tests of even higher pressure ratios carried out by Rogers, it was found that generally dispersion angle does increase with pressure ratio which indicates the simulation trends are reasonable. Considering a constant cone angle of  is set throughout all the simulations jet dispersion is relatively well represented and, while not ideal, should be adequate for use in further study and failing that can be tuned on a case by case basis. 

[image: ]
Fig.6. Hydrogen freestream simulation temporal development comparison with experimental data [69] for a) jet tip axial penetration and b) half jet dispersion angle for ,  and  nozzle exit diameters at . 

[image: ]

Fig.7. Methane freestream simulation comparison with experimental data [31] for a) jet tip axial penetration temporal development and b) half jet dispersion angle axial development measured at 70% of the jet tips penetration at  and . 

Fig.8 compares the experimental shadowgraph images taken by Tsujimura for the  nozzle and the mass fraction contours of the present CFD results. As previously noted, and illustrated by Fig.8., there is a clear overprediction of the initial jet penetration, yet as time progresses the jet penetration of the experiment “catches up” and proceeds at a very similar rate to the simulations. The spreading rate demonstrates a similar story with the  simulation snapshot showing a much wider jet than its experimental counterpart, however, at and  the predicted jet widths are very similar to that of the experimental shadowgraph images.
 [image: ]
Fig.8. Hydrogen freestream comparison of experimental shadowgraph imaging and CFD simulation mass fraction (min ) contours for the  nozzle exit diameter at . Source: Tsujimura et al. [69].
[image: ]
Fig.9. Comparison of methane freestream jets after the start of injection at and  Shown are simulation mass fraction contours (min ) and particles coloured by velocity –  ). 

Fig.9 backs up the findings of Figs.7a and 7b and shows the expected increase in jet penetration rate as pressure ratio is increased even though injection pressure (and thus mass flow rate) are constant between all cases.  

Overall, the modified GSI model results, in terms of jet penetration and spreading rate, are in good agreement with the experimental freestream studies across a wide range of pressure ratios, disparate injected gases and multiple nozzle diameters. This implies the improved GSI model should be sufficient for predicting gaseous injections when extended to more practical applications such as direct injection in engines. 

3.2 Mixture formation in a hydrogen direct injection engine
An experimental study on the direct injection of hydrogen into an optically accessible spark ignition combustion chamber is used to assess the improved GSI model’s ability to accurately predict mixture formation in a realistic engine setup. The study chosen is that of the engine combustion network (ECN) on mixture formation in a hydrogen direct injection engine [106,107] as this is an excellent source of publicly available experimental and optical measurement which also provides an accurate engine geometry. The ECN study uses particle image velocimetry (PIV) for flow-field measurement and planar laser-induced fluorescence (PLIF) to capture images of the fuel mole fraction distribution. Another advantage of the ECN study is the ability to test the GSI model improvements in a high pressure ratio ( 81) engine case.  

3.2.1 Numerical setup
Numerical setup for the mixture formation of hydrogen direct injection into a spark ignition engine is presented. Initially, the full combustion chamber along with intake/exhaust valves and ducts is meshed using Ansys meshing, Fig.10a, leading to a grid with about  cells at IVC. A layered sliding hex mesh is created at the valves to allow for valve motion as well as in the main chamber to simulate piston motion, while the rest of the geometry is meshed using tets, Fig.10b. This mesh is then used to compute the in-cylinder flow field which develops due to the gas exchange process. One full  cycle starting from exhaust valve open (EVO) is run to remove any initial transients, followed by another from EVO to inlet valve close (IVC). After this a higher quality but reduced grid, roughly  cells at IVC with a max cell size of , detailing only the combustion chamber is produced, Fig.10c, and the previous results of the gas exchange process are interpolated as initial conditions. A further refined grid with roughly  cells at IVC was also tested but results did not differ significantly. The compression stroke is then simulated from IVC to top dead centre (TDC) which includes the full hydrogen injection and mixture formation process. A constant time step size of 0.25°CA is used throughout the simulations and is only lowered to 0.025°CA from the start of injection until 10°CA after the end of injection. Results are then compared to the experimental measurements and optical imaging. Throughout this analysis the convention that 720°CA is TDC of the compression stroke is followed. 

[image: ]
Fig.10 a) Full geometry mesh including valves, ducts and chamber for gas exchange process, b) cut-plane view of full mesh demonstrating valve layering motion, c) cut-plane view of reduced chamber only mesh for hydrogen mixture formation analysis. 


During the gas exchange simulation, experimentally measured pressure profiles are set at the inlets of the intake ducts and outlet of the exhaust duct, Fig.11, and temperatures at the inlets and outlet are set to . In both stages of the simulation all chamber, piston head and valve wall temperatures are set to a constant  and in the gas exchange process duct walls are set to . The bulk gas used is nitrogen and the engine runs at a speed of . Table 5 summarises the operating conditions and engine geometry and further information about the experimental setup can be found at the ECN website [106]. 


[image: ]
Fig.11. Experimentally measured pressure profiles used as boundary conditions at inlet and exhaust ducts.





Table 5. Summary of ECN mixture fraction test case 
	Operating conditions
	ECN

	Bore x stroke (mm)
	92 x 85

	Displacement volume (L)
	0.56

	Compression ratio
	11

	Engine speed (rpm)
	1500

	Ambient gas
	Nitrogen

	Initial ambient temperature (K)
	309.15

	Initial ambient pressure (MPa)
	0.1

	Intake valve timing (CA)
	open: 346° / close: 580°

	Exhaust valve timing (CA)
	open: 130° / close: 364°

	Injected gas
	Hydrogen

	Upstream temperature (K)
	300

	Actual nozzle exit diameter (mm)
	1.46

	Injection total pressure (MPa)
	10

	Total pressure ratio
	 81

	Discharge coefficient
	0.248

	Steady mass flow rate (kg/s)
	2.56e-3

	Injection period (CA)
	583°-600.5°



The actual nozzle exit diameter is  and is directed at a  angle with respect to the cylinder axis downwards towards the intake squish region ( included spray angle). The prescribed hydrogen injection mass flow rate is shown in Fig.12. and the remainder of the initial injection quantities are calculated at the Mach disk via the previously described methods.


[image: ]
Fig.12. Mass flow rate profile for hydrogen injection.

Fig.13 shows the mean velocity vector field on the cylinder symmetry plane (in-plane) at IVC calculated by the CFD gas exchange simulation and that of the experimentally measured field. The simulation matches reasonably well with the experiments and captures the recirculation zones at the bottom and top of the chamber. There is a slight shift of the recirculation zones downwards and to the right in the simulations but overall, the velocity field is predicted adequately. Calculated pressure throughout the cycle also matches with the data provided by the experiments. Data from the gas exchange process is then interpolated to the reduced grid for initial conditions in the mixture formation simulations.  

[image: ]
Fig.13. Initial mean in-plane velocity vector field at IVC calculated by CFD after initial gas exchange modelling compared with experimental PIV measurement. 

In-plane mean velocity vector fields calculated by the simulations and the measured experimental values during the hydrogen injection and mixture formation process are presented in Fig.14. At each crank angle the velocity field is predicted well, with the general flow development induced by the injected gas jets penetration, such as recirculation zones and the wall jet, being reproduced. Velocity magnitudes are largely also well captured.
[image: ]
Fig.14. Mean in-plane velocity vector field calculated by CFD during compression stroke including hydrogen injection from  to  compared with experimental PIV measurement.

In-plane hydrogen mole fractions are shown in Fig.15. One of the major differences observed is the lack of hydrogen close to the injector at . This is expected due to the estimated core length extending deep into the chamber, thus no droplet transition, and is backed up by the rich hydrogen concentration measured in the experiments at the center of the jet all the way up to the chamber wall. It should be noted that the jet core should have a mole fraction of 1 and the experiments may not show this due to difficulties in measuring the value experimentally, influence of the wall on the core structure or the high injector discharge coefficient leading to a reduced core. There is also a hydrogen rich portion of the wall jet formed directly after impingement which is not well captured by the CFD indicating the potential need for enhanced wall treatments (the higher concentration is predicted by the CFD but the colour scale does not show this well as the peak value is underpredicted compared to the experiments). Nonetheless, the general mixture formation excluding these regions is well predicted at . At  the hydrogens progress penetrating the chamber, traversing the top of the piston and up the left wall, as well as the secondary zone at the top right corner is in good agreement with the experimental measurement. However, again there is an underprediction in the richness of the mixture along the wall preceding the head of the jet. There is also a general lack of hydrogen dispersion in the chamber. The simulation at  suffers from much of the same issues as the previous crank angles whereby the rich region behind the head of the jet is not well defined and the concentration in the lean areas is lower compared to the experiments indicating a lack of hydrogen dispersion. The final measured mixture formation at  matches the simulations rather well with the two clear rich and two clear lean regions present. 



[image: ]
Fig.15. Hydrogen mole fraction () contours for hydrogen injection from to  during the compression stroke calculated by CFD compared with experimental PLIF measurement. 
Other RANS based CFD studies using refined injector inlets appear to suffer from similar issues in terms of adequately predicting jet dispersion and wall jet features [107–109]. This indicates that the problem is likely not to do with the GSI model and more so shows a need for enhanced wall treatments, fine tuning of the turbulence model, multi-component diffusion or use of a more detailed mass flow rate profile as the simplified ramp up/down may be inadequate. 

Overall agreement of the mixture formation and flow field between the present CFD study and experiments is very good with only minor differences being observed throughout the entire process. This indicates the improved GSI model can be a valuable tool in efficiently exploring direct injection gaseous fuelled engine nozzle configurations and injection strategies. 

3.3 Combustion in a dual-direct injection compression ignition engine
An experimental study on combustion in a dual direct injection diesel-methane compression ignition engine is used to assess the applicability of the improved GSI model to predicting combustion characteristics in direct injection gaseous fuelled engine.  The study chosen is that of Faghani [110] as it is one of the few experimental works on gaseous direct injection and combustion in an engine which provides sufficient details for numerical model validation [111,112].  

3.3.1 Validation
Numerical setup for the reacting compression ignition dual direct injection diesel-methane engine is presented. As there are evenly spaced diesel and gas injectors in the engine a sector geometry representing th of the combustion chamber is created in Ansys SpaceClaim and meshed using Ansys meshing, Fig.16. The sector contains one gas and one diesel injector both with an included spray angle of  and an interlace angle of . The Westport HPDI 2.0 injector used in the experiments is depicted in Fig.16. Periodic boundary conditions are set at the side faces of the sector and constant temperature boundary conditions of  are set at the sector top face and piston bowl walls and  at the remainder of the chamber walls. Exhaust gas recirculation (EGR) level is adjusted by varying the initial charge composition, temperature and pressure using values measured in the experimental reference. Simulations are run from IVC to EVO and layering is used to compute piston motion during the compression and expansion strokes. Results are then compared to the experimental measurements. The prescribed diesel and methane injection mass flow rates are shown in Fig.17 and the remainder of the initial injection quantities are calculated at the Mach disk via the previously described methods. The injection profiles are based on those detailed in the reference study [110]. As seen in Fig. 17, the gas injection takes place around TDC because a non-premixed mode of combustion is targeted as it allows for much finer control over the combustion and engine operating parameters compared to an early injection, or intake inducted, premixed combustion strategy. This type of strategy should allow for both the maximum torque and highest gaseous fuel energy share and is likely the direction in which gaseous fuelled compression ignition engines are headed, as noted by Westport/AVL [35], and thus is an ideal case to test the GSI model on. Throughout this analysis the convention that  is TDC of the compression stroke is followed. Table.6. summarises the operating conditions and engine geometry.
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Fig.16. Sector mesh at  used in combustion simulations. Left shows the “coarse” grid used to compute the compression stroke prior to injection and right shows the “fine” keygrid, with a maximum mesh size of , used during injection and combustion. 
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Fig.17. Schematic of the Westport HPDI 2.0 injector used in experiments (Source: Westport Inc [113]) and injection mass flow rate profiles for diesel and methane used in the simulations. 












Table.6. Summary of dual direct injection diesel-natural gas combustion case.
	Operating conditions
	Faghani 
	

	Bore x stroke (mm)
	137 x 169
	

	Connecting rod (mm)
	262
	

	Displacement volume (L)
	2.5
	

	Swirl ratio
	1.5
	

	Compression ratio
	17
	

	Engine speed (rpm)
	1500
	

	IVC-EVO (CA)
	630°-860°
	

	Ambient gas
	Air + EGR
	

	EGR (%)
	0%, 18%, 25%
	

	Initial ambient pressure (MPa)
	0.382, 0.448, 0.450
	

	Initial ambient temperature (K)
	431, 441, 428
	

	Ambient gas composition
	0%:  = 0.233,  = 0.767
 = 0.0,  = 0.0
18%:  =  0.205,  = 0.760
 = 0.0194,  = 0.0156
25%:  = 0.198,  = 0.7583
 = 0.0240,  = 0.0194
	

	Injection Properties
	Gas
	Liquid

	Number of injectors
	7
	7

	Injected fuel
	Methane
	Diesel

	Upstream temperature (K)
	370
	320

	Actual nozzle exit diameter (mm)
	0.73
	0.16

	Injection total pressure (MPa)
	25
	27

	Total pressure ratio
	 2
	-

	Mass of fuel injected-sector (kg)
	2.48e-5
	1.57e-6

	Discharge coefficient
	0.87
	0.8

	Steady mass flow rate (kg/s)
	1.39e-2
	2.5e-3



Accurate combustion results can be obtained through direct use of detailed chemistry given the mesh is adequately refined such that the majority of the turbulence scales are resolved to minimise sub-grid effects [114–117].  In this study, we employ a RANS based turbulence model, species transport finite-rate combustion and a detailed methane/n-heptane chemistry mechanism to simulate combustion in a diesel-natural gas dual direct injection engine. The discrete phase modified GSI model and discrete phase liquid injection model are used to represent the methane and n-heptane fuel injections respectively. Table.2 provides a breakdown of the numerical models employed for the simulation. 

An extensive mesh sensitivity study is carried out using  different grid resolutions; coarse, medium, fine and very fine with maximum cell sizes of , ,  and  respectively, Table.7. To allow for reasonable computation times keygrids are used in all but the coarse mesh simulation. In the medium, fine and very fine cases the coarse grid is used from IVC to  (3°before pilot injection start) before being replaced by a finer mesh, Fig.16. This fine mesh is then used throughout both injections and the power stroke until EVO with a variable layering height which begins to coarsen after injections have finished. A variable time step size is used with  steps from IVC to  followed by  steps until  then  again until EVO. 

Table.7. Mesh densities for the mesh independence study.
	Mesh
	Cell count at TDC
	Max cell size (mm)

	Coarse
	50k
	1

	Medium
	300k
	0.4

	Fine
	400k
	0.35

	Very Fine
	550k
	0.3



As can be seen in Fig.18. all grids apart from the most coarse predict in-cylinder pressure and heat release fairly well for the  EGR test case. The coarse grid predicts a slightly later ignition of the methane injection compared to the other grids and generally underpredicts the rate of combustion until around the time that the gaseous injection finishes, leading to a lower pressure than desired. Only small variation between the medium and fine grid is observed. The variation is largely during the diesel injection where the medium grid has a similar peak HRR but lower level of mixing controlled diesel combustion than the fine grid which leads to lower pressures. The difference between the fine and very fine grids is even smaller with the only significant change being a slightly earlier diesel ignition which leads to a lower peak diesel HRR in the very fine grid. This could be due to grid effects but may simply be due to the cycle to cycle variation which the discrete phase model can cause. Results indicate that the RANS scales are adequately resolved when using a maximum cell size of , in line with the expected  –  minimum length scale discussed in the literature [114–117], so for the remainder of this study the  fine mesh is used and deemed insensitive to further mesh refinement. 

Comparing simulation results to the experimental study, the heat released from the combustion of the pilot injection is overpredicted leading to an overprediction in pressure during this period. This could be due to a number of reasons such as the use of n-heptane as a surrogate for the diesel blend used in the experiments which has a slightly smaller lower heating value than n-heptane as well as a likely different cetane number and thus expected ignition delay. For the gaseous injection, ignition delay and peak heat release are predicted well, however, heat release rate during the mixing-controlled combustion phase is somewhat underpredicted and tends to remain at a higher level for longer when compared with experimental results. This again could be due to the use of methane as a surrogate for natural gas whose composition can vary greatly, or potentially a need to tune the likes of the cone angle in the GSI model for the specific case or to use a more accurate mass flow rate profile which accounts for the transients at the start and end of injection. It’s also true that Mach disk properties (injection properties) will vary during combustion and thus a more complete approach would use a moving injector position as Mach disk length decreases, as well as variable Mach disk diameter, velocity and temperature rather than the expected averages used in these simulations. Another potential reason for the under prediction in mixing controlled combustion rate is the mixing layer surrounding the jet core being neglected which could lead to an offset in the combustion similar to the observed difference. Introducing a secondary transition criterion which would allow for particles at the outer limits of the core to be shed and transition to the bulk phase at a specific rate may be a good approach. Implementing these improvements should lead to better agreement with the experimental results and could be the focus of future work. All in all, the combustion trends are captured very well indicating the potential for the improved GSI models use in direct injection engine studies.  
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Fig.18. Pressure and heat release rate predictions and mesh sensitivity study for the 18% EGR test case with comparison to experimental data. 
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Fig.19. Breakdown of the diesel pilot ignited direct injection methane jet combustion process using calculated HRR (left), cylinder axis plane temperature contour slices (middle left), methane jet isosurfaces at 0.005 mass fraction (middle right) and top-view flame front temperature isosurfaces at  (right).

Furthermore, Fig.19. shows the various stages of combustion are captured well by the model. Initially the pilot diesel combustion occurs, beginning at roughly  and peaking around . The pilot combustion is largely confined to the near injector region/center of the chamber, see first row. The main injection of methane then begins and interacts with the high temperature region where the pilot combustion is occurring leading to ignition of the jet around  Heat release rate then begins to climb rapidly due to the injector finishing its ramp up to peak mass flow rate, which is further enhanced by the free jet penetrating deeper into the chamber and mixing with oxidiser, second row of Fig.19. The majority of the combustion occurs at the outer edges of the jet where stoichiometry is achieved as the core of the jet is still too rich for combustion. The peak heat release rate coincides with the jets first contact with the piston bowl lip/wall at about , third row, which is then followed by a rapid fall off in combustion rate, due to both quenching of the flame front at the wall and also the accumulation of methane in the region which can’t combust due to a lack of oxidiser. As shown in the fourth row the jets momentum eventually leads to the spreading of the fuel both deeper into the piston bowl, up towards the top of the chamber and outwards towards the other sectors of the chamber. This allows for the flame front to spread and the fall in heat release rate levels off around . Row 5 shows the flame front travelling towards the chamber liner and also curling up in the piston bowl and travelling back towards the injectors. As the main injection has ended heat release rate falls off and combustion starts to occur in the core/center of the jet as the rich core has decayed and is no longer too rich for combustion to take place. Interaction with the jet/flame from other chamber sector injections is also beginning to occur as can be seen in the temperature isosurface. 

Assessing the CFD modelling framework along with the improved GSI model’s ability to predict pollutant emissions under differing conditions is important for gaining insight into various engine operating strategies. As pollutant soot and  predictions are decoupled from the main flow solution the absolute values predicted are not of much importance, but the trends predicted should still follow those of the experimental data. As can be seen in Figs. 20a) and 20b), the overall trends of both  and soot emission as EGR rate is increased are predicted fairly well with  showing a decrease between  and  EGR rates and soot showing an increase. The percentage decrease in  is also well predicted with simulations showing a decrease of  between  and  EGR rates and experiments showing a decrease of . The findings are in line with the expected effect of EGR on  development, whereby reduction in oxidiser leads to lower combustion temperatures which is further aided by the dissociation of and  during combustion and the higher heat capacity of exhaust gases acting as heat sinks [118,119]. The percentage increase in soot is underpredicted in comparison to experiments which likely indicates a need to tune model parameters, include a soot mechanism in the chemical kinetics, improve initial charge composition as EGR rate is increased or various other factors. However, the general increasing trend of soot emissions being captured is deemed sufficient for the current work. Increased soot emissions with increased EGR use is expected due to the decrease of oxygen availability leading to an increase in fuel rich areas and thus soot formation as well as the reduced in-cylinder temperatures being better suited for soot development [118,120]. 
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Fig.20. Pollutant trend predictions of a)  and b) soot at EVO for increasing levels of EGR compared with experimental measurement. 

Overall, the CFD model predicts the gaseous combustion and emissions characteristics relatively well and thus indicates that the improved GSI model should be suitable for use in the investigation of combustion in direct injection gaseous fuelled engines. 




4. Conclusion
The capability of the improved discrete phase gaseous sphere injection (GSI) model to accurately predict the direct injection of gaseous fuels, such as hydrogen and natural gas, into internal combustion engines has been demonstrated. A change to the core length estimation which determines when gaseous droplets transition to the bulk phase was introduced. An empirical estimate based on recent experimental and numerical data is proposed which accounts for the variation in the jet core length due to total pressure ratio change. Other theoretical estimates are also used to determine injection and discrete phase particle properties. The improved GSI model was implemented into a CFD code and used to simulate the gaseous direct injection process at various engine relevant conditions. Both experimental freestream and engine studies are considered for model validation. The main findings of the paper are summarised as follows:
1. The gaseous fuel injection process was successfully simulated by the improved GSI model across a wide range of cases including both hydrogen and methane direct fuel injection. Good agreement with experimental data is met using coarse meshes without need for turbulence model alteration or model tuning, unlike in the original GSI model, given the proposed modifications to core length, drag and initial injection quantities are applied. This indicates that the improved GSI model can be applied to any underexpanded straight/converging nozzle injector at varying upstream/downstream injection conditions.
2. Good agreement with experimental data is found in terms of penetration and spreading in freestream studies; mixture formation and velocity field in a non-reacting hydrogen direct injection spark ignition engine and combustion and emissions characteristics in a dual direct injection methane-diesel compression ignition engine.
3. Future improvements to the model could account for variations in Mach disk properties as pressure ratio changes throughout a given simulation by using a variable Mach disk length, velocity, diameter and temperature; implementing a secondary condition criteria which allows for shedding/transition of particles on the outer edge of the core to model the mixing layer; cone angle tuning or more accurate mass flow rate profiles which account for the various transients during injection. 
4. Additionally, further experimental and high fidelity numerical studies focussed on the fundamental mixing and non-premixed combustion processes of underexpanded gaseous jets is required for a more complete validation of the GSI model. 
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