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#### Abstract

Consider a base station (BS) relying on a massive antenna array, which transmits information to multiple vehicles of vehicular networks. In order to jointly consider both the communication resource consumption and the road-traffic efficiency, we define a metric given by the BS's downlink power normalized by the vehicular velocity. We refer to it as the Power to Velocity Ratio (PVR). The prime objective of this paper is to minimize either the maximum individual vehicle PVR or the entire system's PVR by optimizing the power allocation at the BS, while guaranteeing the information requirements of the vehicles both under the total transmit power constraint and driving velocity constraint. As for the individual vehicle PVR, a closedform power allocation expression is derived by assuming that the transmit power constraint is non-restrictive. Based on this an optimal power allocation algorithm is proposed for arbitrary finite transmit power constraints. As for the system PVR, the non-convex problem formulated is first transformed into a convex problem and then the optimal solution is found by conceiving an efficient iterative algorithm. Our simulation results show that the proposed algorithms indeed succeed in achieving the optimal individual vehicle or system PVR.


Index Terms-Vehicular networks, power consumption, traffic efficiency.

## I. Introduction

Next-generation (NG) wireless networks are expected to support a wide variety of both conventional communications services and of emerging vertical industrial services [1]. The three typical application scenarios of NG networks include enhanced mobile broadband (eMBB), massive machine type communications (mMTC), and ultra-reliable low latency communications (uRLLC) [2]. Among many exciting applications, an important one is the seamless integration with and support of vehicular networks [2], [3] for improving the transportation efficiency, traffic safety and the quality of information services on the move [4]-[6]. In order to achieve these ambitious objectives, many recent studies have investigated the architectures and key transmission technologies of NG vehicular networks.

By combining the advantages of both dedicated short range communications (DSRC) and of the 4G long-term evolution (LTE) systems, heterogeneous vehicular network architectures

[^0]were designed to support the vehicle-to-everything (V2X) scenario relying on software-defined networking (SDN) [7], [8]. To fully exploit both the communications and computing resources of vehicular networks, a triple-layer cloud (vehicular cloud, local cloud, and remote cloud) architecture was proposed for meeting the latency and complexity constraints of the associated computing tasks [8]. In this spirit, by leveraging unmanned aerial vehicles (UAV) and/or satellites, a software defined space-air-ground integrated network (SAGIN) architecture was proposed for vehicular networks in order to improve the V2X connectivity, by filling in the existing coverage holes and hence to improve the interworking efficiency [9], [10].
Indeed, rich suite of communications and networking schemes have also been developed for vehicular networks [11]- [21]. Given the growing demand for mobile data services in vehicle-to-infrastructure (V2I) communications, highthroughput non-orthogonal multiple access (NOMA) was proposed for vehicular small-cell networks to improve their spectrum and energy efficiency (EE) [11]-[14]. For the timely provision of V2I infotainment services, edge caching techniques were advocated in [15]-[17]. For vehicle-to-vehicle (V2V) communications, efficient centralized resource allocation schemes were proposed both for time-division and frequency-division multiple access [18]. In [19], a coded slotted ALOHA (CSA) scheme was conceived for distributed resource allocation in V2V communications. As a further development, cooperative schemes were proposed for vehicular networks by combining V2V and V2I communications [20], [21]. To support the video streaming services of vehicular users, a cooperative downloading mechanism was proposed for heterogeneous vehicular networks in [20]. As a recent advance, a cluster-based uplink transmission scheme was designed in [21] for improving both the latency and the throughput of vehicular networks.
In order to support the efficient management of roadtraffic, the vehicular flow rate, both the vehicle density and vehicular velocity have to be accurately monitored [22]-[27]. By analyzing the inter-arrival time and speed distribution of vehicles, the associated connection characteristics and routing characteristics were investigated in [23]. The packet delivery delay of vehicular networks was analyzed in [24] in terms of the vehicle density and velocity. By taking into account both the vehicle density and channel state information (CSI), a jointly optimized resource allocation scheme was proposed in [25] for improving the latency of vehicular networks. By analyzing realistic vehicular traces and communication connections, a dynamically evolving networking model was
proposed and the analytical expression of the graph-theoretic degree distribution was derived in [27], [28]. However, there is a paucity of literature on jointly optimizing the communication resource efficiency and road-traffic efficiency of vehicular networks.

To fill this knowledge-gap is the main inspiration of this treatise. We consider the downlink of a single-cell vehicular communication system, where a base station (BS) employing massive multiple-input multiple-output (MIMO) techniques simultaneously serves multiple vehicles within its coverage area. In this scenario, our main contributions are boldly and explicitly contrasted to the state-of-the-art in Table I, which are further detailed below:

- In order to jointly characterize the road-traffic efficiency and communication resource efficiency, a metric is defined, which is reminiscent of EE [29]-[33] ${ }^{1}$. Explicitly, it is defined as the power consumption of the BS dedicated either to an individual vehicle or to the entire system which is normalized by the vehicular velocity, and it is referred to as the Power-to-Velocity Ratio (PVR).
- For guaranteeing the transmission rate requirements of the vehicles, as well as for optimizing the power allocation under the associated total transmit power and maximum driving velocity constraints, we solve the minimization problems of the maximum individual vehicular PVR and system PVR.
- For the minimization problem of the maximum vehicular PVR, the closed-form expression of the optimal power allocation is first derived without considering the total transmit power constraint; based on these three power allocation scenarios are then analyzed theoretically, and an efficient power allocation algorithm is proposed for minimizing the maximum vehicular PVR.
- For the minimization problem of the total system PVR, the resultant non-convex problem is first transformed into a convex form, and then an iterative power allocation algorithm is conceived for minimizing the system's PVR.
- The asymptotic analysis of the individual vehicle's PVR or the system's PVR is carried out for both high and low transmit powers. The consistency of the both these optimal power allocation schemes is proved for the pair of problems formulated in the high transmit power region.
The remainder of this paper is organized as follows. Section II describes our system model and formulates a pair of PVR minimization problems. First the problem of the individual vehicle's PVR is analyzed in Section III. Then, Section IV studies the problem formulated for the overall system's PVR and the optimal solution is derived. Finally, Section V presents our simulation results, while our concluding remarks are offered in Section VI.

Notations: Uppercase and lowercase boldface letters denote matrices and vectors, respectively; $(\cdot)^{\mathrm{T}}$ and $(\cdot)^{*}$ represent the transpose and conjugate of a matrix/vector, respectively; The

[^1]constant e is the base of natural logarithms; $\|\cdot\|$ refers to the Euclidean norm; $\mathbb{N}\left(\mu, \sigma^{2}\right)$ denotes the real-valued Gaussian distribution with mean $\mu$ and variance $\sigma^{2} ; \mathbb{C N}\left(\mu, \sigma^{2}\right)$ is the complex-valued Gaussian distribution with mean $\mu$ and real/imaginary component variance of $\sigma^{2} / 2 .[x]_{a}^{b}=$ $\max \{\min \{x, b\}, a\}$ and $[x]^{+}=\max \{x, 0\}$.

## II. System Model and Problem Formulation

## A. System Model

As illustrated in Fig. 1, a BS equipped with $M$ transmit antennas simultaneously transmits the position-related information to $K$ single-antenna vehicles (labeled as $\mathcal{K}=$ $\{1,2, \cdots, K\}$ ) travelling on the road considered. The vehicular system is assumed to operate in a time division duplex (TDD) mode and the system bandwidth is $B \mathrm{~Hz}$. The positionrelated information volume $m$ can be calculated in terms of bits per meter (bit/m), including the high-definition (HD) map representing the driving-related environment versus the position information [34][35]. To elaborate a little further, the extra position-related information overhead of $q_{k}(k \in \mathcal{K})$ (in units of bit/s) should be taken into account. Given the velocity $v_{k}$ of the $k$ th vehicle, the associated overhead rate should satisfy $m v_{k}+q_{k} \leq r_{k}$.


Fig. 1. Illustration of the information transmission scenario considered.

1) Channel Model: Block fading channels are assumed, where the complex envelope remains constant within a coherence time interval and changes randomly between blocks.

Let us denote the channel vector spanning from the BS to the $k$ th vehicle by $\mathbf{g}_{k}^{\mathrm{T}}=\delta_{k}^{1 / 2} \mathbf{h}_{k}^{\mathrm{T}}$, where $\delta_{k}$ represents the largescale fading coefficient that incorporates both the path loss and shadowing effects. Furthermore, $\mathbf{h}_{k}=\left[h_{k 1}, h_{k 2}, \cdots, h_{k M}\right]^{\mathrm{T}}$ contains independent and identically distributed (i.i.d.) complex Gaussian distributed elements with zero mean and unit variance [36]. In other words, Rayleigh fading channels are assumed to reflect the ultimate worst-case fading based theoretical performance that can be achieved by the system without considering the entire suite of implementation-specific aspects under diverse Rician conditions; Rician fading channels may also be considered in practical systems [37], [38] and the beam-domain transmission aspects [39], [40] may also be studied in our future research.

Based on the transmitted orthogonal pilot sequences of vehicles within a coherence time interval, the BS can estimate

TABLE I
THE STATE-OF-THE-ART OF VEHICULAR COMMUNICATIONS.

| Key words | Our paper | $\begin{gathered} {[14]} \\ 2020 \end{gathered}$ | $\begin{gathered} {[15]} \\ 2018 \end{gathered}$ | $\begin{gathered} {[16]} \\ 2019 \end{gathered}$ | $\begin{gathered} {[17]} \\ 2020 \end{gathered}$ | $\begin{gathered} {[18]} \\ 2016 \end{gathered}$ | $\begin{gathered} {[19]} \\ 2017 \end{gathered}$ | $\begin{aligned} & {[20]} \\ & 2018 \end{aligned}$ | $\begin{gathered} {[21]} \\ 2015 \end{gathered}$ | $\begin{gathered} {[22]} \\ 2018 \end{gathered}$ | $\begin{gathered} {[23]} \\ 2007 \end{gathered}$ | $\begin{gathered} {[24]} \\ 2011 \end{gathered}$ | $\begin{gathered} {[25]} \\ 2020 \end{gathered}$ | $\begin{gathered} {[26]} \\ 2012 \end{gathered}$ | $\begin{gathered} {[27]} \\ 2020 \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| V2I | $\sqrt{ }$ | $\checkmark$ | $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ |  |  |  | $\checkmark$ |  |  |
| V2V |  |  |  |  |  | $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |  | $\checkmark$ | $\sqrt{ }$ |
| Estimated CSI | $\sqrt{ }$ |  |  |  |  |  |  |  |  |  |  |  | $\sqrt{ }$ |  |  |
| Beamforming | $\sqrt{ }$ |  |  |  |  |  |  |  |  |  |  |  | $\checkmark$ |  |  |
| Data rate | $\checkmark$ | $\checkmark$ |  | $\checkmark$ | $\checkmark$ |  |  | $\checkmark$ | $\sqrt{ }$ |  |  | $\checkmark$ | $\checkmark$ |  |  |
| Latency |  | $\checkmark$ | $\sqrt{ }$ |  | $\checkmark$ | $\sqrt{ }$ |  | $\checkmark$ | $\sqrt{ }$ |  |  | $\checkmark$ | $\sqrt{ }$ |  |  |
| PVR | $\sqrt{ }$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Road-traffic | $\sqrt{ }$ |  | $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ |  | $\checkmark$ | $\checkmark$ | $\sqrt{ }$ | $\checkmark$ | $\sqrt{ }$ | $\checkmark$ | $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ |
| Velocity guidance | $\checkmark$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Power allocation | $\sqrt{ }$ | $\checkmark$ |  |  |  |  |  |  |  |  |  |  | $\checkmark$ |  |  |

the uplink channel $\hat{\mathbf{h}}_{k}(k \in \mathcal{K})$, and then obtain the downlink channels $\hat{\mathbf{h}}_{k}^{\mathrm{T}}(k \in \mathcal{K})$ by exploiting the channel's reciprocity in TDD systems. Moreover, by considering minimum mean square error (MMSE) channel estimation, we can assume that

$$
\begin{equation*}
\mathbf{h}_{k}=\sqrt{\theta_{k}} \hat{\mathbf{h}}_{k}+\sqrt{1-\theta_{k}} \mathbf{e}_{k}, k \in \mathcal{K} \tag{1}
\end{equation*}
$$

where the estimated channel $\hat{\mathbf{h}}_{k} \sim \mathbb{C N}\left(\mathbf{0}, \mathbf{I}_{M}\right)$ is independent of the channel error $\mathbf{e}_{k} \sim \mathbb{C N}\left(\mathbf{0}, \mathbf{I}_{M}\right)$ of $\mathbf{h}_{k}$, and $\theta_{k} \in[0,1]$ determines the channel estimation accuracy [41], [42].
2) Downlink Signal Transmission: In the massive MIMO downlink, the matched-filter (MF) based beamformers can be formulated as

$$
\begin{equation*}
\mathbf{w}_{k}=\hat{\mathbf{h}}_{k}^{*} /\left\|\hat{\mathbf{h}}_{k}\right\|, k \in \mathcal{K} \tag{2}
\end{equation*}
$$

which have been proved to be asymptotically optimal for lowcomplexity information transmission [36], [41], [43]. Hence we opted for their employment in this paper. Assuming that $p_{k} / M$ and that $u_{k} \in \mathbb{C}$ with $\left|u_{k}\right|=1$ represent the transmit power and the symbol transmitted to the $k$ th vehicle by the BS, the received signal of the $k$ th vehicle can be expressed as

$$
\begin{align*}
y_{k}= & \mathbf{g}_{k}^{\mathrm{T}} \sum_{i=1}^{K} \sqrt{\frac{p_{i}}{M}} \mathbf{w}_{i} u_{i}+n_{k} \\
= & \sqrt{\frac{p_{k} \delta_{k} \theta_{k}}{M}} \hat{\mathbf{h}}_{k}^{\mathrm{T}} \mathbf{w}_{k} u_{k}+\sum_{i=1, i \neq k}^{K} \sqrt{\frac{p_{i} \delta_{k} \theta_{k}}{M}} \hat{\mathbf{h}}_{k}^{\mathrm{T}} \mathbf{w}_{i} u_{i} \\
& +\sum_{i=1}^{K} \sqrt{\frac{p_{i} \delta_{k}\left(1-\theta_{k}\right)}{M}} \mathbf{e}_{k}^{\mathrm{T}} \mathbf{w}_{i} u_{i}+n_{k} \tag{3}
\end{align*}
$$

where $n_{k} \sim \mathbb{C} \mathbb{N}\left(0, N_{k} B\right)$ denotes the complex additive white Gaussian noise (AWGN) at the $k$ th vehicle having the noise power spectral density of $N_{k}$.

Upon introducing $\mathbf{p}=\left[p_{1}, p_{2}, \cdots, p_{K}\right]^{\mathrm{T}}$, the signal-to-interference-plus-noise ratio (SINR) of the $k$ th vehicle can be written as

$$
\begin{equation*}
\gamma_{k}(\mathbf{p})=\frac{p_{k}\left|\hat{\mathbf{h}}_{k}^{\mathrm{T}} \mathbf{w}_{k}\right|^{2}}{\sum_{i=1, \neq k}^{K} p_{i}\left|\hat{\mathbf{h}}_{k}^{\mathrm{T}} \mathbf{w}_{i}\right|^{2}+\frac{1-\theta_{k}}{\theta_{k}} \sum_{i=1}^{K} p_{i}\left|\mathbf{e}_{k}^{\mathrm{T}} \mathbf{w}_{i}\right|^{2}+\frac{M N_{k} B}{\delta_{k} \theta_{k}}} \tag{4}
\end{equation*}
$$

and the associated information transmission rate is given by

$$
\begin{equation*}
r_{k}(\mathbf{p})=B \log _{2}\left[1+\gamma_{k}(\mathbf{p})\right] \tag{5}
\end{equation*}
$$

3) Power Consumption Model: Based on [44]-[46], a realistic power consumption model of the BS contains both the transmit power, $p_{k} / M(k \in \mathcal{K})$ dissipated by the power amplifiers (PAs) and the circuit power, $p_{\mathrm{C}}$, consumed by signal processing.

The circuit power consumption, $p_{\mathrm{C}}$, mainly consists of the following terms: the power dissipated by the channel coding and modulation responsible for bit-to-symbol mapping $c \sum_{k=1}^{K} r_{k}(\mathbf{p})$, where $c$ denotes the average power consumption coefficient (PCC) of coding and modulation per bit; the power dedicated to computing the MF beamformer matrix $a_{1} K+b_{1} M K$, where $a_{1}$ and $b_{1}$ represent the average PCCs of the complex addition and multiplication operations, respectively; the power of the active radio frequency (RF) chains $b_{0} M$, where $b_{0}$ is the average PCC of each RF link, including the D/A converter, filters, up-conversion, etc.; and the fixed power consumption $a_{0}$, which is required for BS-cooling, control signaling, and the load-independent power of baseband processors, etc. [44]-[46].

Therefore, the circuit power consumption is a function of the transmission rate, of the number of antennas and of the number of vehicles, which can be written as

$$
\begin{equation*}
p_{\mathrm{C}}(\mathbf{p})=\sum_{i=0}^{1} a_{i} K^{i}+M \sum_{i=0}^{1} b_{i} K^{i}+c \sum_{k=1}^{K} r_{k}(\mathbf{p}) \tag{6}
\end{equation*}
$$

Assuming that the vehicle-independent power terms $a_{0}+M b_{0}$ are equally divided amongst the vehicles, the total power consumption of the BS for the $k$ th vehicle can be then written as

$$
\begin{equation*}
p_{\mathrm{T} k}(\mathbf{p})=\frac{\varsigma p_{k}}{\varphi M}+\frac{a_{0}+M b_{0}}{K}+a_{1}+M b_{1}+c r_{k}(\mathbf{p}) \tag{7}
\end{equation*}
$$

where $\varphi$ and $\varsigma$ represent the PA efficiencies and the peak to average power ratio (PAPR) at the BS, respectively [44]-[46].

## B. Problem Formulation

The vehicular velocity may be adopted for characterizing the road-traffic efficiency (the other two main metrics, namely, the road-traffic density and the road-traffic flow rate, can be
expressed as functions of the velocity [47], [48]); On the other hand, the communication overhead can also be characterized by translating it into its power consumption, when the other system resources (such as bandwidth, the number of antennas) were fixed. Therefore, in order to build a bridge between the communication cost and road-traffic efficiency, the salient metric of PVR (expressed in units of Joule/m) is used for quantifying the road-traffic efficiency supported by communication. In other words, the PVR metric could also be interpreted as the energy consumption (in units of Joule) per driving distance (in meter).

Taking into account the fairness among the vehicles or the whole system performance [49], this paper will study the PVR from the perspectives of both the individual vehicles and of the entire vehicular system. Therefore, the individual vehicle's PVR and the entire system's PVR are considered next. Then the problems of minimizing both the maximum vehicle PVR and the system PVR are formulated, respectively.

## 1) Optimization Problem of the Individual Vehicle's PVR:

Considering the metric of $\mathrm{J} / \mathrm{m}$, the vehicle PVR is defined as the power consumption of an individual vehicle divided by the distance travelled by the corresponding vehicle, formulated as:

$$
\begin{equation*}
\eta_{k}\left(\mathbf{p}, v_{k}\right)=\frac{p_{\mathrm{T} k}(\mathbf{p})}{v_{k}}, k \in \mathcal{K} \tag{8}
\end{equation*}
$$

Limited by the maximum transmit power $p_{\mathrm{M}} / M$ of the BS and the maximum driving velocity $v_{\mathrm{M}}$ of each vehicle, as well as considering the information rate requirements of the vehicles, one of the prime objectives of this paper is to minimize the maximum PVR of the vehicles, while considering fairness among them, yielding:

$$
\begin{array}{ll} 
& \min _{\mathbf{p}, v_{k}} \max _{k}\left\{\eta_{k}\left(\mathbf{p}, v_{k}\right)\right\} \\
\text { s.t. } & m v_{k}+q_{k} \leq r_{k} \\
& 0 \leq v_{k} \leq v_{\mathrm{M}} \\
& \mathbf{1}^{\mathrm{T}} \mathbf{p} \leq p_{\mathrm{M}} \\
& p_{k} \geq 0, k \in \mathcal{K} . \tag{13}
\end{array}
$$

2) Optimization Problem of the Entire System's PVR: Similarly, the system PVR is defined as the total (or average) power consumption of the BS divided by the total (average) distance travelled by all vehicles, formulated as:

$$
\begin{equation*}
\eta_{\mathrm{S}}(\mathbf{p}, \mathbf{v})=\frac{\frac{1}{K} \sum_{k=1}^{K} p_{\mathrm{T} k}(\mathbf{p})}{\frac{1}{K} \mathbf{1}^{\mathrm{T}} \mathbf{v}}=\frac{\sum_{k=1}^{K} p_{\mathrm{T} k}(\mathbf{p})}{\mathbf{1}^{\mathrm{T}} \mathbf{v}} \tag{14}
\end{equation*}
$$

where the velocity vector is $\mathbf{v}=\left[v_{1}, v_{2}, \cdots, v_{K}\right]^{\mathrm{T}}$.
Constrained by the maximum transmit power $p_{\mathrm{M}} / M$ of the system and the maximum driving velocity $v_{\mathrm{M}}$ of each vehicle, as well as considering the information rate requirements of all vehicles, another objective of this paper is to minimize the system PVR in order to improve the overall system
performance, yielding:

$$
\begin{align*}
& \quad \min _{\mathbf{p}, \mathbf{v}}\left\{\eta_{\mathrm{S}}(\mathbf{p}, \mathbf{v})\right\}  \tag{15}\\
& \text { s.t. } m v_{k}+q_{k} \leq r_{k},  \tag{16}\\
& 0 \leq v_{k} \leq v_{\mathrm{M}}  \tag{17}\\
& \mathbf{1}^{\mathrm{T}} \mathbf{p} \leq p_{\mathrm{M}}  \tag{18}\\
& p_{k} \geq 0, k \in \mathcal{K} . \tag{19}
\end{align*}
$$

By solving the pair of problems formulated, we can determine both the power allocation required for communications and the vehicle velocities to be maintained for intelligent transportation control (such as the control or guidance concerning the velocities of the unmanned or manned vehicles). Next, the optimization problems of the vehicle PVR and system PVR will be investigated in Sections III and IV, respectively.

## III. Optimization of Vehicle PVR

This section first discusses the optimal PVR of each vehicle under the non-restrictive power constraint (NRPC) in (12). Based on this, an efficient power allocation algorithm is then proposed for the problems formulated in (9)-(13) by analyzing three power constraint scenarios. Moreover, in contrast to the NRPC, the asymptotic solutions are analyzed in the face of a stringent, i.e., restrictive transmit power constraint.

## A. Power Allocation Under Non-Restrictive Transmit Power Constraint

When the total transmit power constraint is high enough to become non-restrictive, the constraint (12) may be ignored and then we have the following theorem.

Theorem 1: Without considering the transmit power constraint in (12) for the problems formulated in (9)-(13), the optimal driving velocity, power allocation and PVR for the $k$ th vehicle can be written respectively as

$$
\begin{align*}
& \tilde{v}_{k}=\min \left\{\frac{B\left[W_{0}\left(\Psi_{k}\right)+1\right]}{m \ln 2}, v_{\mathrm{M}}\right\} \triangleq \min \left\{\hat{v}_{k}, v_{\mathrm{M}}\right\}  \tag{20}\\
& \tilde{p}_{k}=\frac{B N_{k}}{\delta_{k} \theta_{k}}\left\{\exp \left[\frac{\ln 2}{B}\left(m \tilde{v}_{k}+q_{k}\right)\right]-1\right\} \tag{21}
\end{align*}
$$

and
$\tilde{\eta}_{k}=c m+\frac{\varsigma N_{k} 2^{\frac{q_{k}}{B}}}{\varphi M \delta_{k} \theta_{k}} \cdot \begin{cases}\frac{\left[\mathrm{e}^{W_{0}\left(\Psi_{k}\right)}+\Psi_{k}\right] m \ln 2}{W_{0}\left(\Psi_{k}\right)+1}, & \hat{v}_{k} \leq v_{\mathrm{M}}, \\ \frac{B}{v_{\mathrm{M}}}\left[\mathrm{e}^{\frac{m v_{\mathrm{M}} \ln 2}{B}-1}+\Psi_{k}\right], & \hat{v}_{k}>v_{\mathrm{M}},\end{cases}$
where

$$
\begin{equation*}
\Psi_{k}=\frac{\frac{\varphi M \delta_{k} \theta_{k}}{\varsigma B N_{k}}\left(\frac{a_{0}+M b_{0}}{K}+a_{1}+M b_{1}+c q_{k}\right)-1}{\exp \left(\frac{q_{k} \ln 2}{B}+1\right)} \tag{23}
\end{equation*}
$$

and $W_{0}(x):\left[-\mathrm{e}^{-1}, \infty\right) \rightarrow[-1, \infty)$ is the first real branch of the Lambert function satisfying $W_{0}(x) \mathrm{e}^{W_{0}(x)}=x$ [50].

Proof. Please see Appendix A.

According to Theorem 1, the min-max PVR of all vehicles can be written under the NRPC scenario as:

$$
\begin{equation*}
\tilde{\eta}=\max _{k \in \mathcal{K}}\left\{\tilde{\eta}_{k}\right\} . \tag{24}
\end{equation*}
$$

On the other hand, based on (51) in Appendix A, the transmit power should satisfy $p_{k}>p_{k \mathrm{~m}} \triangleq \frac{N_{k} B}{\delta_{k} \theta_{k}}\left(2^{q_{k} / B}-1\right)$ and $p_{\mathrm{M}}>p_{\mathrm{m}} \triangleq \mathbf{1}^{\mathrm{T}} \mathbf{p}_{\mathrm{m}}$ to guarantee the solvability of the problems formulated in (9)-(13), where $\mathbf{p}_{\mathrm{m}}=\left[p_{1 \mathrm{~m}}, p_{2 \mathrm{~m}}, \cdots, p_{K \mathrm{~m}}\right]^{\mathrm{T}}$.

## B. Power Allocation for Arbitrary Transmit Power Constraint

In order to obtain the solution of problems in (9)-(13), we first analyze the properties of the objective function in (9). Based on these properties and on Theorem 1, the optimal power allocation algorithm is then formulated for minimizing the maximum PVR.

Theorem 2: The vehicle PVR function $\eta_{k}\left(p_{k}\right)$ is a convex function with respect to the allocated power $p_{k}$; Given the PVR value $\eta\left(>\tilde{\eta}_{k}\right)$, the corresponding power allocation and driving velocity of the $k$ th vehicle can be respectively expressed by

$$
\begin{equation*}
p_{k}(\eta)=\frac{B N_{k}}{\delta_{k} \theta_{k}}\left[\frac{c m-\eta}{\Theta_{k}} W_{0}\left(\frac{\Theta_{k} 2^{q_{k} / B}}{c m-\eta} \mathrm{e}^{\frac{\Theta_{k}-\Upsilon_{k}}{c m-\eta}}\right)-1\right] \tag{25}
\end{equation*}
$$

and
$v_{k}(\eta)=\frac{B}{m} \log _{2}\left[\frac{c m-\eta}{\Theta_{k}} W_{0}\left(\frac{\Theta_{k} 2^{q_{k} / B}}{c m-\eta} \mathrm{e}^{\frac{\Theta_{k}-\Upsilon_{k}}{c m-\eta}}\right)\right]-\frac{q_{k}}{m}$,
where

$$
\begin{align*}
& \Theta_{k}=\frac{\varsigma m N_{k} \ln 2}{\varphi M \delta_{k} \theta_{k}}, \text { and }  \tag{27}\\
& \Upsilon_{k}=\frac{m \ln 2}{B}\left(\frac{a_{0}+M b_{0}}{K}+a_{1}+M b_{1}+c q_{k}\right) \tag{28}
\end{align*}
$$

Proof. Please see Appendix B.
Based on the convexity of the vehicle PVR given in Theorem 2, we have the following corollary.

Corollary 1: When $\sum_{k=1}^{K} p_{k}(\tilde{\eta})>p_{\mathrm{M}}$, all the vehicles should have the same PVR in order to minimize the maximum vehicle PVR, i.e.,

$$
\begin{equation*}
\eta_{1}\left(p_{1}\right)=\eta_{2}\left(p_{2}\right)=\cdots=\eta_{K}\left(p_{K}\right) \tag{29}
\end{equation*}
$$

Proof. Please see Appendix C.
Based on Theorems 1-2, Corollary 1 and taking into account the total transmit power constraint in (12), we next discuss the optimal power allocation formulated in Algorithm 1 for minimizing the maximum PVR of all vehicles. As illustrated in Fig. 2 (where three vehicles are considered in our example), three cases exist in Algorithm 1 in terms of the total transmit power constraint value, namely a NRPC, strict power constraint (SPC) and medium power constraint (MPC).

- Case 1 (NRPC): All the vehicles can achieve their optimal PVRs, i.e.,

$$
\begin{equation*}
\sum_{k=1}^{K} \tilde{p}_{k}<p_{\mathrm{M}} \tag{30}
\end{equation*}
$$

Therefore, the optimal power allocation can be expressed as $p_{k}^{*}=\tilde{p}_{k}(k \in \mathcal{K})$, which can be seen in lines $1,19-21$


Fig. 2. Illustration of the power allocation for three cases.
of Algorithm 1, and the min-max vehicle PVR is $\eta^{*}=$ $\tilde{\eta}=\max _{k \in \mathcal{K}}\left\{\tilde{\eta}_{k}\right\}$.

- Case 2 (SPC): Not all the vehicles could achieve their optimal PVRs, i.e.,

$$
\begin{equation*}
\sum_{k=1}^{K} \tilde{p}_{k}>p_{\mathrm{M}}, \text { and } \sum_{k=1}^{K} p_{k}(\tilde{\eta})>p_{\mathrm{M}} \tag{31}
\end{equation*}
$$

Based on Corollary 1, all the vehicles should have the same PVR, i.e., $\eta^{*}>\tilde{\eta}=\max _{k \in \mathcal{K}}\left\{\tilde{\eta}_{k}\right\}$, therefore the min-max PVR and the power allocation can be obtained using the classic bi-section search of Algorithm 2 based on Theorem 2, which can be seen in lines 1-$4,15-18$. The lower bound of $\eta_{k}$ is given by $\eta_{\mathrm{L}}=$ $\max _{k \in \mathcal{K}}\left\{\tilde{\eta}_{k}\right\}<\eta^{*}$, while the upper bound can be set as $\eta_{\mathrm{U}}=\max _{k \in \mathcal{K}}\left\{\eta_{k}\left(p_{k \mathrm{~m}}+\left(p_{\mathrm{M}}-p_{\mathrm{m}}\right) / K\right)\right\}>\eta^{*}$ due to the convexity of $\eta_{k}\left(p_{k}\right)(k \in \mathcal{K})$, which is proved in Theorem 2.

- Case 3 (MPC): Part of the vehicles could achieve their optimal PVRs, i.e.,

$$
\begin{align*}
& \sum_{k=1}^{K} \tilde{p}_{k}>p_{\mathrm{M}}, \text { and } \exists i \in \mathcal{K} \text { s.t. } \\
& \sum_{k=1}^{K}\left[p_{k}\left(\tilde{\eta}_{i}\right) I\left(\tilde{\eta}_{k} \leq \tilde{\eta}_{i}\right)+\tilde{p}_{k} I\left(\tilde{\eta}_{k}>\tilde{\eta}_{i}\right)\right]<p_{\mathrm{M}} \tag{32}
\end{align*}
$$

where $I(\cdot) \in\{0,1\}$ represents the indicative function. In Case 3, the optimal PVR is the same as that of Case 1, i.e., $\eta^{*}=\tilde{\eta}=\max _{k \in \mathcal{K}}\left\{\tilde{\eta}_{k}\right\}$. Based on Corollary 1, the vehicles that fail to achieve their optimal PVRs should have the same minimum PVR, which can be obtained by the bi-section search in a countable number of ranges $\left[\tilde{\eta}_{(k-1)}, \tilde{\eta}_{(k)}\right](k \in \mathcal{K})$, where $\tilde{\eta}_{(k)}(k \in \mathcal{K})$ are sorted in increasing order. The corresponding pseudocodes are listed in lines 4-14 of Algorithm 1.

The computation complexity of the proposed Algorithm 1 is mainly determined by that of the bi-section search of Algorithm 2. Upon denoting the number of iterations by $T$ and noting that $\left[\max _{k \in \mathcal{K}}\left\{\eta_{k}\left(p_{k \mathrm{~m}}+\left(p_{\mathrm{M}}-p_{\mathrm{m}}\right) / K\right)\right\}-c m\right] / 2^{T} \leq$ $\varepsilon$ is a sufficient condition for Algorithm 2 to stop based on the termination condition $\eta_{\mathrm{U}}-\eta_{\mathrm{L}} \leq \varepsilon$, the complexity of

```
Algorithm 1 Optimal Power Allocation for Vehicle PVR
Input: Initialize \(p_{k}=\tilde{p}_{k}(k \in \mathcal{K})\) and error tolerance \(\varepsilon>0\).
Output: Power allocation \(p_{k}^{*}(k \in \mathcal{K})\).
    if \(\sum_{k=1}^{K} p_{k}>p_{\mathrm{M}}\) then
        Let \(\eta=\max _{k \in \mathcal{K}}\left\{\tilde{\eta}_{k}\right\}\);
        Obtain \(p_{k}(\eta)(k \in \mathcal{K})\) based on (25);
        if \(\sum_{k=1}^{K} p_{k}<p_{\mathrm{M}}\) then
            Sort \(\tilde{\eta}_{k}\) into \(\tilde{\eta}_{(k)}(k \in \mathcal{K})\) by increasing order.
            Initialize \(k=0\);
            while \(\sum_{i=1}^{k} p_{(i)}+\sum_{i=k+1}^{K} \tilde{p}_{(i)}>p_{\mathrm{M}}\) do
                \(k=k+1\);
                \(\eta=\tilde{\eta}_{(k+1)}\);
                Obtain \(p_{(i)}(\eta)(i=1,2, \cdots, k)\) based on (25);
            end while
            Let \(\eta_{\mathrm{L}}=\eta_{(k)}, \eta_{\mathrm{U}}=\eta_{(k+1)}, p_{\mathrm{M}}=p_{\mathrm{M}}-\sum_{i=k+1}^{K} p_{(i)}\);
            Using Algorithm 2 to obtain \(p_{(i)}^{*}(i=1,2, \cdots, k)\);
            Let \(p_{(i)}^{*}=\tilde{p}_{(i)}(i=k+1, \cdots, K)\).
        else
            Let \(\eta_{\mathrm{L}}=\max _{k \in \mathcal{K}}\left\{\tilde{\eta}_{k}\right\}, \eta_{\mathrm{U}}=\max _{k \in \mathcal{K}}\left\{\eta_{k}\left(p_{k \mathrm{~m}}+\frac{p_{\mathrm{M}}-p_{\mathrm{m}}}{K}\right)\right\}\);
            Using Algorithm 2 to obtain \(p_{k}^{*}(k \in \mathcal{K})\).
        end if
    else
        \(p_{k}^{*}=p_{k}(k \in \mathcal{K})\).
    end if
```

```
Algorithm 2 Bi-Section Power Allocation
Input: Lower bound \(\eta_{\mathrm{L}}\), upper bound \(\eta_{\mathrm{U}}\), constraint power
\(p_{\mathrm{M}}\), and error tolerance \(\varepsilon>0\).
Output: Power allocation \(p_{k}\).
    while \(\eta_{\mathrm{U}}-\eta_{\mathrm{L}}>\varepsilon\) do
        \(\eta=\left(\eta_{\mathrm{L}}+\eta_{\mathrm{U}}\right) / 2\);
        Calculate \(p_{k}(\eta)(k \in \mathcal{K})\) based on (25);
        if \(\sum_{k=1}^{K} p_{k}<p_{\mathrm{M}}\) then
            \(\eta_{\mathrm{U}}=\eta\);
        else
            \(\eta_{\mathrm{L}}=\eta ;\)
        end if
    end while
```

Algorithm 1 can be formulated as being on the order of

$$
\begin{equation*}
T \sim \mathcal{O}\left(\log _{2}\left[\frac{\max _{k \in \mathcal{K}}\left\{\eta_{k}\left(p_{k \mathrm{~m}}+\left(p_{\mathrm{M}}-p_{\mathrm{m}}\right) / K\right)\right\}-c m}{\varepsilon}\right]\right)_{\mathcal{R 2}} . \tag{33}
\end{equation*}
$$

## C. Asymptotic Analysis under Strict Transmit Power Constraint

By bearing in mind that the transmit power constraint is low enough and the number of antennas becomes high, we formulate asymptotic expressions for both the velocity and power allocation in Corollary 2, which could simplify the calculations of velocity and power allocation.

Corollary 2: When the transmit power constraint $p_{\mathrm{M}}$ approximates to $p_{\mathrm{m}}$ at the BS , the velocity and power allocation
of the $k$ th vehicle respectively tend to

$$
\begin{align*}
p_{k}(\eta) & =\frac{B N_{k}}{\delta_{k} \theta_{k}}\left[\exp \left(\frac{\Upsilon_{k}}{\eta-c m}+\frac{q_{k} \ln 2}{B}\right)-1\right]  \tag{34}\\
v_{k}(\eta) & =\frac{B \Upsilon_{k} \log _{2} \mathrm{e}}{m(\eta-c m)}, M \gg 1, k \in \mathcal{K} \tag{35}
\end{align*}
$$

Proof. Please see Appendix D.

## IV. Optimization of the System PVR

This section will first derive the general power allocation solution of the problems (15)-(19), based on which an iterative power allocation algorithm is proposed in order to achieve the minimum system PVR. Furthermore, the asymptotic system PVR is also discussed under a non-restrictive transmit power constraint.

## A. Power Allocation for System PVR

Theorem 3: In order to achieve the minimum system PVR $\eta_{\mathrm{S}}^{*}$, the optimal power allocation and driving velocity of the $k$ th vehicle can be respectively expressed as:

$$
\begin{equation*}
p_{k}^{*}\left(\eta_{\mathrm{S}}^{*}, \mu\right)=\left[\frac{\left(\eta_{\mathrm{S}}^{*}-c m\right) B}{(\varsigma / \varphi M+\mu) m \ln 2}-\frac{B N_{k}}{\delta_{k} \theta_{k}}\right]_{p_{k \mathrm{~m}}}^{p_{k \mathrm{M}}} \tag{36}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{k}^{*}\left(\eta_{\mathrm{S}}^{*}, \mu\right)=\left[\frac{B}{m} \log _{2}\left(\frac{\delta_{k} \theta_{k}\left(\eta_{\mathrm{S}}^{*}-c m\right)}{(\varsigma / \varphi M+\mu) m N_{k} \ln 2}\right)-\frac{q_{k}}{m}\right]_{0}^{v_{\mathrm{M}}} \tag{37}
\end{equation*}
$$

where the Lagrange multiplier is either $\mu=0$ or satisfies $\sum_{k=1}^{K} p_{k}^{*}\left(\eta_{\mathrm{S}}^{*}, \mu\right)=p_{\mathrm{M}}$ and $p_{k \mathrm{M}}=\frac{B N_{k}}{\delta_{k} \theta_{k}}\left(2^{\frac{m v_{\mathrm{M}}+q_{k}}{B}}-1\right)$ $(k \in \mathcal{K})$. Moreover, the minimum system PVR may be obtained by bi-section search.

Proof. Please see Appendix E.

## B. Algorithm Design for System PVR

Based on Theorem 3 and (81), we can achieve the minimum system PVR by using the classic bi-section search in Algorithm 3, where the initial values of the lower bound $\eta_{\mathrm{S}}^{\mathrm{L}}$ and upper bound $\eta_{\mathrm{S}}^{\mathrm{U}}$ constitute the range $\eta_{\mathrm{S}}^{*} \in\left[\eta_{\mathrm{S}}^{\mathrm{L}}, \eta_{\mathrm{S}}^{\mathrm{U}}\right]$. Based on (76), $\eta_{\mathrm{S}}^{*} \geq \mathrm{cm}$ and therefore we set $\eta_{\mathrm{S}}^{\mathrm{L}}=c m$; on the other hand, $\eta_{\mathrm{S}}(\mathbf{p})$ is a quasi-convex function, hence $\mathbf{p} \succeq \mathbf{0}$ can make $\eta_{\mathrm{S}}(\mathbf{p}) \geq \eta_{\mathrm{S}}^{*}$ valid and therefore we set $\eta_{\mathrm{S}}^{\mathrm{U}}=\eta_{\mathrm{S}}\left(\mathbf{p}_{\mathrm{m}}+\mathbf{1}\left(p_{\mathrm{M}}-p_{\mathrm{m}}\right) / K\right)$.

On the other hand, when $\mu \neq 0$, i.e., $\mu>0$, we can find $\mu$ by exploiting $\sum_{k=1}^{K} p_{k}(\eta)-p_{\mathrm{M}}=0$ based on bi-section search as seen in lines $8-18$ in Algorithm 3. According to (87), the initial values of the lower bound $\mu_{\mathrm{L}}$ and of the upper bound $\mu_{\mathrm{U}}$ should satisfy $\mu_{\mathrm{L}}<\mu<\mu_{\mathrm{U}}$. Due to $\mu>0$, we can set $\mu_{\mathrm{L}}=0$; and the maximum power allocation among the vehicles should meet $\max \left\{p_{k}\left(\eta_{\mathrm{S}}, \mu\right)\right\}>0$, i.e.,

$$
\begin{equation*}
\mu<\mu_{\mathrm{U}}=\left[\max _{k \in \mathcal{K}}\left\{\frac{\delta_{k} \theta_{k}}{N_{k} 2^{q_{k} / B}}\right\} \frac{\eta_{\mathrm{S}}-c m}{m \ln 2}-\frac{\varsigma}{\varphi M}\right]^{+} \tag{38}
\end{equation*}
$$

Moreover, for $\mu>0$, if we have $p_{k \mathrm{~m}}<p_{k}\left(\eta_{\mathrm{S}}, \mu\right)<p_{k \mathrm{M}}$ $(k \in \mathcal{K})$ in (36), i.e.,

$$
\begin{equation*}
\frac{B N_{k}}{\delta_{k} \theta_{k}} 2^{\frac{q_{k}}{B}}<\frac{\left(\eta_{\mathrm{S}}-c m\right) B}{(\varsigma / \varphi M+\mu) m \ln 2}<\frac{B N_{k}}{\delta_{k} \theta_{k}} 2^{\frac{m v_{\mathrm{M}}+q_{k}}{B}} \tag{39}
\end{equation*}
$$

which can be transformed into $\bar{\mu}_{\mathrm{L}}<\mu<\bar{\mu}_{\mathrm{U}}$ with

$$
\begin{align*}
& \bar{\mu}_{\mathrm{L}}=\left[\max _{k \in \mathcal{K}}\left\{\frac{\delta_{k} \theta_{k}}{N_{k} 2^{\left(m v_{\mathrm{M}}+q_{k}\right) / B}}\right\} \frac{\eta_{\mathrm{S}}-c m}{m \ln 2}-\frac{\varsigma}{\varphi M}\right]^{+},  \tag{40}\\
& \bar{\mu}_{\mathrm{U}}=\left[\min _{k \in \mathcal{K}}\left\{\frac{\delta_{k} \theta_{k}}{N_{k} 2^{q_{k} / B}}\right\} \frac{\eta_{\mathrm{S}}-c m}{m \ln 2}-\frac{\varsigma}{\varphi M}\right]^{+} . \tag{41}
\end{align*}
$$

Then the following equation holds,

$$
\begin{equation*}
\sum_{k=1}^{K} p_{k}\left(\eta_{\mathrm{S}}, \mu\right)=\frac{K\left(\eta_{\mathrm{S}}-c m\right) B}{(\varsigma / \varphi M+\mu) m \ln 2}-\sum_{k=1}^{K} \frac{N_{k} B}{\delta_{k} \theta_{k}}=p_{\mathrm{M}} \tag{42}
\end{equation*}
$$

which results in

$$
\begin{equation*}
\mu=\frac{K\left(\eta_{\mathrm{S}}-c m\right) B}{\left(p_{\mathrm{M}}+\sum_{k=1}^{K} \frac{N_{k} B}{\delta_{k} \theta_{k}}\right) m \ln 2}-\frac{\varsigma}{\varphi M} . \tag{43}
\end{equation*}
$$

Therefore, the bi-section search in lines 8-18 can be replaced by lines 5-6 of Algorithm 3, which can significantly reduce the algorithmic complexity.

Algorithm 3 contains a pair of nested loops, therefore its computational complexity is dominated by that of its inner and outer loops. The complexities of both the inner and outer loops are the same as that of Algorithm 1. Hence, we can express the total complexity order of Algorithm 3 as $\mathcal{O}\left(\log _{2}\left[\frac{\eta_{\mathrm{S}}\left(\mathbf{p}_{\mathrm{m}}+\mathbf{1}\left(p_{\mathrm{M}}-p_{\mathrm{m}}\right) / K\right)-c m}{\varepsilon}\right] \times \log _{2}\left(\frac{\mu_{\mathrm{U}}}{\omega}\right)\right)$. However, the inner loop may not be necessary when $\bar{\mu}_{\mathrm{L}}<\mu<\bar{\mu}_{\mathrm{U}}$, hence the total complexity may be significantly simplified.

## C. Asymptotic Analysis under Non-Restrictive Power Constraint

When the total transmit power constraint is high enough for the system PVR to ignore the constraint (18) for the problems in (15)-(19), the optimal power allocation can be calculated by setting $\mu=0$ in Theorem 3. Then the achievable system PVR can be obtained by Algorithm 3 upon bypassing lines 4-21. Alternatively, we can also obtain the minimum system PVR by the following theorem.

Theorem 4: When the transmit power constraint is high enough to become non-restrictive, the optimal power allocation minimizing the system PVR is the same as that minimizing the maximum vehicle PVR. Explicitly, it becomes identical to Theorem 1. Then, the minimum system PVR can be expressed as

$$
\begin{equation*}
\tilde{\eta}_{\mathrm{s}}=\frac{\sum_{k=1}^{K} p_{\mathrm{T} k}\left(\tilde{p}_{k}\right)}{\sum_{k=1}^{K} v_{k}\left(\tilde{p}_{k}\right)} \tag{44}
\end{equation*}
$$

Proof. Please see Appendix F.

## V. Simulation Results and Analysis

This section first defines the parameter setup of our vehicular system. Then, the vehicle PVR and system PVR are respectively evaluated under different power allocation schemes. Finally, the vehicle PVR and system PVR are compared under

```
Algorithm 3 Optimal Power Allocation for System PVR
Input: Lower bound \(\eta_{\mathrm{L}}\), upper bound \(\eta_{\mathrm{U}}\), constraint power
\(p_{\mathrm{M}}\), and error tolerance \(\varepsilon>0\).
Output: Power allocation \(p_{k}\).
    while \(\eta_{\mathrm{S}}^{\mathrm{U}}-\eta_{\mathrm{S}}^{\mathrm{L}}>\varepsilon\) do
        \(\eta_{\mathrm{S}}=\left(\eta_{\mathrm{S}}^{\mathrm{L}}+\eta_{\mathrm{S}}^{\mathrm{U}}\right) / 2 ;\)
        Calculate \(p_{k}\left(\eta_{\mathrm{S}}, 0\right)\) based on (36);
        if \(\sum_{k=1}^{K} p_{k}>p_{\mathrm{M}}\) then
            if \(\bar{\mu}_{\mathrm{L}}<\mu<\bar{\mu}_{\mathrm{U}}\) then
                    Calculate \(\mu\) according to (43).
            else
                Initialize \(\mu_{\mathrm{L}}\) and \(\mu_{\mathrm{U}}\) with zero and (38);
                Initialize the error tolerance \(\omega>0\).
                    while \(\mu_{\mathrm{U}}-\mu_{\mathrm{L}}>\omega\) do
                    \(\mu=\left(\mu_{\mathrm{L}}+\mu_{\mathrm{U}}\right) / 2\)
                    Calculate \(p_{k}\left(\eta_{\mathrm{S}}, \mu\right)\) based on (36);
                        if \(\sum_{k=1}^{K} p_{k}>p_{\mathrm{M}}\) then
                        \(\mu_{\mathrm{L}}=\mu ;\)
                    else
                        \(\mu_{\mathrm{U}}=\mu ;\)
                    end if
                    end while
            end if
            Calculate \(p_{k}\left(\eta_{\mathrm{S}}, \mu\right)\) based on (36);
        end if
        if \(f\left(\mathbf{p}, \eta_{\mathrm{S}}\right)>0\) then
            \(\eta_{\mathrm{S}}^{\mathrm{L}}=\eta_{\mathrm{S}} ;\)
        else
            \(\eta_{\mathrm{S}}^{\mathrm{U}}=\eta_{\mathrm{S}} ;\)
        end if
    end while
    Calculate \(p_{k}^{*}\left(\eta_{\mathrm{S}}, \mu\right)\) based on (36);
```

the optimal power allocation schemes for minimizing the maximum vehicle PVR and system PVR, respectively.

## A. Simulation Setup

In the simulations, the default parameters are given as follows. The number of antennas at the BS is $M=128$, the number of vehicles is $K=10$, the system bandwidth is $B=200 \mathrm{kHz}$, and the total transmit power is $p_{\mathrm{M}}=$ $24+10 \log _{10} M \mathrm{dBm}$. As shown in Fig. 1, All vehicles are uniformly distributed on two lanes with the length $L=100$ m , the width of each lane is $W=5 \mathrm{~m}$, and the vertical distance between the BS and the nearest lane is $H=15 \mathrm{~m}$. The maximum velocity of each vehicle is $v_{\mathrm{M}}=35 \mathrm{~m} / \mathrm{s}$, the position-related information requirement of each vehicle per meter is $m=2.5 \times 10^{5} \mathrm{bit} / \mathrm{m}$, and the information overhead $q_{k}=10^{4} \mathrm{bit} / \mathrm{s}(k \in \mathcal{K})$ [17], [34], [35], [47].

The large-scale fading coefficients are $\delta_{k}=10^{-3} d_{k}^{-4} \zeta_{k}$ $(k \in \mathcal{K})$, where $d_{k}$ represents the distance between the BS and the $k$ th vehicle, and $\zeta_{k}$ denotes the log-normal shadow fading obeying $10 \log _{10} \zeta_{k} \sim \mathbb{N}\left(0, \sigma_{\mathrm{SF}}^{2}\right)$ with $\sigma_{\mathrm{SF}}=8 \mathrm{~dB}$ [41], [42]. The noise power spectral density is assumed to be $N_{k}=-174$ $\mathrm{dBm} / \mathrm{Hz}(k \in \mathcal{K})$ [51].

At the BS, the power efficiency of PAs is $\varphi=0.35$, the PAPR is $\varsigma=1.2705$, the coefficients of the circuit power dissipation model are $\left[a_{0}, a_{1}\right]=[20,0.1] \mathrm{W},\left[b_{0}, b_{1}\right]=$ $\left[1,2.6 \times 10^{-8}\right] \mathrm{W}$, and $c=1.15 \times 10^{-9} \mathrm{~W}$ [44], [45].

In the following figures, all results are the average of $10^{6}$ realizations of vehicle distribution on the lanes. "PCSI" and "ECSI" represent the results of perfect CSI $\left(\theta_{k}=1, k \in \mathcal{K}\right)$ and estimated CSI $\left(\theta_{k}=0.6, k \in \mathcal{K}\right)$, respectively.

## B. Vehicle PVR Results

With one-time realization of the channel under $p_{M}=$ $10 \log _{10} M \mathrm{dBm}$, Fig. 3 illustrates the vehicle PVR of Case 2 versus the number of iterations in Algorithm 2 under $\varepsilon=10^{-6}$. In Fig. 3, $\eta_{\mathrm{L}}, \eta_{\mathrm{U}}$ and $\eta$ represent the lower bound, upper bound and the actually obtained PVR of each iteration, respectively. Upon increasing the number of iterations, the lower bound increases, the upper bound decreases, and they rapidly converge to a constant, which verifies the convergence of Case 2 in Algorithm 2 under both perfect and estimated CSI. Moreover, the convergence behavior of Algorithm 2 under Case 3 is similar to that under Case 2. Hence, the convergence of Algorithm 1 is verified.


Fig. 3. Vehicle PVR versus the number of iterations in Algorithm 2.
Fig. 4 shows the maximum PVR, PVR mean and minimum PVR among all vehicles versus the transmit power constraint $p_{\mathrm{M}}$ at the BS under both perfect and estimated CSI. When the transmit power constraint is low (below 25 dBm ), the maximum PVR is the same to the minimum PVR, i.e., the PVRs of all vehicles are the same, which verifies Algorithm 1 under Case 2. By contrast when the transmit power constraint is high enough (higher than 35 dBm ), the maximum PVR, PVR mean and minimum PVR converge to their un-restricted values, respectively, i.e., the PVR of each vehicle converges to its minimum value, which verifies Algorithm 1 under Case 1. When the transmit power constraint is mediocre, the maximum PVR is the same as that under Case 1 . However, the minimum

PVR and PVR mean are higher than those under Case 1, i.e., part of the vehicles can achieve their minimum PVRs, which verifies Algorithm 1 under Case 3. Hence, the results seen in Fig. 4 are consistent with the analysis of Algorithm 1. Moreover, the maximum PVR, PVR mean and minimum PVR under perfect CSI are lower than those under estimated CSI. This trend is not unexpected because some extra power is required in the presence of imperfect CSI estimates.


Fig. 4. Vehicle PVR versus the transmit power constraint under the optimal power allocation scheme.

Fig. 5 illustrates the maximum PVR among all vehicles for the different schemes versus the transmit power constraint $p_{\mathrm{M}}$ at the BS under both perfect and estimated CSI. The maximum PVRs of NRPC or no transmit power constraint are calculated by (24). The maximum PVRs under the optimal power allocation (OPA) are simulated by Algorithm 1. By contrast, the maximum PVRs under equal power allocation (EPA) are calculated by (64) using $p_{k}=p_{\mathrm{M}} / K(k \in \mathcal{K})$. Observe in Fig. 5 that upon increasing the transmit power constraint $p_{\mathrm{M}}$, the maximum PVR under EPA first decreases and then increases. The maximum PVR of NRPC remains constant under perfect CSI or estimated CSI. Furthermore, the maximum PVR under the proposed OPA scheme first decreases and then becomes constant at the maximum PVR of the NRPC scenario. The maximum PVR under the proposed OPA scheme is lower than that of EPA. Moreover, the maximum PVRs of the three schemes evaluated under perfect CSI are lower than those under the estimated CSI; and the maximum PVRs of $K=30$ are more attractive than those of $K=10$, because the second term of the power consumption in (7) reduced upon increasing the number of vehicles.

In parallel to the OPA scheme of Fig. 4, Fig. 6 depicts the maximum velocity, velocity mean and minimum velocity under Algorithm 1 versus the transmit power constraint. We also have the similar conclusions to those of vehicle PVR in Fig. 4. However, different from vehicle PVR, the reason for that the maximum velocity, velocity mean and minimum


Fig. 5. Maximum vehicle PVR versus the transmit power constraint.
velocity have the same value in the region of low transmit power constraint, has been proved in Corollary 2.


Fig. 6. Velocity versus the transmit power constraint under the optimal power allocation for vehicle PVR.

## C. System PVR Results

Figs. 7 and 8 illustrate the system PVR and velocity versus the transmit power constraint, respectively. The results of OPA scheme are calculated by Algorithm 3, the results under NRPC are given by Theorem 4 or Theorem 1, and the results of EPA scheme are calculated by (76) and (63) with $p_{k}=p_{\mathrm{M}} / K(k \in \mathcal{K})$. From Fig. 7, the system PVR under NRPC outperforms that of EPA scheme in the regions of both low and high transmit power. However, in
the region of mediocre transmit power, they have the similar performance because the term $N_{k} B / \delta_{k} \theta_{k}$ is too small in (36) and the power allocation under NRPC can be approximated by $p_{k}^{*}=\left(\eta_{\mathrm{S}}^{*}-c m\right) B /[(\varsigma / \varphi M+\mu) m \ln 2]$, i.e., the EPA scheme. The system PVRs in the region of high transmit power become constants or have no relationship to the transmit power constraint, which have been proved by Theorem 4. The system PVRs of $K=30$ are more attractive than those of $K=10$ under the three power allocation schemes considered, because the circuit power consumption in (7) is divided among more vehicles. Fig. 8 indicates that the maximum velocity is larger than the velocity mean and the minimum velocity; with the increasing transmit power constraint, they first increase and finally keep constants, which also have been proved in Theorem 4. Moreover, the system PVRs and vehicle velocities under perfect CSI perform better than those under estimated CSI due to the effect of channel estimation error.


Fig. 7. System PVR versus the transmit power constraint.

## D. Comparison of Two Optimal Power Allocation Schemes

Figs. 9 and 10 illustrate the vehicle PVR and system PVR versus the transmit power constraint under our pair of OPA schemes minimizing either the maximum vehicle PVR or the system PVR, respectively. As seen in Fig. 9, the OPA scheme minimizing the vehicle PVR has better fairness among all vehicles than that of the system PVR optimization. By contrast, in Fig. 10, the OPA scheme minimizing the system PVR outperforms the vehicle-based PVR regime. However, in the region of high transmit power, they have a similar PVR, which was formally shown in Theorem 4. Moreover, the PVRs under the pair of our OPA schemes minimizing either the maximum vehicle PVR or the system PVR versus the channel estimation accuracy $\theta$ are depicted in Fig. 11. Both the optimal vehicle PVR and system PVR are improved upon increasing the estimation accuracy, because the channel gains are gradually improved; the system PVR is lower than


Fig. 8. Velocity versus the transmit power constraint under the optimal power allocation for system PVR.
the vehicle PVR, albeit the reduced system PVR is attained at the cost of reduced fairness among vehicles, as observed in Fig. 9.


Fig. 9. Maximum vehicle PVR versus the transmit power constraint.

## VI. Conclusions

In order to jointly characterize the communications resource consumption and the road-traffic efficiency, we studied the PVR of vehicular networks, which physically represents the energy requirement per unit driving distance of vehicles, which is of course proportional to the velocity. Considering the fairness among all vehicles, first the min-max problem of vehicle PVR was investigated and the optimal power allocation


Fig. 10. System PVR versus the transmit power constraint.


Fig. 11. PVR versus the channel estimation accuracy.
algorithm was proposed by taking into account different transmit power constraints. Then the PVR minimization problem was studied and an efficient power allocation algorithm was designed using the classic bi-section search. Moreover, the asymptotic PVR performance of both the individual vehicles and of the entire system was also analyzed in the regions of both low and high transmit powers. Our simulation results verified the efficiency of the proposed power allocation algorithms.

## Appendix A Proof of Theorem 1

When the number of antennas $M$ is high at the BS , the asymptotic channel orthogonality and channel hardening effect
hold [36], [41], i.e.,

$$
\begin{align*}
& \frac{1}{M} \hat{\mathbf{h}}_{k}^{\mathrm{T}} \hat{\mathbf{h}}_{i}^{*} \rightarrow 0, k \neq i, M \rightarrow \infty  \tag{45}\\
& \frac{1}{M} \hat{\mathbf{h}}_{k}^{\mathrm{T}} \mathbf{e}_{i}^{*} \rightarrow 0, \forall k, i \in \mathcal{K}, M \rightarrow \infty  \tag{46}\\
& \frac{1}{M} \hat{\mathbf{h}}_{k}^{\mathrm{T}} \hat{\mathbf{h}}_{k}^{*} \rightarrow 1, \forall k \in \mathcal{K}, M \rightarrow \infty \tag{47}
\end{align*}
$$

Based on this and upon substituting (2) into (4), the SINR of the $k$ th vehicle can be simplified to

$$
\begin{align*}
\gamma_{k}(\mathbf{p}) & =\frac{p_{k}\left\|\hat{\mathbf{h}}_{k}\right\|^{2}}{\sum_{i=1, \neq k}^{K} p_{i} \frac{\left|\hat{\mathbf{h}}_{k}^{\mathrm{T}} \hat{\mathbf{h}}_{i}^{*}\right|^{2}}{\left\|\hat{\mathbf{h}}_{i}\right\|^{2}}+\frac{1-\theta_{k}}{\theta_{k}} \sum_{i=1}^{K} p_{i} \frac{\left|\mathbf{e}_{k}^{\mathrm{T}} \hat{\mathbf{h}}_{i}^{*}\right|^{2}}{\left\|\hat{\mathbf{h}}_{i}\right\|^{2}}+\frac{M N_{k} B}{\delta_{k} \theta_{k}}} \\
& \rightarrow \frac{p_{k} \delta_{k} \theta_{k}}{N_{k} B}, M \rightarrow \infty, \tag{48}
\end{align*}
$$

and the transmission rate in (5) can be rewritten as

$$
\begin{equation*}
r_{k}\left(p_{k}\right)=B \log _{2}\left(1+\frac{p_{k} \delta_{k} \theta_{k}}{N_{k} B}\right) . \tag{49}
\end{equation*}
$$

Substituting (49) into (7), the numerator $p_{\mathrm{T} k}$ of the objective function (9) is a monotonically increasing function with respect to $p_{k}$; on the other hand, the objective function (9) is a monotonically decreasing function with respect to $v_{k}$. Therefore, the equality of constraint (10) should hold in order to minimize the vehicle PVR, i.e.,

$$
\begin{equation*}
r_{k}\left(p_{k}\right)=m v_{k}+q_{k} \tag{50}
\end{equation*}
$$

Therefore, when the information overhead $q_{k}=0(k \in \mathcal{K})$, the transmit rate is proportional to the driving velocity for each vehicle, and the proposed PVR becomes similar to the concept of EE [29]-[32].

Substituting (50) into (49) results in

$$
\begin{equation*}
p_{k}\left(v_{k}\right)=\frac{N_{k} B}{\delta_{k} \theta_{k}}\left\{\exp \left[\frac{\ln 2}{B}\left(m v_{k}+q_{k}\right)\right]-1\right\} \tag{51}
\end{equation*}
$$

Then the objective function in (8) can be rewritten as

$$
\begin{equation*}
\eta_{k}\left(v_{k}\right)=\frac{\varsigma p_{k}\left(v_{k}\right)}{\varphi M v_{k}}+\frac{1}{v_{k}}\left(\frac{a_{0}+M b_{0}}{K}+a_{1}+M b_{1}+c q_{k}\right)+c m \tag{52}
\end{equation*}
$$

When we dispense with the total transmit power constraint in (12), the problems formulated in (9)-(13) can be transformed into

$$
\begin{align*}
& \min _{v_{k}} \max _{k}\left\{\eta_{k}\left(v_{k}\right)\right\}  \tag{53}\\
& \text { s.t. } 0 \leq v_{k} \leq v_{\mathrm{M}}, k \in \mathcal{K} . \tag{54}
\end{align*}
$$

Since the PVRs $\eta_{k}\left(v_{k}\right)(k \in \mathcal{K})$ of all vehicles are independent of each other, we have

$$
\begin{equation*}
\min _{v_{k}} \max _{k}\left\{\eta_{k}\left(v_{k}\right)\right\}=\max _{k} \min _{v_{k}}\left\{\eta_{k}\left(v_{k}\right)\right\} \tag{55}
\end{equation*}
$$

Therefore, the problems in (53)-(54) can be further simplified to $K$ independent problems, yielding:

$$
\begin{equation*}
\min _{v_{k}}\left\{\eta_{k}\left(v_{k}\right)\right\} \quad \text { s.t. } 0 \leq v_{k} \leq v_{\mathrm{M}} \tag{56}
\end{equation*}
$$

The Lagrange function of (56) can be written as

$$
\begin{align*}
\mathcal{L}_{k}\left(v_{k} ; \lambda_{k}\right)= & \frac{\varsigma p_{k}\left(v_{k}\right)}{\varphi M v_{k}}+\frac{1}{v_{k}}\left(\frac{a_{0}+M b_{0}}{K}+a_{1}+M b_{1}+c q_{k}\right) \\
& +c m+\lambda_{k}\left(v_{k}-v_{\mathrm{M}}\right), k \in \mathcal{K} \tag{57}
\end{align*}
$$

where $\lambda_{k} \geq 0(k \in \mathcal{K})$ is the Lagrange multiplier. Applying the Karush-Kuhn-Tucker (KKT) conditions [52], we have

$$
\begin{align*}
& \frac{\mathrm{d} \mathcal{L}_{k}\left(v_{k}, \lambda_{k}\right)}{\mathrm{d} v_{k}}=0  \tag{58}\\
& \lambda_{k}\left(v_{k}-v_{\mathrm{M}}\right)=0 \tag{59}
\end{align*}
$$

Based on (58), we arrive at:

$$
\begin{align*}
\frac{\mathrm{d} \mathcal{L}_{k}\left(v_{k} ; \lambda_{k}\right)}{\mathrm{d} v_{k}}= & \frac{1}{v_{k}^{2}} \frac{\varsigma B N_{k} 2^{\frac{q_{k}}{B}}}{\varphi M \delta_{k} \theta_{k}}\left\{\left(\frac{m v_{k} \ln 2}{B}-1\right) 2^{\frac{m v_{k}}{B}}-\mathrm{e} \Psi_{k}\right\} \\
& +\lambda_{k}=0 \tag{60}
\end{align*}
$$

When $\lambda_{k}=0$,(60) can be transformed into

$$
\begin{equation*}
\left(\frac{m v_{k} \ln 2}{B}-1\right) \exp \left(\frac{m v_{k} \ln 2}{B}-1\right)=\Psi_{k}>-\mathrm{e}^{-1} \tag{61}
\end{equation*}
$$

Taking advantage of the first real branch of the Lambert function gives rise to

$$
\begin{equation*}
v_{k}=\frac{B}{m \ln 2}\left[W_{0}\left(\Psi_{k}\right)+1\right] \triangleq \hat{v}_{k}>0 \tag{62}
\end{equation*}
$$

Furthermore, upon taking into account (59), we have (20), substituting (20) into (51) and (52), respectively, yields the optimal power allocation (21) and individual PVR (22) for the problem (56).

## Appendix B <br> Proof of Theorem 2

Substituting (50) into (51) results in

$$
\begin{equation*}
v_{k}\left(p_{k}\right)=\frac{B}{m} \log _{2}\left(1+\frac{p_{k} \delta_{k} \theta_{k}}{N_{k} B}\right)-\frac{q_{k}}{m}, \tag{63}
\end{equation*}
$$

and taking (63) into (52) yields

$$
\begin{equation*}
\eta_{k}\left(p_{k}\right)=\frac{\Theta_{k} \frac{p_{k} \delta_{k} \theta_{k}}{B N_{k}}+\Upsilon_{k}}{\ln \left(1+\frac{p_{k} \delta_{k} \theta_{k}}{B N_{k}}\right)-\frac{q_{k} \ln 2}{B}}+c m \tag{64}
\end{equation*}
$$

where $\Theta_{k}$ and $\Upsilon_{k}$ are given in (27) and (28), respectively.
The first and second order derivatives of $\eta_{k}\left(p_{k}\right)$ with respect to $p_{k}$ can be respectively expressed as

$$
\begin{align*}
\frac{\mathrm{d} \eta_{k}\left(p_{k}\right)}{\mathrm{d} p_{k}}= & \frac{\frac{\Theta_{k} \delta_{k} \theta_{k}}{B N_{k}}}{\ln \left(1+\frac{p_{k} \delta_{k} \theta_{k}}{B N_{k}}\right)-\frac{q_{k} \ln 2}{B}}- \\
& \frac{\frac{\delta_{k} \theta_{k}}{B N_{k}}\left(\frac{\Theta_{k} p_{k} \delta_{k} \theta_{k}}{B N_{k}}+\Upsilon_{k}\right)}{\left(1+\frac{p_{k} \delta_{k} \theta_{k}}{B N_{k}}\right)\left[\ln \left(1+\frac{p_{k} \delta_{k} \theta_{k}}{B N_{k}}\right)-\frac{q_{k} \ln 2}{B}\right]^{2}} \tag{65}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{\mathrm{d}^{2} \eta_{k}\left(p_{k}\right)}{\mathrm{d} p_{k}^{2}}= \frac{\frac{p_{k} \delta_{k} \theta_{k}}{B N_{k}}+\frac{\Upsilon_{k}}{\Theta_{k}}}{\frac{\frac{p_{k} \delta_{k} \theta_{k}}{B N_{k}}+1}{+1}+\frac{2\left(\frac{p_{k} \delta_{k} \theta_{k}}{B N_{k}}+\frac{\Upsilon_{k}}{\Theta_{k}}\right)}{\left(1+\frac{p_{k} \delta_{k} \theta_{k}}{B N_{k}}\right)\left[\ln \left(1+\frac{p_{k} \delta_{k} \theta_{k}}{B N_{k}}\right)-\frac{q_{k} \ln 2}{B}\right]^{2}}-2} \\
& \frac{\left(1+\frac{p_{k} \delta_{k} \theta_{k}}{B N_{k}}\right)\left[\ln \left(1+\frac{p_{k} \delta_{k} \theta_{k}}{B N_{k}}\right)-\frac{q_{k} \ln 2}{B}\right]^{2}}{\Theta_{k}\left(\frac{\delta_{k} \theta_{k}}{B N N_{k}}\right)^{2}}  \tag{66}\\
&>\frac{\Theta_{k}\left(\frac{\delta_{k} \theta_{k}}{B N_{k}}\right)^{2}\left(\frac{\frac{p_{k} \delta_{k} \theta_{k}}{B N_{k}}+\frac{\Upsilon_{k}}{\Theta_{k}}}{\frac{p_{k} k_{k} \theta_{k}}{B N_{k}}+1}-2\right)}{\left(1+\frac{p_{k} \delta_{k} \theta_{k}}{B N_{k}}\right)\left[\ln \left(1+\frac{p_{k} \delta_{k} \theta_{k}}{B N_{k}}\right)-\frac{q_{k} \ln 2}{B}\right]^{2}}
\end{align*}
$$

When the number of antennas at the BS becomes high, we can arrive at:

$$
\begin{equation*}
\frac{\Upsilon_{k}}{\Theta_{k}}>2+\frac{p_{k} \delta_{k} \theta_{k}}{N_{k} B}, M \gg 1 \tag{67}
\end{equation*}
$$

Upon substituting (27) and (28) into (67), the number of antennas $M$ should satisfy

$$
\begin{equation*}
\left(\frac{b_{0}}{K}+b_{1}\right) M^{2}+\left(\frac{a_{0}}{K}+a_{1}+c q_{k}\right) M>\frac{\varsigma}{\varphi}\left(p_{k}+2 \frac{B N_{k}}{\delta_{k} \theta_{k}}\right) \tag{68}
\end{equation*}
$$

which is equivalent to

$$
\begin{align*}
M> & \frac{\sqrt{\left(\frac{a_{0}}{K}+a_{1}+c q_{k}\right)^{2}+\frac{\varsigma}{\varphi}\left(\frac{b_{0}}{K}+b_{1}\right)\left(p_{k}+\frac{2 B N_{k}}{\delta_{k} \theta_{k}}\right)}}{2\left(\frac{b_{0}}{K}+b_{1}\right)} \\
& -\frac{\frac{a_{0}}{K}+a_{1}+c q_{k}}{2\left(\frac{b_{0}}{K}+b_{1}\right)} \tag{69}
\end{align*}
$$

Therefore, substituting (67) into (66) yields $\mathrm{d}^{2} \eta_{k}\left(p_{k}\right) / \mathrm{d} p_{k}^{2}>$ 0 and the PVR function $\eta_{k}\left(p_{k}\right)$ is a convex function with respect to the power $p_{k}$ allocated to the $k$ th vehicle.

If the PVR value $\eta$ is given, then we have

$$
\begin{equation*}
\eta_{k}\left(p_{k}\right)=\frac{\Theta_{k} \frac{p_{k} \delta_{k} \theta_{k}}{B N_{k}}+\Upsilon_{k}}{\ln \left(1+\frac{p_{k} \delta_{k} \theta_{k}}{B N_{k}}\right)-\frac{q_{k} \ln 2}{B}}+c m=\eta \tag{70}
\end{equation*}
$$

which can be transformed into

$$
\begin{equation*}
\frac{\Theta_{k} \frac{p_{k} \delta_{k} \theta_{k}}{B N_{k}}+\Upsilon_{k}}{\eta-c m}=\ln \left(1+\frac{p_{k} \delta_{k} \theta_{k}}{B N_{k}}\right)-\frac{q_{k} \ln 2}{B} \tag{71}
\end{equation*}
$$

Applying the exponential operation to both sides of (71) and carrying out some further manipulations yields:

$$
\begin{equation*}
\frac{\Theta_{k}\left(1+\frac{p_{k} \delta_{k} \theta_{k}}{B N_{k}}\right)}{c m-\eta} \mathrm{e}^{\frac{\Theta_{k}\left(1+\frac{p_{k} \delta_{k} \theta_{k}}{B N_{k}}\right)}{c m-\eta}}=\frac{\Theta_{k} 2^{\frac{q_{k}}{B}}}{c m-\eta} \mathrm{e}^{\frac{\Theta_{k}-\Upsilon_{k}}{c m-\eta}} \tag{72}
\end{equation*}
$$

By exploiting the Lambert function results in (25), and substituting (25) into (63) yields (26).

## Appendix C <br> Proof of Corollary 1

Equation (29) is proved by the method of contradiction. Let us assume that the optimal solution $\bar{p}_{k}(k \in \mathcal{K})$ of the problems in (9)-(13) satisfies

$$
\begin{equation*}
\eta_{j}\left(\bar{p}_{j}\right)>\eta_{k}\left(\bar{p}_{k}\right)>\eta_{i}\left(\bar{p}_{i}\right), k \neq i, j . \tag{73}
\end{equation*}
$$

Then by taking into account $\sum_{k=1}^{K} p_{k}(\tilde{\eta})>p_{\mathrm{M}}$ and the convexity in Theorem 2, both $\eta_{j}(\cdot)$ and $\eta_{i}(\cdot)$ are monotonically decreasing functions when $p_{k}<\tilde{p}_{k}$ $(k \in \mathcal{K})$. Hence there should exist a specific $\Delta \in$ $\left(0, \bar{p}_{i}-N_{k} B\left(2^{q_{k} / B}-1\right) /\left(\delta_{k} \theta_{k}\right)\right)$ satisfying that

$$
\begin{equation*}
\eta_{j}\left(\bar{p}_{j}\right)>\eta_{j}\left(\bar{p}_{j}+\Delta\right)=\eta_{i}\left(\bar{p}_{i}-\Delta\right)>\eta_{i}\left(\bar{p}_{i}\right) \tag{74}
\end{equation*}
$$

Then, we can define the new power allocation $p_{j}=\bar{p}_{j}+\Delta$, $p_{i}=\bar{p}_{i}-\Delta$ and $p_{k}=\bar{p}_{k}(k \neq i, j)$. Given the defined $p_{k}(k \in \mathcal{K})$, the maximum PVR among vehicles decreases, which contradicts to the min-max criterion. Therefore, all vehicles should have the same vehicle PVR.

## Appendix D <br> Proof of Corollary 2

Based on (27), we have $\Theta_{k} \rightarrow 0(k \in \mathcal{K})$ when the number of antennas $M$ becomes large; on the other hand, $c m-\eta \nrightarrow 0$ if the PVR $\eta$ is far away from the lower bound cm , when the transmit power constraint $p_{\mathrm{M}}$ approximates to $p_{\mathrm{m}}$. Therefore, we have $\Theta_{k} /(c m-\eta) \rightarrow 0(M \gg 1)$. By exploiting the property of the Lambert function that $W_{0}(x) \rightarrow 0$ when $x \rightarrow 0$, we arrive at:

$$
\begin{equation*}
W_{0}\left(\frac{\Theta_{k} 2^{\frac{q_{k}}{B}}}{c m-\eta} \mathrm{e}^{\frac{\Upsilon_{k}-\Theta_{k}}{\eta-c m}}\right) \rightarrow \frac{\Theta_{k} 2^{\frac{q_{k}}{B}}}{c m-\eta} \mathrm{e}^{\frac{\Upsilon_{k}-\Theta_{k}}{\eta-c m}}, M \gg 1 \tag{75}
\end{equation*}
$$

Substituting (75) and $\Theta_{k} \rightarrow 0$ into (25) and (26) results in (34) and (35), respectively.

## Appendix E <br> Proof of Theorem 3

Following the same lines in the proof of Theorem 1 , we should have $m v_{k}=B \log _{2}\left(1+\frac{p_{k} \delta_{k} \theta_{k}}{N_{k} B}\right)-q_{k}(k \in \mathcal{K})$, therefore substituting (7) into (14) and introducing $\mathbf{q}=$ $\left[q_{1}, q_{2}, \cdots, q_{K}\right]^{\mathrm{T}}$ result in

$$
\begin{equation*}
\eta_{\mathrm{S}}(\mathbf{p})=\frac{\frac{\frac{\mathbf{1}^{\mathrm{T}} \mathbf{p}}{\varphi M}+a_{0}+M b_{0}+K\left(a_{1}+M b_{1}\right)+c \mathbf{1}^{\mathrm{T}} \mathbf{q}}{\frac{B}{m} \sum_{k=1}^{K} \log _{2}\left(1+\frac{p_{k} \delta_{k} \theta_{k}}{N_{k} B}\right)-\frac{\mathbf{1}^{\mathrm{T}} \mathbf{q}}{m}}+c m . . . . . . . . .}{} \tag{76}
\end{equation*}
$$

The denominator and numerator of the system PVR given in (76) are convex and affine functions with respect to the power allocation vector $\mathbf{p}$, respectively. Therefore the set $\left\{\mathbf{p} \mid \eta_{\mathrm{S}}(\mathbf{p})<\eta\right\}$ is convex and hence the objective function $\eta_{\mathrm{S}}(\mathbf{p})$ is a quasi-convex function with respect to the power allocation vector p. Based on [31], [52], [53], if the fractional objective function given in (76) is quasi-convex in conjunction with a convex denominator and affine numerator, the optimization problems in (15)-(19) are equivalent to

$$
\begin{align*}
& \quad \min _{\mathbf{p}}\{f(\mathbf{p}, \eta)\}  \tag{77}\\
& \text { s.t. } 0 \leq v_{k} \leq v_{\mathrm{M}}, k \in \mathcal{K},  \tag{78}\\
& \mathbf{1}^{\mathrm{T}} \mathbf{p} \leq p_{\mathrm{M}} \tag{79}
\end{align*}
$$

where the new objective function is defined by

$$
\begin{align*}
f(\mathbf{p}, \eta)= & \frac{\varsigma \mathbf{1}^{\mathrm{T}} \mathbf{p}}{\varphi M}+a_{0}+M b_{0}+K\left(a_{1}+M b_{1}\right)+\frac{\eta}{m} \mathbf{1}^{\mathrm{T}} \mathbf{q} \\
& -\frac{(\eta-c m) B}{m} \sum_{k=1}^{K} \log _{2}\left(1+\frac{p_{k} \delta_{k} \theta_{k}}{N_{k} B}\right) \tag{80}
\end{align*}
$$

and the optimal system PVR, $\eta_{\mathrm{S}}^{*}$, satisfies

$$
f(\mathbf{p}, \eta) \begin{cases}<0, & \eta>\eta_{\mathrm{S}}^{*}  \tag{81}\\ =0, & \eta=\eta_{\mathrm{S}}^{*} \\ >0, & \eta<\eta_{\mathrm{S}}^{*}\end{cases}
$$

Therefore, if the new problems in (77)-(79) are solved, then the optimal system PVR, $\eta_{\mathrm{S}}^{*}$, can be obtained by bi-section search in terms of (81).

Given the system PVR $\eta$, the Lagrange function of problems (77)-(79) can be written as

$$
\begin{equation*}
\mathcal{L}(\mathbf{p} ; \boldsymbol{\lambda}, \mu)=f(\mathbf{p}, \eta)+\boldsymbol{\lambda}^{\mathrm{T}}\left(\mathbf{v}-\mathbf{1} v_{\mathrm{M}}\right)+\mu\left(\mathbf{1}^{\mathrm{T}} \mathbf{p}-p_{\mathrm{M}}\right) \tag{82}
\end{equation*}
$$

where $\boldsymbol{\lambda}=\left[\lambda_{1}, \lambda_{2}, \cdots, \lambda_{K}\right]^{\mathrm{T}} \succeq 0$ and $\mu \geq 0$ are the nonnegative Lagrange multipliers. Based on the KKT conditions [52], we have

$$
\begin{align*}
& \mathrm{d} \mathcal{L}(\mathbf{p} ; \boldsymbol{\lambda}, \mu) / \mathrm{d} p_{k}=0, k \in \mathcal{K}  \tag{83}\\
& \lambda_{k}\left(v_{k}-v_{\mathrm{M}}\right)=0, k \in \mathcal{K}  \tag{84}\\
& \mu\left(\mathbf{1}^{\mathrm{T}} \mathbf{p}-p_{\mathrm{M}}\right)=0 \tag{85}
\end{align*}
$$

According to the first KKT condition (83), we can obtain

$$
\begin{align*}
\frac{\mathrm{d} \mathcal{L}(\mathbf{p} ; \boldsymbol{\lambda}, \mu)}{\mathrm{d} p_{k}} & =\frac{\mathrm{d} f(\mathbf{p}, \eta)}{\mathrm{d} p_{k}}+\lambda_{k} \frac{\mathrm{~d} v_{k}}{\mathrm{~d} p_{k}}+\mu \\
& =\frac{\varsigma}{\varphi M}+\frac{B}{m \ln 2} \frac{\left(\lambda_{k}-\eta+c m\right) \delta_{k} \theta_{k}}{N_{k} B+p_{k} \delta_{k} \theta_{k}}+\mu \\
& =0 \tag{86}
\end{align*}
$$

which can be transformed into

$$
\begin{equation*}
p_{k}=\frac{\left(\eta-c m-\lambda_{k}\right) B}{(\varsigma / \varphi M+\mu) m \ln 2}-\frac{N_{k} B}{\delta_{k} \theta_{k}} . \tag{87}
\end{equation*}
$$

Upon taking into account both (83) and (84), we have:

$$
\begin{equation*}
p_{k}=\min \left\{\frac{(\eta-c m) B}{(\varsigma / \varphi M+\mu) m \ln 2}-\frac{N_{k} B}{\delta_{k} \theta_{k}}, p_{k \mathrm{M}}\right\} \tag{88}
\end{equation*}
$$

On the other hand, taking advantage of the velocity constraint in (17) results in

$$
\begin{equation*}
p_{k} \leq p_{k \mathrm{M}}=\frac{B N_{k}}{\delta_{k} \theta_{k}}\left\{\exp \left[\frac{\ln 2}{B}\left(m v_{\mathrm{M}}+q_{k}\right)\right]-1\right\} \tag{89}
\end{equation*}
$$

and substituting (89) into (88) gives rise to the power allocation (36), where the Lagrange multiplier is either $\mu=0$ or satisfies $\sum_{k=1}^{K} p_{k}-p_{\mathrm{M}}=0$ in terms of the third KKT condition in (85). Furthermore, substituting (36) into $v_{k}\left(p_{k}\right)=$ $\frac{B}{m} \log _{2}\left(1+\frac{p_{k} \delta_{k} \theta_{k}}{B N_{k}}\right)-\frac{q_{k}}{m}$ yields the vehicular velocity (37).

## Appendix F

## Proof of Theorem 4

The theorem is proved by the method of contradiction. When the number of vehicles is $K=1$, it is straightforward to obtain $\eta_{\mathrm{S}}^{*}=p_{\mathrm{T} 1}\left(\tilde{p}_{1}\right) / v_{1}\left(\tilde{p}_{1}\right)=\tilde{\eta}_{1}$. To proceed for $K>1$,
we assume that the minimum system PVR of $k+1$ vehicles is given by
$\eta_{\mathrm{s}}(k+1)=\frac{\sum_{i=1}^{k} p_{\mathrm{T} i}\left(\tilde{p}_{i}\right)+p_{\mathrm{T} k+1}\left(p_{k+1}\right)}{\sum_{i=1}^{k} v_{i}\left(\tilde{p}_{i}\right)+v_{k+1}\left(p_{k+1}\right)}, 1 \leq k<K-1$.

If $p_{k+1} \neq \tilde{p}_{k+1}$, based on Theorem 1 , we have

$$
\begin{equation*}
\eta_{k+1}=\frac{p_{\mathrm{T} k+1}\left(p_{k+1}\right)}{v_{k+1}\left(p_{k+1}\right)}>\tilde{\eta}_{k+1}=\frac{p_{\mathrm{T} k+1}\left(\tilde{p}_{k+1}\right)}{v_{k+1}\left(\tilde{p}_{k+1}\right)} \tag{91}
\end{equation*}
$$

and therefore the current system PVR satisfies

$$
\begin{equation*}
\eta_{\mathrm{s}}(k+1)>\tilde{\eta}_{\mathrm{s}}(k+1)=\frac{\sum_{i=1}^{k} p_{\mathrm{T} i}\left(\tilde{p}_{i}\right)+p_{\mathrm{T} k+1}\left(\tilde{p}_{k+1}\right)}{\sum_{i=1}^{k} v_{i}\left(\tilde{p}_{i}\right)+v_{k+1}\left(\tilde{p}_{k+1}\right)} \tag{92}
\end{equation*}
$$

which contradicts to the minimization criterion of the system PVR. Hence, the power allocation minimizing the system PVR is the same to that minimizing the vehicle PVR.
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