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A B S T R A C T   

Turbulent or eddy diffusion models are used to predict spatially resolved exposures to toxic airborne materials in 
indoor environments. The single parameter that governs mixing in these models is the eddy diffusion coefficient. 
Some relationships that enable this coefficient to be predicted have been proposed in the literature, but wider 
applicability of these has not previously been tested. In this paper an automated computational fluid dynamics 
tool was used to calculate the eddy diffusion coefficient in a range of isothermal, mechanically ventilated rooms. 
Available models for the diffusion coefficient were then tested and the most applicable was found to be one based 
on a turbulent kinetic energy balance. This relationship was only appropriate when the characteristic length was 
set to a dimension of the air supply inlet, instead of the length usually applied, i.e. the room height. The validity 
of this relationship was further demonstrated using experimental test cases and by applying standard error 
metrics. The eddy diffusion approach can now be used with improved confidence in a wider range of scenarios 
than was possible before.   

1. Introduction 

Mathematical models are used to calculate the exposure of in
dividuals to airborne toxic material in indoor environments [1]. The 
models need to be simple when it is not practical to fully survey the 
environment. In such cases it may not be possible to define the boundary 
conditions required for more complex techniques such as computational 
fluid dynamics (CFD) modelling. Another significant advantage of most 
simple models is the speed with which they can be set up and solved. 
This means that they can be used when limited time is available. 

A number of simple modelling techniques are available for predict
ing the hazard from airborne material in single rooms indoors, these 
include: well-mixed zone models [2], two-box or two-zone models [3], 
dilution ventilation and mixing factor models [4], zonal models [5], 
Markov chain models [6] and eddy diffusion models [7–10]. It should be 
noted that CFD models can also be solved rapidly using techniques such 
as those employed in the fast fluid dynamics method [11,12] and the 
lattice Boltzmann method [13,14]. However, detailed information about 
the indoor space is still required for these models. 

Eddy diffusion models for indoor spaces work by solving a three 
dimension analytical diffusion model which can account for 

containment of the transported material by the walls of the room. The 
containment effect is incorporated through the use of image sources 
[15]. When the room is large or transport times are short, it is not always 
necessary to include the effect of the walls. Eddy diffusion models have 
an advantage over the other simple modelling techniques mentioned 
above, with the exception of zonal models, in that they provide a rep
resentation of the spatially resolved concentration field. 

Eddy diffusion models are used to predict spatially resolved expo
sures to toxic airborne materials in indoor environments, for example 
see Refs. [16–19]. The method is also described in the American In
dustrial Hygiene Association (AIHA) book ‘Mathematical Models for 
Estimating Occupational Exposure to Chemicals’ [7] and is one of the 
tools included in the AIHA IH Mod 2.0 software [20]. 

Eddy diffusion models could have application in areas other than the 
prediction of exposure, such as transport of vapour from explosives for 
detection purposes [21]. For example, training scenarios are often 
created where explosives are placed in a room and detection dogs are 
brought into the space to see whether they can find the concealed ma
terial. Rapid running dispersion models could be used to provide insight 
into how the vapour concentration varies throughout the day. 

Different formulations of the eddy diffusion equations are available 
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depending on the type of source term applied. For an instantaneous 
point source the variation in concentration, C, in space and time is given 
by the following [9]. It should be noted that all units in this paper are SI 
unless otherwise stated. 

Cðx; y; z; tÞ¼
M exp
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� λf t
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8ðπ K tÞ
3
2
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where M is the mass of material released at time t ¼ 0 at a point in space 
and x, y and z are the Cartesian coordinates at which C is calculated. λf is 
the fresh air change rate and K is the eddy diffusion coefficient, which 
governs the rate of mixing. The wall reflection terms, rx, ry and rz, are 
given by the following [9]: 
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where x0, y0 and z0 are the release coordinates, L, W and H are the 
length, width and height of the room and the summation is over the 
image sources. As can be seen, x, y and z correspond with L, W and H 
respectively. Rather than an infinite sum, only a small number of images 
sources are required to give a sufficiently accurate solution when the 
non-dimensional diffusion time, tND, is small. tND is defined as (t K= L2

diff ) 
where Ldiff is the distance over which the material is diffusing e.g. the 
length of the room. Cheng et al. [10] used six images sources and 
Nehorai [8] used only one. 

The eddy diffusion coefficient for indoor spaces has been calculated 
from a number of experimental studies [7,9,10,16,22,23] and empirical 
or a priori relationships have been produced for certain situations [9,10, 
24]. The experimentally calculated values have been shown to range 
from a lower limit of 1� 10� 3 m s� 2 [9] to as high as 1:9� 10� 1 m s� 2 

[7]. Which makes it difficult to directly apply the experimentally 
derived diffusion coefficients to cases were K is not known. 

The Karlsson et al. relationship [24] is based on a turbulent kinetic 
energy balance (TKEB) and the assumption that the total rate of change 
of the turbulent kinetic energy in the system is zero. This relationship 
can be simplified to Equation (5) for isothermal rooms [9]. In Equation 
(5) the first term is the mechanical production of turbulent kinetic en
ergy and the second is the dissipation. 

λu2
0

2
�

cε u3
turb

Lchar
¼ 0; (5)  

where λ is the total air change rate, u0 is the velocity at the inlet, cε is a 
constant and uturb is a representative turbulent velocity. The dissipation 
term is typically thought to apply in high Reynolds number flows with 
Lchar referring to the integral length scale, the size of the largest eddies in 
the flow. Karlsson et al. gave cε  ¼ 0.032. Using Equation (6), which 
gives a relationship between K, uturb and Lchar (also typically referring to 
the integral length scale), an equation for K (Equation (7)), as a function 
of measurable parameters, can be derived [9,24]. 

K¼ cv uturb Lchar ; (6)  
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where cv is the von Karman constant (cv  ¼ 0.4 has been used here). 
Drivas et al. [9] did not give Equation (7) directly and they also assumed 
that both cv and cε were equal to 0.4 (without providing a rationale). 

Drivas et al. [9] and Shao et al. [23] assumed that Lchar was equal to H, 
which, it will be proposed in this paper, should not be the case. 

Cheng et al. [10] reported an empirical relationship for K (Equation 
(8)) based on experimental data from two naturally ventilated residen
tial rooms with air change rates of up to 5.4 h� 1. 

K
V2=3¼ 0:52λþ 8:61� 10� 5 1

s
; (8)  

where V is the room volume. 
Cheng et al. [10] also considered that K might be related to λ alone, 

but this approach resulted in a room specific relationship for K. 
Shao et al. [23] demonstrated the validity of the TKEB relationship 

[9] up to an air change rate of 2.9 h� 1 for a single bespoke test chamber 
when they set Lchar to the room height. 

Even with the above studies there is limited data on how the eddy 
diffusion coefficient varies in a range of rooms [25]. 

The aim of the present work was to use CFD to calculate K in a large 
number of rooms and to compare these calculated values to those from 
the relationships discussed previously. This was done in order to 
determine which, if any, of the relationships are valid over a wide range 
of room sizes and ventilation conditions. 

2. Methodology 

2.1. Overview 

An automated CFD method described by Foat et al. [26] was used to 
produce models for scalar transport from an instantaneous release in 
approximately 250 different isothermal, mechanically ventilated rooms. 
The eddy diffusion model given in Equation (1) was then fitted to the 
CFD scalar concentration predictions to give a value of K for each room. 
The relationship between the eddy diffusion coefficient and the room 
geometry and ventilation parameters was then compared to the existing 
relationships given in the introduction. 

Before running the automated CFD study the modelling method was 
validated against an experimental test case. 

2.2. CFD validation 

The validation experiment was conducted in a cuboid shaped 
meeting room which was 13.0 m long, 7.0 m wide and 2.6 m high with a 
small cut out in one corner. The room volume was 237 m3, the floor 
aspect ratio was 1.9 and H/(floor area)1/2 ¼ 0.27. The room had mixing 
ventilation with the air supplied through eight diffusers and extracted 
through four, which were all located on the ceiling. All ceiling diffusers 
were square, four-way diffusers (effective air discharge area of each 
diffuser, A ¼ 0.0446 m2). In the model, the effective air discharge area 
for the inlet was used, as opposed to the open area to ensure that the 
correct momentum was applied [27]. Also in the model, the air was set 
to enter the room with an angle of 30∘ to the horizontal. In the experi
ment, the total air flow rate was 1.0 m3 s� 1 and the recirculation fraction 
was 0.56, giving a fresh air change rate of 6.8 h� 1 and total air change 
rate, λ, of 15.4 h� 1. 

A tracer gas, propylene, was released in the corner of the room (1 m 
high and 1 m from each wall) through a spherical diffuser (a device 
designed to reduce the momentum of a jet of gas). A cylinder of 2% 
propylene in nitrogen was used to deliver 0.04 m3 of the tracer at an 
approximately constant rate over a period of 180 s. The gas concentra
tion was monitored in the test room using seven Ultra-Violet Ion Col
lectors (UVICs), Mk II, photo-ionisation detectors [28]. Six of the UVICs 
were positioned 0.65 m above the ground with one at 1.95 m height. 
Fig. 1 shows the meeting room and the layout used in the experiment. 

IconCFD® version 3.3.9 (ICON®, United Kingdom) was used to 
produce a cut-cell mesh for the room (iconHexMesh [29]) and to solve 
the flow and scalar transport (iconSimpleFoam and iconSpeciesFoam 
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[29]). The IconCFD software is an open source based CFD product which 
makes use of openFOAM® technology. It was assumed that the flow was 
steady and turbulent. The supply diffusers were given fixed volume flow 
rates and the extracts were pressure outlets. All walls were given no-slip 
boundary conditions. The flow field was solved for 7000 iterations to 
produce a converged solution. The scalar transport was then solved 
transiently using the steady-state flow solution. The k-ω SST turbulence 
model was used and the turbulent Schmidt number, Sct, was set to 0.7. 
The SIMPLE scheme [30] was used for the pressure-velocity coupling, a 
second-order MUSCL scheme [31] was used for the momentum trans
port terms and a first-order upwind scheme was used for all scalar terms. 
A first-order implicit scheme was used for the transient scalar transport. 

The validation model had a base mesh (refinement level zero) of 0.1 
m with the mesh on the supply and extract vents at refinement levels 
three and two respectively. The mesh on the wall, ceiling and floor was 
at refinement level one. The non-dimensional distance from the wall of 
the first cell centre, yþ1 , was less than 500 on all walls apart from in the 
fast flowing air leaving the inlets. The size of the mesh is within the 
limits for coarse CFD as defined by Wang and Zhai [32]. The mesh on a 
vertical plane through an extract and two supplies is shown in Fig. 2. The 
time step size, Δt, was 1.0 s. The method used to assess the performance 
of the models is given below. The model was tested for mesh and time 
step sensitivity. Model sensitivities (to mesh size, Δt and Sct) were also 
considered as part of the automated CFD study (Section 2.6). 

Predictions from the model were compared to data at each of the 
seven UVIC locations and quality metrics were calculated (see below). 
The minimum, average and maximum concentrations for all the loca
tions at each time are shown in Fig. 3. It should be noted that the 
comparison shown in the graph does not directly compare the concen
tration at one location in the CFD model with the same location in the 
experiment but represents some statistical characteristics of the con
centration field. However, model performance metrics were calculated 

by comparing data at each corresponding location. 
The CFD does not capture some of the unsteadiness in the concen

tration field, as would be expected when using a steady Reynolds 
averaged Navier-Stokes modelling approach. However, the model cap
tures the trends well. 

The model performance was assessed by calculating the geometric 
mean bias (MG) and geometric variance (VG), as defined by Ref. [33]. 
Data points were included in the assessment when the measured con
centration was greater than 1 mg m� 3. This was approximately the 
lowest concentration at which the UVICs were calibrated. The ideal 
value for both metrics is 1. MG, which indicates the bias, was 0.95, 
therefore the model only slightly over-predicted the experiment (by a 
factor of 1.05, based on the geometric means). VG, which indicates the 

Fig. 1. The meeting room used for the validation experiment. The photograph show the chairs on which the UVICs were placed and the UVIC at 1.95 m height. The 
schematic shows a plan view of the layout used in the experiment. The open squares indicate the supply vents, the filled squares the extract vents, the crosses indicate 
the UVIC locations and the circle with a cross shows the tracer gas release location. 

Fig. 2. The mesh used for the meeting room model shown on a vertical plane through two supply vents and an extract vent. The extract is shown in the middle of the 
image with supply vents either side. 

Fig. 3. Maximum, average and minimum tracer concentrations across seven 
measurement locations from two experiments compared to predictions from the 
CFD model. 
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scatter, was 1.01, therefore the model data was similarly distributed to 
the experimental data. 

2.3. Scenario for the automated CFD study 

The approximately 250 isothermal, mechanically ventilated rooms 
modelled were all cuboid in shape and contained no furniture. They 
were served by mixing ventilation with no recirculation, via supply and 
extract vents (square four-way diffuser) located in the ceiling. The room 
volume and shape, the air change rate and vent layout were varied 
across the parameter space shown in Table 1. Six example room layouts 
are shown in Fig. 4. It should be noted that the rooms studied consisted 
of only a small subset of possible indoor environments. 

The automated CFD method used a Sobol sequence experimental 
design [34] to produce models which effectively covered the range of 
the parameters give in Table 1. The rationale for these ranges is given in 
Foat et al. [26]. 

Supply grilles were based on Trox ADT 4-way diffusers [35]. A 
diffuser with an effective air discharge area, A, of 0.012 m2, designed for 
a flow rate of 0.03 m3 s� 1, was chosen for rooms with a total flow rate up 
to 0.3 m3 s� 1, limiting the number of small diffusers in the room to ten. A 
diffuser with A ¼ 0.045 m2, designed for a flow rate of 0.16 m3 s� 1, was 
chosen for rooms with a total flow rate between 0.3 m3 s� 1 and 1.6 m3 

s� 1. A diffuser with A ¼ 0.112 m2 was specified for rooms with higher 
flow rates. The number of supply vents in the room was calculated based 
on the throw and guidance given in Awbi [36] which states that “the 
throw should ideally be equal to the distance from a wall or half the 
distance to the next adjacent diffuser”. 

Three sizes of extract grille were used: (0.4 m)2 and (0.6 m)2 and 0.6 
m � 1.2 m. The smallest grilles were used for total room flow rates less 
than 5 m3 s� 1, the middle size was specified for flow rates between 5 m3 

s� 1 and 10 m3 s� 1 and the largest size for flows above 10 m3 s� 1. The 
number of vents was chosen so that the mean velocity through the grille 
was approximately 4 m s� 1 [37]. The spacing of supply diffusers and 
extract grilles was the same as used in Ref. [26]. 

The scenario modelled was an instantaneous release of material from 
one of three locations: the centre of the room (centred in length, width 
and height), one corner of the room (1 m in from both walls and centred 
in height), mid-point (mid-way between the centre of the room and one 
corner and centred in height). 

2.4. Automated CFD method 

Salome V6.5.0 (Open Cascade, France), an open source integration 
platform for numerical simulation, was used to generate the STL surfaces 
of the geometries. IconCFD version 3.3.9 (ICON, United Kingdom) was 
used for the meshing (iconHexMesh [29]) and the CFD solutions 
(iconSimpleFoam and iconSpeciesFoam [29]). The automated CFD used 
the same model settings and meshing approach as applied in the vali
dation modelling (see Section 2.2). This included a second-order MUSCL 
scheme for the momentum transport terms, a first-order upwind scheme 
for all scalar terms and a first-order implicit scheme for the transient 
scalar transport. The first-order schemes were chosen as these had been 
shown to give accurate results in the validation modelling and to 

improve convergence in the automated study. 

2.5. Fitting the eddy diffusion model to the CFD data 

The eddy diffusion model, Equation (1) (with five image sources), 
was fitted to the CFD data by minimising the geometric variance (VG), to 
a value of 1, by varying K. 

For each CFD model the optimum eddy diffusion coefficient was 
calculated independently over three planes at heights of 0.5 m, 1.0 m 
and 1.5 m. These planes were chosen to cover the occupied zone. On 
each plane, data from 20 locations was used at times with 10 s intervals 
up to 1500 s after the start of the release. It was confirmed that the re
sults did not change significantly with an increase in the number of lo
cations used or a decrease in the size of the time intervals. Any location 
within 2 m of the release location was not included, as close to the source 
the concentration field was more strongly affected by local flow features. 
Any data point with a concentration below 1� 10� 20 kg m� 3 was 
excluded to avoid the VG calculations being skewed by large differences 
between the CFD and eddy diffusion models at these very low values. A 
single VG value was calculated for each plane for each CFD model i.e. it 
incorporated equally weighted data from all locations on that plane and 
all time points. 

The model fitting was performed using a Python script, the SciPy 
optimize. minimize function and the L-BFGS-B algorithm [38]. 

A subset of the automated models were used to test the sensitivity of 
the K calculations to the mesh, time step and Schmidt number. 

The input data from the automated CFD study together with the K 
values for the fitted eddy diffusion model are given in the supplementary 
material. 

2.6. Mesh, time step and turbulent Schmidt number sensitivity 

A subset (10) of the 250 CFD models were re-run with three different 
base mesh sizes (0.079 m, 0.100 m, 0.126 m), three Δt values (0.5 s, 1.0 
s, 2.0 s) and three Sct value (0.5, 0.7, 0.9) with K calculated for each 
model. The geometric mean bias (MB) was calculated for the predicted K 
for each parameter change, with the original model as a reference. The 
results of the sensitivity study are given in Table 2. 

With a base mesh size of 0.1 m the MB for K with Δt  ¼ 2.0 s 
compared to Δt  ¼ 1.0 s was 1.06, i.e. the geometric mean K for Δt  ¼ 1.0 
s was 106% of that for Δt  ¼ 2.0 s. For Δt  ¼ 0.5 s compared to Δt  ¼ 1.0 s, 
MB was 1.24, i.e. the geometric mean K for Δt  ¼ 1.0 s was 124% of that 
for Δt  ¼ 0.5 s. Therefore, the results did show some time step depen
dence but due to the spread in the calculated K values (almost two orders 
of magnitude) and the quality of the validation shown previously (where 

Table 1 
Experimental design space. The number of points within each range was 
determined by Sobol sequence experimental design [34].  

Parameters Symbol Ranges 

Room volume V 50 m3–5000 m3 

Floor aspect ratio L/W 1–3 
Height/(floor area)1/2 H/(LW)1/2  0.1–1.5 
Air change rate λ 0.5 h� 1 - 20 h� 1 

Release location  Centre, corner or   
mid-point  

Fig. 4. Plan views of six example rooms showing the supply and extract vent 
layouts. The supply vents are shaded, the extracts are open squares. The tick 
marks on the axes are spaced at 10 m intervals. 
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Δt of 1.0 s was used), a Δt of 1.0 s was deemed acceptable for the 
automated study. There was also mesh size dependence but this was 
small between the 0.1 m and 0.079 m meshes. Therefore, the 0.1 m base 
mesh was deemed acceptable for the automated study. The geometric 
mean K decreased as Sct increased, as would be expected. A range of 
values for Sct has been used in different studies, such as 0.2 to 1.3 re
ported by Tominaga et al. [39]. However, Sct  ¼ 0.7 has been widely 
applied [40] and was used successfully in the validation exercise, 
therefore, this was deemed the most suitable value for the automated 
study. 

3. Results and discussion 

The results from fitting the eddy diffusion model to the automated 

CFD data are given below. Initially only data for the centre release 
location is shown. Fig. 5 shows four possible methods for predicting the 
eddy diffusion coefficient. The four methods are: a simple correlation of 
K with the air change rate, the Cheng et al. [10] empirical relationship 
(Equation (8)) and the TKEB relationship (Equation (7)) with two 
different definitions of the characteristic length, Lchar. For each method a 
linear regression line, with an intercept of zero, has been fitted. The 
equation of the regression line and the coefficient of determination, R2, 
value are also shown. R2 was calculated according to Eisenhauer [41]. 

As shown in Section 1 the characteristic length scale, Lchar, in the 
TKEB relationship is used in both the dissipation rate term in Equation 
(5) and in Equation (6). In both cases it usually refers to the integral 
length scale. The integral length scale in a room could be a function of 
the dimensions of the inlet and the jet of air produced there, or the di
mensions of the room. If Lchar was related to H then, according to 
Equation (7), taller rooms will tend to have higher values of K which 
seems counter-intuitive. In a taller room more of the mixing energy 
introduced at ceiling mounted inlets would have been dissipated by the 
time the air reaches the occupied zone. Therefore, it is proposed here 
that it should be related to the inlet when being used to calculate the 
eddy diffusion coefficient. To assess which is the best definition for Lchar, 
results have been plotted for the TKEB relationship with Lchar equal to 
the room height or the square root of the inlet area, A. 

If Lchar is set to the square root of A, then Equation (7) can be 
simplified to Equation (9). 

Table 2 
Results of the CFD model sensitivity test.  

Fixed parameters Compared parameters MB 

Sct  ¼ 0.7, Mesh ¼ 0.1 m  Δt  ¼ 2.0 s vs. 1.0 s  1.06  
Δt  ¼ 0.5 s vs. 1.0 s  1.24 

Sct  ¼ 0.7, Δt  ¼ 1.0 s  Mesh ¼ 0.126 m vs 0.100 m 1.11  
Mesh ¼ 0.079 m vs. 0.100 m 1.02 

Δt  ¼ 1.0 s, Mesh ¼ 0.1 m,  Sct  ¼ 0.9 vs. 0.7  1.07  
Sct  ¼ 0.5 vs. 0.7  0.94  

Fig. 5. K or K=V2=3, calculated by fitting an eddy 
diffusion model to the CFD data, plotted against 
four possible methods: (a) the ACR, (b) the Cheng 
et al. relationship (Equation (8)), (c) the TKEB 
relationship (Equation (7)) with Lchar  ¼ H and (d) 
the TKEB relationship (Equation (7)) with Lchar 

¼
ffiffiffiffi
A
p

. The red line shows the linear regression 
line. Only data for the releases in the centre of the 
room is shown here. (For interpretation of the 
references to colour in this figure legend, the 
reader is referred to the Web version of this 
article.)   
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K¼ c
Q
ffiffiffiffiffiffiffiffiffiffi
V N23
p ; (9)  

where c is a constant which equals ðcv
ffiffiffiffiffiffiffiffiffiffiffiffi
1=2cε

3
p

Þ, Q is the total volume 
flow rate into the room and N is the number of supply vents. For the 
values of cv and cε used in this paper, c ¼ 1. 

From the results shown in Fig. 5, the best method for calculating K, 
based on R2, is the TKEB relationship with the characteristic length set to 
ffiffiffiffi
A
p

, where R2 ¼ 0.957. The TKEB relationship with Lchar  ¼ H performs 
significantly worse with an R2 of 0.825. The gradient of the line for the 
TKEB relationship with Lchar  ¼ H is small (9:1� 10� 3 compared to 6:1�
10� 1 for Lchar  ¼

ffiffiffiffi
A
p

) which means that K values calculated using this 
relationship would be higher than those measured. Shao et al. [23] used 
the TKEB relationship with Lchar  ¼ H and got only a small 
over-prediction compared to their experimental data. The small differ
ence is possibly due to the low height of their room (2 m) and relatively 
large effective inlet area (0.232 m2). 

The Cheng et al. [10] relationship shows a small R2 value (0.836), 
meaning that their relationship does not apply well to this data set. 
However, the rooms examined by Cheng et al. were naturally ventilated 
through open windows, whereas the rooms modelled here were me
chanically ventilated with ceiling located supply and extract. 

The air change rate relationship performs reasonably well with R2 ¼

0.929, but there is a large spread of data at higher air change rates. A 
spread of the same extend is not present with the TKEB 

ffiffiffiffi
A
p

relationship. 

3.1. Effect of release location and plane height 

As stated previously, K was calculated by fitting the eddy diffusion 
model (Equation (1)) independently over three planes at heights of 0.5 
m, 1.0 m and 1.5 m. The geometric mean bias (MB) was calculated be
tween the data for the planes at 1.5 m and 1.0 m and for the planes at 0.5 
m and 1.0 m. For the planes at 1.5 m and 1.0 m, the MB was 1.00. For the 
planes at 0.5 m and 1.0 m, the MB was 0.95. Therefore, there was only a 
small decrease in K nearer to the floor. 

The data from the three release locations: centre, mid-point and 
corner, is shown in Fig. 6. The steepest gradient of the linear regression 
line is for the releases in the corner of the room (1.15) and the shallowest 
is for releases in the centre of the room (0.61). The gradient for releases 
at the mid-point is slightly larger than that for centre releases. The CFD 
derived diffusion coefficients for the corner releases compared to other 
release locations are most likely higher due to the type of ventilation 
used in the rooms. The square four-way diffusers on the ceiling produce 
jets which attach to the ceiling and then move down adjacent walls. Jets 
can also be forced downward where jets from two adjacent diffusers 
meet [26]. This means that air flow close to walls or inter-diffuser 
boundaries (at the horizontal planes considered here) should be faster 
than flows at other locations. As the corner releases are always located 
close to a wall then they should always experience the higher air flow 

from the diffuser jet. It is assumed that the faster mixing for corner re
leases is caused by this effect. 

3.2. All data combined 

CFD derived diffusion coefficients for every release location are 
plotted in Fig. 7 along with the linear regression line, 95% confidence 
intervals (CI) and 95% prediction intervals (PI). The equation for the 
regression line is also shown. 

The equation for the linear regression line, which describes the TKEB 
relationship using 

ffiffiffiffi
A
p

as the characteristic length, is given below. 
Straight line approximations to the upper and lower PI lines are also 
given. 

Kðupper ​ PIÞ¼ 0:827
Q
ffiffiffiffiffiffiffiffiffiffi
V N23
p þ 0:0565

m2

s
; (10)  

KðregressionÞ¼ 0:824
Q
ffiffiffiffiffiffiffiffiffiffi
V N23
p ; (11)  

Kðlower ​ PIÞ¼ 0:822
Q
ffiffiffiffiffiffiffiffiffiffi
V N23
p � 0:0565

m2

s
: (12) 

The linear regression line equation shows that, based on the CFD 
data used here, a constant equal to 0.824 should be applied to the 
simplified TKEB relationship given in Equation (9). It is proposed that 
Equation (11) can be used to calculate K for use in an eddy diffusion 

Fig. 6. K, calculated from the CFD, plotted against the TKEB relationship, using Equation (9), for the three release locations: centre (left), mid-point (middle) and 
corner (right). The red line shows the linear regression line. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web 
version of this article.) 

Fig. 7. K, calculated from the CFD, plotted against the TKEB relationship, using 
Equation (9), for all release locations. 
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model when only Q, V and N are known. Due to the spread of CFD 
derived diffusion coefficients around the regression line, Equations (10) 
and (12) can be used to calculate a possible range of value for K. As it has 
been suggested [9] that the lower limit for K is 0.001 m2s� 1, this bound 
should be applied when using these equation. In Section 3.3 the validity 
of using this approach is demonstrated through comparisons with 
experimental data. 

To understand the error between the fitted eddy diffusion model and 
the CFD predictions, VG is plotted against K in Fig. 8 for the plane at 1 m. 

Fig. 8 shows that VG can be large, so the concentrations predicted by 
the fitted diffusion model can be widely scattered around the CFD data. 
This scatter increases as K decreases. For K < 0.01 m2s� 1, VG is greater 
than 1000 in most cases. A VG of 1000 indicates a factor of 14 scatter. 
For K > 0.05 m2s� 1, VG is less than 100 (indicating a factor of nine 
scatter) in 79% of cases and less than 10 in 46% of cases. 

It should be noted that eddy diffusion models can be less accurate 
close to the source when the non-dimensional diffusion time, tND, is 
small (Ldiff here is the distance from the source). Close to the source the 
concentration field will be more affected by local flow features, which 
eddy diffusion models are not designed to predict. When tND is small, a 
small error in the model can have a large effect on the concentration. 
The poor model performance when tND is small explains why VG tends to 
increase as K decreases in Fig. 8 (all models were run for 1500 s). 
Running the models that have smaller values of K (e.g. models with low 
air change rates) for longer should reduce VG. 

3.3. Comparison with experimental data 

The TKEB relationship using 
ffiffiffiffi
A
p

as the characteristic length has been 
compared to experimental data using two methods. Firstly, the experi
mentally derived eddy diffusion coefficients of Cheng et al. [10] and 
Shao et al. [23] have been compared to the CFD derived coefficients and 
the TKEB relationship. Secondly, an eddy diffusion model, with K 
calculated using the TKEB relationship, has been used to predict gas 
concentrations in two scenarios and results have been compared to 
experimental data. 

3.3.1. Comparison with experimentally derived eddy diffusion coefficients 
Cheng et al. [10] conducted indoor dispersion experiments in two 

naturally ventilated residential rooms. They used a continuous gas 
release, measured concentrations at 30 or 37 locations and then aver
aged concentrations both temporally and radially. Ventilation of the 
building was via windows, which were opened by different amounts for 

each experiment. Shao et al. [23] conducted a number of experiments in 
a bespoke test chamber. They used a continuous gas release and 
measured concentrations at two locations. The air was supplied to their 
room via a filter bank onto which four air diffusers were fitted. From 
both of these sets of experiments the authors calculated eddy diffusion 
coefficients. 

In order to compare the data of Cheng et al. [10] and Shao et al. [23] 
to the TKEB relationship (Equation (11)), Q, V and N are required. In 
both cases Q was calculated from the provided values for λ and V. V was 
used as provided, however, it is possible that a larger value for V could 
have been used with the Cheng et al. data as more than just a single room 
was being ventilated. N was set to 1 for the Shao et al. data and to 2 for 
the Cheng et al. data. In the Cheng et al. experiments, three windows 
were open, but it was assumed here that one of these was acting as an 
outflow. Therefore, there is uncertainty in Q, V and N for the Cheng et al. 
experiments and N for the Shao et al. experiments. 

The eddy diffusion coefficients from Cheng et al. [10] and Shao et al. 
[23] are plotted alongside the CFD derived diffusion coefficients (from 
the automated CFD study) in Fig. 9. The linear regression line from the 
CFD data, Equation (11), is also shown. 

The experimental data in Fig. 9 sits close to, or just above, the linear 
regression line. The Cheng et al. [10] data generally follows the trend of 
the CFD data, the Shao et al. [23] data deviates further from the linear 
regression line as K increases. This supports the validity of the TKEB 
relationship with Lchar  ¼

ffiffiffiffi
A
p

(Equation (11)) but shows that for the set 
up used in the Shao et al. experiments, a steeper gradient may be more 
suitable. However, all the Shao et al. measured diffusion coefficients are, 
on average, within a factor of 2.0 of the values calculated by Equation 
(11). The Cheng et al. data is on average within a factor of 2.1 of the 
regression line. Therefore, despite the different type of ventilation, the 
relationship derived from the CFD data provides a useful method to 
estimate K in naturally ventilated spaces. 

There may also be a case for using the TKEB relationship directly (i.e. 
Equation (9)). The gradient from the CFD data (0.824) is close to 1 and 
the CFD derived relationship under-predicts the two sets of experi
mentally derived coefficients. 

It should be noted that Q, V and N for the experimental data could be 
different to the values chosen here and different values may affect the 
correlation of this data with the CFD derived model. It is also recognised 
that when applying the TKEB model, there may be some uncertainty 

Fig. 8. VG between each fitted diffusion model and the CFD concentra
tion data. 

Fig. 9. K plotted against the TKEB relationship with Lchar  ¼
ffiffiffiffi
A
p

. Data from the 
automated CFD models and from the experimental of Cheng et al. [10] and 
Shao et al. [23] are shown. The red line is Equation (11). (For interpretation of 
the references to colour in this figure legend, the reader is referred to the Web 
version of this article.) 
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over the values for Q, V and N in non-mechanically ventilated spaces. 

3.3.2. Comparison with concentration time histories 
An eddy diffusion model, with K calculated using the TKEB rela

tionship, was used to predict gas concentrations in two scenarios, with 
the results compared to experimental data. The first scenario was the 
same meeting room experiment as used in the CFD validation in Section 
2.2. Although this experiment was used to validate the CFD methodol
ogy, the room was not used in the automated CFD study. The second 
scenario was an assembly hall, see Fig. 10. The hall was approximately 
1400 m3 (maximum length, width and height of 29 m, 13 m, 5 m) and 
had a fresh air change rate, λf ; of 3.8 h� 1, with no recirculation of air 
through the ventilation system. 14 slot type diffusers were located along 
the ceiling and the four extract grilles were on one wall. The supply 
vents directed the air straight down into the hall. A section of the hall 
(on the right in the schematic in Fig. 10) had a low ceiling and was 
poorly ventilated. It should be noted that more air was being extracted 
from the hall through the extract vents than was being supplied through 
the supply vents (3.8 h� 1 vs. 2.0 h� 1). This means that air was also 
leaking into the room through other routes. For the purposes of the TKEB 
relationship, Q was set to the larger of the flow rates and N was set to the 
number of supply vents, as this is where bulk of the air entered the room. 

In the assembly hall experiment the tracer gas, propylene, was 
released on one side of the room as shown in Fig. 10. 40 L of gas was 
released over approximately 20 s and the gas concentration was moni
tored using 20 UVICs, which were positioned at a range of heights across 
the room. 

An eddy diffusion model was used to predict the tracer gas transport 
from the two experiments. Both experiments had a gas release with a 
constant rate, q, for a defined duration, tend, so an eddy diffusion model 
was required which could represent this type of scenario. A model for a 
release with an infinite duration, was used by Cheng et al. [10] and Shao 
et al. [23]. This is reproduced below (Equation (13)) making the 
dependence on t explicit. 

CcontðtÞ¼
Z t

0

q exp
�
� λf t

�

8ðπ K tÞ
3
2

rxðtÞryðtÞrzðtÞ dt; (13)  

where Ccont is the concentration from a continuous release. Using 
Equation (13) as the basis and taking advantage of the superposition 
principle for linear systems, a solution for the concentration due to a 
finite duration release, Cfinite, has been produced in Equation (14). 

CfiniteðtÞ ¼
�

CcontðtÞ ðt � tendÞ

CcontðtÞ � Ccontðt � tendÞ ðt > tendÞ
(14) 

The maximum, average and minimum concentrations for all moni
toring locations are shown for both the eddy diffusion model and the 
experiments in Figs. 11 and 12. For the meeting room the maximum, 
average and minimum concentrations were taken from seven monitors, 
for the assembly hall it was 20. 

Eddy diffusion models were run using K calculated from the linear 
regression line for the TKEB relationship (Equation (11)). Error metrics 

for the eddy diffusions models, calculated when the measured concen
tration was greater than 1 mg m� 3, are reported in Tables 3 and 4. It 
should be noted that error metrics were calculated from data at all the 
monitor locations, not just for the maximum, average and minimum 
data shown in Figs. 11 and 12. The geometric variance, VG, and geo
metric mean bias, MB, are reported along with the fraction of concen
tration predictions within a factor of two of the measurements, FAC2 
[33], and the fraction of concentration predictions within a factor of five 
of the measurements, FAC5. A single-zone well-mixed model [2] was 
also built of both scenarios for comparison. 

In both scenarios the eddy diffusion model performed reasonably 
well. In the meeting room, more than 80% of data points were within a 
factor of two of the experimental data. In the assembly hall, the model 
performance was lower, but still more than 88% of data points were 
within a factor of five of the experimental data. The lowest concentra
tions in the assembly hall were under-predicted quite significantly at 
early times. This has resulted in a large geometric variance. 

According to the error metrics, a better fit was achieved for both 
scenarios by using the upper 95% PI equation to calculate K. The 
improved fit is also evident in the graph for the meeting room. In the 
assembly hall, however, the model’s poor prediction of the lower con
centrations has perhaps skewed the results when K was calculated using 
the linear regression equation. When using the upper 95% PI equation 
the lower concentration predictions have improved but the predictions 
for the higher concentrations (as illustrated by the maximum and 
average curves) are worse. 

The faster mixing in the assembly hall compared to the that given by 
the linear regression line relationship (i.e. as illustrated by the under- 
prediction of the lower concentrations) may be due to the type of sup
ply vents present. These were slot vents which directed the air down into 
the room, as opposed to the four-way diffusers in the automated study 
(from which the linear regression relationship was derived), which 
directed the air along the ceiling. This could mean that more of the 
turbulent kinetic energy generated at the inlet makes it into the lower 
parts of the room. In the meeting room experiment, the release was in 
the corner of the room so faster mixing would be expected (compared to 
the linear regression relationship), as discussed in Section 3.1. 

The well-mixed model has performed well in comparison with the 
eddy diffusion models for both scenarios according to the error metrics. 
This is partly due to the type of tracer release used in both experiments. 
As a finite duration release was used in both scenarios the concentra
tions in the room tends towards a well-mixed condition with increasing 
time. However, it is clear in Figs. 11 and 12 how a well-mixed modelling 
approach is not suitable for predicting concentrations at early times. 

3.4. Discussion 

This comparison with the concentration time histories showed that 
the eddy diffusion model can perform well but the quality of the model is 
strongly dependent on the eddy diffusion coefficient, as would be ex
pected. The TKEB relationship can be used to calculate the eddy 

Fig. 10. A CAD drawing of the assembly hall (left). A schematic showing the layout used in the experiment (right). The open rectangles indicate the supply vents, the 
crosses indicate the UVIC locations and the circle with a cross shows the tracer gas release location. The dashed lines indicate different sections of the room. 
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diffusion coefficient, but a small error in K can have a large effect on the 
lowest concentrations in the room. 

An eddy diffusion model will have particular utility when there is a 
continuous release in a ventilated room. Under this condition a con
centration gradient will always exist in the space so the difference be
tween eddy diffusion and well-mixed approaches should be larger. This 
type of scenario can be relevant to the study of longer term exposure to 
toxic material or the transport of vapour from explosives for detection 
purposes. 

Another scenario where eddy diffusion models will have merit over 
well-mixed models is when the user is interested in concentrations or 
exposures soon after an instantaneous or short duration release, before 
the room becomes mixed. This period is often of interest when consid
ering health effects from an overt release of a toxic material, as people 
are likely to evacuate the space by later times. However, as discussed in 
Section 3.2, care should be taken when applying an eddy diffusion 
model close to the source at short times. This is because close to the 
source the concentration field will be more affected by local flow fea
tures, which eddy diffusion models are not designed to predict. 

The comparisons with experimentally derived eddy diffusion co
efficients show that the TKEB relationship has merit. The experimentally 
derived coefficients of Cheng et al. [10] and Shao et al. [23] follow the 
automated CFD data and linear regression line quite well. 

If the scenario being studied is for an instantaneous or short duration 
release and the modeller is interested in concentrations or exposures at 
longer times or in smaller rooms then a well-mixed model may be 

sufficient. If the modeller is interested in what happens at very early 
times, or close to the source, then a more highly resolved model such as 
CFD may be required. For instantaneous and short duration releases, 
when the modeller is interested in what happens at intermediate times 
or in larger rooms, then an eddy diffusion model should give better re
sults than a well-mixed model. The same is true for continuous releases 
in ventilated rooms. Models such as that by Drescher et al. [42] can be 
used to estimate when a room becomes well-mixed and to help guide 
when a particular model is required. 

The validity of the TKEB relationship has been demonstrated using 
an automated CFD modelling approach. It should be noted that the 
scenarios studied consisted of only a small subset of possible indoor 
environments. The rooms were isothermal, had mixing ventilation, were 
cuboidal in shape and contained no furniture. However, through com
parison with experimental data generated in other types of rooms, 
broader applicability of the relationship has been shown. Other features 
that have not been considered here include the mixing induced by 
movement of people or machinery and strong sources of buoyancy. It 
should also be noted that the eddy diffusion method in general is only 
applicable when there is isotropic mixing on a large scale due to laminar 
and/or turbulent motion. 

It should be noted that first-order upwind schemes were used for 
discretisation of all scalar terms in the CFD and a first-order implicit 
scheme was used for the transient scalar transport to ensure convergence 
in the automated analysis. It is known that first-order schemes can cause 
numerical diffusion. However, when a sub-set of the models from the 

Fig. 11. Maximum, average and minimum tracer concentrations in the meeting room compared to predictions from an eddy diffusion model and a well-mixed model. 
Calculating K using the linear regression equation for the TKEB relationship, Equation (11) (upper left) and the upper 95% PI, Equation (10) (upper right). The results 
from a well-mixed model are shown (lower). 
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automated study were re-run using all second-order discretisation 
schemes, the fitted K values reduced by only a small amount, approxi
mately 20% on average. Despite this effect being small, this additional 
uncertainty should be considered when interpreting the results of this 
study. 

4. Conclusions 

Fast running mathematical models of indoor dispersion have appli
cation in a number of areas. In particular, eddy diffusion models, where 
the rate of transport is governed by the eddy diffusion coefficient, K, can 
be used to rapidly predict spatially resolved concentrations. It has been 
shown that K can be predicted for isothermal room using the turbulent 
kinetic energy balance (TKEB) relationship which was originally pro
posed by Karlsson et al. [24]. The relationship had previously been 
applied using the room height as the characteristic length [9] but it has 
been demonstrated here that 

ffiffiffiffi
A
p

is a more appropriate variable, which 
means that K is dependent on Q, V and N only. 

An automated CFD approach was used to generate approximately 
250 individual dispersion models which were then used to test the 
validity of the TKEB relationship and to calculate the constant for the 
relationship. It was shown that K was similar when calculated inde
pendently at three different heights. The release location did, however, 
have an effect on K. Releases occurring in the corner of the room, where 
the air flow is consistently faster, generally resulted in a higher K than 
releases which were away from the walls. 

Fig. 12. Maximum, average and minimum tracer concentrations in the assembly hall compared to predictions from an eddy diffusion model and a well-mixed model. 
Calculating K using the linear regression line for the TKEB relationship, Equation (11) (upper left) and the upper 95% PI, Equation (10) (upper right). The results from 
a well-mixed model are shown (lower). 

Table 3 
Error metrics for eddy diffusion and well-mixed model concentration predictions 
compared to experimental data for the meeting room scenario. The first column 
gives the transport model used, the second gives the TKEB equation or method 
used to calculate K.  

Model TKEB eq. K MB VG FAC2 FAC5 

/m2 s� 1 

Eddy diffusion Regression 0.033 1.50 4.10 0.80 0.90 
Eddy diffusion Upper PI 0.090 0.92 1.13 0.96 0.99 
Well-mixed – – 0.73 1.64 0.89 0.95  

Table 4 
Error metrics for eddy diffusion and well-mixed model concentration predictions 
compared to experimental data for the assembly hall scenario. The first column 
gives the transport model used, the second gives the TKEB equation or method 
used to calculate K.  

Model TKEB eq. K MB VG FAC2 FAC5 

/m2 s� 1 

Eddy diffusion Regression 0.019 1.49 6644 0.65 0.88 
Eddy diffusion Upper PI 0.076 0.99 1.79 0.88 0.96 
Well-mixed – – 0.88 1.46 0.89 0.97  
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Eddy diffusion coefficients from two existing experimental data sets 
were compared to the coefficients derived from the CFD data and all 
data followed a similar trend. Using the TKEB relationship to calculate 
K, an eddy diffusion modelling approach was used to predict gas con
centrations (from short duration releases) in two scenarios and pre
dictions were compared to experimental data. In both cases the eddy 
diffusion model performed well but it was out-performed by a simple 
well-mixed model. However, this was due to the type of scenario 
considered and the time period examined. 

The situations where an eddy diffusion model should have most 
merit over a well-mixed model are: for instantaneous and short duration 
releases, when the modeller is interested in what happens at interme
diate times or in large rooms/spaces, and continuous releases in venti
lated rooms when a concentration gradient will be maintained. 

The TKEB relationship can be used to calculate K and the upper and 
lower 95% PI equations (or the lower K limit of 0.001 m2s� 1 [9]) can be 
used to understand the uncertainty. The TKEB relationship may not be 
suitable if the source imparts a large amount of energy to the room and, 
in the simplified form applied here, the relationship does not account for 
thermal effects. 
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