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**ABSTRACT**

Data-driven digital technologies are playing a pivotal role in shaping the global landscape of criminal justice across several jurisdictions. Predictive algorithms in particular, now inform decision making at almost all levels of the criminal justice process. As the algorithms continue to proliferate, a fast-growing multidisciplinary scholarship has emerged to challenge their logics and highlight their capacity to perpetuate historical biases. Drawing on insights distilled from critical algorithm studies and the sociological scholarship on digital technologies, this paper outlines the limits of prevailing tech-reformist remedies. The paper also builds on the interstices between the two scholarships to make the case for a broader structural framework for understanding the conduits of algorithmic bias.
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**INTRODUCTION**

Digital technological innovations such as predictive algorithms are transforming the infrastructure of private and public sector services across several jurisdictions. This paper focuses on the predictive algorithms1 that are increasingly applied in justice systems for crime risk prediction. The algorithms are mostly used to determine locational or recidivism risks in justice systems. Although the models, uses, and modes of implementation vary, a common denominator that connects these technologies is that they are data-driven tools for predicting crime risks. The algorithms are increasingly informing high stakes decisions across several areas from policing and sentencing to parole. They are also determining the intensity of probation and post-release supervision. Indeed, the technologies are proliferating across justice systems and could revolutionise the systems in coming years.

Nevertheless, studies have found that the algorithms can artificially inflate the risks associated with black people (e.g, Angwin et al. 2016) and the areas in which they reside (Lum and Isaac 2016). In response, other studies have emerged to proffer remedies that can solve or at least mitigate such algorithmic bias2 (Johndrow and Lum 2016; Skeem and Lowenkamp 2021). Yet, the competing principles inherent in this multidisciplinary body of work have received insufficient criminological attention. In particular, there are tensions between the tech-reformism inherent in some of the proffered remedies and broader structural transformations proposed by critical scholars. To address the paucity of insights and unravel the underpinning tensions, this paper draws on conceptual tools distilled from two scholarships: critical algorithm studies (CAS) and the sociological scholarship on digital technologies. It makes an original contribution by drawing on the tools to outline the limits of prevailing tech-reformist remedies and demonstrate how poorly suited they are to the task of mitigating or remedying algorithmic bias.

Building on the interstices between the two scholarships, the paper makes the case for a structural framework for understanding the conduits of algorithmic bias. Whilst this framework looks beyond the algorithms to address the wider structural roots of bias, tech-reformism focuses on the algorithms and seeks to improve their neutrality, objectivity, accuracy, and other dimensions of technical efficiency. It is an approach that is rooted in what Benjamin (2019) describes as a soft determinism that views technology as neutral, unaffected by political, economic, and social structures, and amenable to human intervention and governance. It is as such a position that overlooks the interactive relationship between technology and society. Tech-reformism features mainly in the activities of organisations, institutions, and researchers, working on technical solutions such as debiasing datasets, performing algorithm audits, developing explanability techniques, and establishing technical standards, for example those published by leading standards organisations: Institute of Electrical and Electronics Engineers (IEEE) and International Organization for Standardization (ISO).

To achieve its objectives, this paper begins with an overview of how predictive algorithms in justice systems operate and some of the key challenges, focusing on predictive policing and risk assessment algorithms. It proceeds with a description of conceptual tools from the CAS scholarship and digital sociology, which are useful for unravelling the broad structural roots and implications of the challenges. The paper then moves on to analyse the problem of algorithmic bias and the proffered tech-reformist remedies. Following this, the paper, inspired by the aforementioned conceptual tools, provides a structural framework for addressing such bias.

**Predictive algorithms in justice systems**

Police services across western and non-western jurisdictions now deploy spatiotemporal algorithms to forecast crime risks. Examples include the PredPol algorithm, now rebranded as Geolitica (PredPol 2021), which has been used in the US and the UK, the Suspect Targeting Management Plan in Australia (Yeong 2020) and the GeoDASH Algorithmic Policing System in Canada (Kenyon 2020). The systems, which direct police dispatch to predicted crime risk locations, draw inferences from patterns in collected data to forecast risks. They are varied systems, with substantive differences between locational (i.e., ‘Where to police?’) and individualized (‘Whom to police?’) predictive policing models (Kaufmann et al. 2018). But a key feature of the algorithms is that they process large volumes of administrative data4 such as arrest records as well as ‘big data’ (a by-product of increasing human interaction with data-driven technologies), to analyse crime patterns and forecast crime risks (Brayne 2017; Kauffman et al. 2018).

Whilst predictive policing algorithms focus on locational crime risks, other commonly used predictive algorithms seek to determine individual recidivism risks. These are risk assessment algorithms that are applied to most individuals coming into contact with justice systems (e.g., Her Majesty’s Prison and Probation Service – HMPPS and Ministry of Justice – MOJ 2019). Risk assessment algorithms comprise statistical regression algorithms, and more recently, machine learning algorithms capable of detecting patterns in large scale data to predict risk (Berk and Bleich 2013; Brennan and Oliver 2013). The algorithms are data-driven technologies in the sense that they are computerised systems with integrated algorithms trained on datasets such as administrative data, for example, arrest and reconviction data, and formulated to compute risk of reconviction scores.

A fast-growing corpus of research is currently highlighting several challenges associated with predictive algorithms applied in justice systems, outlining how the technologies can generate biased outcomes (Angwin et al. 2016; Ensign et al. 2017; Hao and Stray 2019; Lowder et al. 2019; Lum and Isaac 2016; Richardson et al. 2020). In response, tech-reformism has arisen as a major approach to dealing with algorithmic biases whilst relatively limited attention has been paid to the broader structural approach proposed by this paper and elucidated later.

Some studies have for example found that risk of recidivism algorithms can over-predict risks in cases involving black people (e.g, Angwin et al. 2016; Hao and Stray 2019; Lowder et al. 2019) and that predictive policing algorithms can expose black communities in the US to over policing (e.g., Lum and Isaac 2016; Ensign et al. 2017; Richardson et al. 2020). Studies have also found that similar biases disadvantage indigenous populations in Australia (Allan et al. 2018; Shepherd et al. 2016) and Canada (Cardoso 2020) where predictor data based on Western values (such as those relating to family circumstances3) have been deemed culturally insensitive and as such capable of over-predicting the risks posed these populations (see also, Maurutto and Hannah-Moffatt 2016).

The baises also relate in part to the reliance of the algorithms on data such as criminal history variables, as proxies for risk. Such variables (for e.g., arrest history) can be colour-coded since they derive from arrest data which show higher rates of arrests for ethnic minorities, in part reflecting racially biased policing (see also, Hao and Stray 2019). Indeed, official statistics consistently reveal racial disparities in criminal justice outcomes across jurisdictions where the predictive algorithms are deployed. Examples include, the UK (Ministry of Justice 2019), the US (Bureau of Justice Statistics 2018), Canada (Canadian Centre for Justice Statistics 2019) and Australia (Australian Bureau of Statistics 2018). Given the possibility that systemic biases such as racially discriminatory policing can in part explain the disparities, depicting arrests and indeed other criminal justice outcomes as risk predictors and recidivism indicators can disadvantage racial minorities. This is because predictive algorithms can perpetuate bias if they cannot mitigate the impact of systemic biases. Indeed, as noted earlier, studies have found evidence of racial disparities in algorithmic predictions. The studies, which usefully highlight the technical problem of biased data, are currently fuelling the rise of technical remedies that focus primarily on ‘fixing’ the algorithms. But with conceptual tools from critical algorithm studies and digital sociology, this paper will go beyond the technical to unravel structural conduits of bias, understand the limits of technical remedies and provide a structural remedial approach.

**Insights from digital sociology and critical algorithm studies: Key conceptual tools**

As already noted, this paper draws on conceptual tools to unpack tensions between, on one hand, the tech-reformism inherent in some of the proffered remedies for algorithmic bias identified in predictive technologies deployed in justice systems and on the other hand, the broader structural transformations proposed by critical scholars. A concept emerging from digital sociology and applied in this paper to unpack the tensions is the concept of digital capital. From critical algorithm studies, the paper draws on the concepts of design justice, the digital racialisation of risk, and algorithmic injustice. By connecting the two scholarships in its analysis of algorithmic bias and potential remedies, the paper also advances the extant criminological literature on the prospects and challenges of the predictive algorithms currently proliferating across justice systems, from the UK and the US to Australia and Canada.

As I have argued elsewhere (Author 2020), a conceptual tool from digital sociology that is useful for exploring the structural basis of AI bias and the limits of narrow technical solutions is digital capital (Van Dijk 2005). The concept alerts us to a key structural conduit of bias which is the uneven distribution of digital resources with which predictive algorithms are created. Such inequality excludes affected populations from creational processes, conferring on others the power to inject their choices and preferences into algorithm design.

From a sociological perspective, digital capital or information capital refers to the ability to acquire resources required for creating and exploiting the full benefits of technologies such as predictive algorithms. Examples of these resources include the knowledge, skills, or capital that confer the power and ability to create the technologies (Van Dijk 2005). Therefore, in criminal justice contexts, the state and non-state creators of predictive algorithms are the ones equipped with digital capital. They have the power to infuse algorithms with their values, choices and preferences. Actors with limited digital capital lack such power. Consequently, they can exert no influence over the processes of creating technologies that can affect their lives. This power inequality means that their values and preferences and even their circumstances or the potential impact of the technologies on their lives may not be taken into account, and this could potentially explain their status as people who as studies now show, are often adversely affected by predictive algorithms (Angwin et al. 2016; Hao and Stray 2019; Lowder et al. 2019).

It is also worth noting that proprietary laws insulate algorithmic components of predictive technologies from inspection and rebuttal (see, Kehl et al. 2017), masking subjective choices and decisions that can introduce bias, and further empowering the creators by eliminating transparency and accountability imperatives. Further, algorithmic decision making can become too complex and opaque to unravel. This paper will demonstrate that technical fixes that focus on algorithms themselves, elide these power laden dynamics that can sustain algorithmic bias (see, Author 2020).

Meanwhile, what the foregoing shows is that digital capital is a concept from digital sociology that can illuminate structural conduits of algorithmic bias. The CAS scholarship which is situated within the multidisciplinary field of Science and Technology Studies also known as Science, Technology and Society (STS) studies, provides additional conceptual tools for understanding structural conduits of algorithmic bias and the limits of technical remedies. Design justice (Costanza-Chock 2018) is an example, and it refers to the need to democratise creational dynamics and even empower marginal groups to lead design processes. It is, therefore, a concept that emphasises the importance of reversing the unequal distribution of digital capital that excludes marginal groups from creational processes.

The CAS scholarship also draws attention to the digital racialisation of risk (Author 2020). This concept offers insights into a key implication of algorithmic bias such as the over prediction of risks in cases involving racial minorities. An implication of such over prediction is that it can entrench longstanding racial ideologies about supposed links between race, risk and crime. It can, therefore, expose affected groups to unwarranted profiling and penal intervention. In this way, biased systems can replicate existing structures of disadvantage and produce new forms of social control (see also, Benjamin 2019).

Alongside design justice and the digital racialisation of risk, algorithmic injustice is another concept from the CAS scholarship that also conceptualises structural implications of algorithmic bias. It refers to the ways in which data-driven technologies across several sectors can systematically reproduce systemic discrimination and broader structural inequalities that disadvantage already vulnerable and disempowered groups (Birhane 2021).

Together, the above concepts from CAS and digital sociology are useful for understanding structural bases and implications of algorithmic bias, and will inform the structural approach to addressing such bias proposed by this paper. Unlike tech-reformism, the proposed approach, which will be elucidated later, is human centric in that it does not prioritise technical imperatives over fair social outcomes, and it pays attention to the unequal societal conditions in which algorithms are designed and deployed. Indeed, the conceptual tools outline above highlight the nature of predictive algorithms as sociotechnical artefacts that impact on society just as society shapes and impacts on them. Therefore, problems such as algorithmic bias are products of both technical and societal or structural dynamics.

**Remedying algorithmic bias**

Studies revealing the problem of algorithmic bias (e.g., Angwin et al. 2016; Hao and Stray 2019; Lowder et al. 2019) point to the need for remedial strategies. Indeed, algorithmic bias in justice systems and beyond is a problem that is currently attracting significant attention nationally and internationally from academics, researchers, governments, civil society organisations and others (AI Now 2018; Australian Government 2019; Author 2020, Angwin et al. 2016; Benjamin 2019; CDEI 2019, 2020; Government of Canada 2020; Hao and Stray 2019; Lowder et al. 2019; Hannah-Moffatt 2018; Law Society 2019; Lum and Isaac 2016; Meijer and Wessels 2019; Rovastos et al. 2020). It is therefore not surprising that the field of AI ethics has emerged as a multidisciplinary scholarship concerned with remedying algorithmic bias (see generally, Raji et al. 2020).

Within this scholarship, two broad domains can be identified. One is a more prominent approach that responds mainly to technical conduits of bias such as data-related problems, whilst the second emphasises structural conditions that also foment bias. Although both can crosscut in the sense that some technical remedies may have broader structural objectives beyond fixing AI systems themselves, there are often clear points of departure between them. In the following sections, this paper unravels the two domains and delineates their differences. Ultimately, the paper makes the case that, as the aforementioned conceptual tools from the CAS scholarship and digital sociology suggest, algorithmic bias is in part a structural problem that also requires structural solutions. Technical remedies are useful only in so far as they take into account structural conduits of bias.

**Biases in commonly used predictive algorithms**

Before we analyse the tech-reformist solutions being proffered to address algorithmic bias, it is necessary to provide a summarisation of such bias and how it manifests. A study that illustrates how bias permeates algorithmic outputs is the US-based study of a generic risk of recidivism algorithm that is used in parts of the US, and shares similar attributes (e.g., risk predictors and recidivism variables) with other generic algorithms such as the LSI-R which is deployed in Australia (Gower et al. 2020); the UK (RMA 2019); the US (Lowder et al. 2019) and Canada (Bonta and Andrews 2017) where it was created. The study which was published by ProPublica found evidence of racial disparities in the form of higher rates of false positives for black people (48%) and higher rates of false negatives for white people (28%) (Angwin et al. 2016). It follows that the algorithm overpredicted the recidivism rates of black defendants and underpredicted that of white defendants, placing the black defendants at a higher risk of more punitive outcomes such as long prison sentences (see also Dressel and Farid 2018; Hao and Stray 2019). On the basis of this imbalance in error or misclassification rates, the study concluded that the algorithm did not produce fair outcomes; it was biased against black people.

In response, the creators presented a validation study and argued that the results showed evidence of fairness (see, Dieterich et al. 2016). But they offered a different definition of fairness. Their metric was different from the definition used by Angwin and colleagues (2016) which emphasised ‘equalised odds’ or in other words an equal balance in error or misclassification rates (false positives and false negatives) across racial groups. In contrast, the creators defined fairness in technical terms, emphasising *inter alia*, predictive parity in the sense that the tool predicts risk of recidivism equally well (at a similar level of accuracy) across different racial groups. Technical fairness was thus emphasised over broader social justice, highlighting the importance of the structural approach proposed by this paper, which focuses more on the wider societal impact of predictive algorithms, for example, unfair discrimination.

The creators also maintained that they used the same ‘unbiased’ rules to score all defendants, but the equalised odds problem occurred because the algorithm was using arrest data as a proxy for crime and was incapable of recognising structural issues such as the politics and nuances of criminal justice data, including the reality that some arrests and other criminal justice outcomes can correspond more to racial bias than actual crime (see also Hao and Stray 2019). In this case, the data presented black defendants as having higher offending rates which meant that their odds of receiving a false negative (and therefore being disadvantaged) were higher although the algorithm attained predictive parity which is a measure of technical accuracy.

These findings draw attention to how ostensibly neutral data can produce discriminatory outcomes. In the book *Race After Technology*, Ruha Benjamin (2019), remarks that criminal justice and other widely used algorithms rely on flawed ‘data that have been produced through histories of exclusion and discrimination’. Such data can foment the digital racialisation of risk by increasing the likelihood that black people will attain high risk scores and be profiled as chronically criminogenic. Notwithstanding this problem, the algorithms that rely on such data appear to be scientific, ‘value neutral’ tools and credible sources of criteria for categorisations and governance.

The findings also show that commonly used risk of recidivism algorithms can be biased but considered ‘fair’ if fairness is defined in terms of technical accuracy rather than equity of outcomes for all. Therefore, a challenge for those genuinely interested in equitable algorithms is to determine how to reconcile the competing values and principles inherent in various different definitions of fairness. With the commonly used algorithms, a trade-off is currently being made between a definition that focuses on the technical issue of predictive parity and one that emphasises the broader structural aim of equalised odds. In justice systems, this trade-off is being resolved in favour of the former, meaning that some groups will continue to be disadvantaged by higher rates of false positives which expose them to worse criminal justice outcomes than others, or in other words, algorithmic injustice.

As black people are likely to be disproportionately affected (Angwin and Larson 2016), the trade off can foment the digital racialisation of risk (Author 2020) and algorithmic injustice (Birhane 2021), hence the need for the structural framework recommended by this paper. Unlike techno-reformism, the framework draws attention to adverse social outcomes. Commenting on the adverse outcome documented by the ProPublica study, Humerick (2019) notes in his analysis of algorithmic bias and potential remedies that, ‘to be “fair” to some defendants’, commonly used predictive algorithms such the one analysed in that study, ‘must be “unfair” to others’. Potentially therefore, ‘it is impossible to be both accurate and equal at the same time’ (Humerick 2020). Whether or not this situation can be considered ‘fair’ depends on what is prioritised by the creators and procurers – ostensibly equal treatment (via predictive accuracy) or unbiased/equitable treatment (via equalised odds). The former focuses on technical issues and can inspire tech-reformist remedies that pay greater attention to improving the accuracy of algorithms. In contrast, the latter prioritises broader social concerns, particularly equitable outcomes.

Here we witness the importance of design justice principles (Costanza-Chock 2019) which hold that people most affected by algorithmic injustice should be empowered to contribute to key fairness decisions. As we have seen, when technical fairness metrics such as those based on predictive parity are selected, they can disadvantage black people by overpredicting their risks. This can foment the aforementioned problems of algorithmic injustice and the digital racialisation of risk. But when the measure of fairness is equalised odds (equal classification errors/equal balance of error rates), it can benefit black people by reducing their exposure to unfair discrimination via higher rates of false positives as revealed by the ProPublica study (Angwin et al. 2016).

Humerick reinforces this with the comment that, ‘the failure of the COMPAS algorithm to equalize odds along racial lines led to 10% of black defendants (384 of the defendants in the sample) being unfairly disadvantaged in their risk assessment score. Thus, up to 10% of black defendants could be benefited—reclassified as Low or Medium Risk—by an algorithm operating under equalized odds’. These debates about fairness additionally reveal that, in the absence of a legal framework, the digital capital (von Dijk 2015) to determine whether or not algorithms should rely on potentially biased administrative data and how fairness metrics should be established, currently resides within the creators and the authorities that procure the tools, signalling a lack of design justice.

Data-driven bias also plagues predictive policing algorithms and studies have highlighted the problem of racial bias, again triggering quite limited tech-reformist remedies. An example is Lum and Isaac’s (2016) simulation study of the decision-making processes and outcomes of an algorithm that has been used by police services in the US and the UK. The study combined a synthetic sample of Oakland city and generated from census data with the data from a national drug survey (of non-criminal justice populations). It found that the spread of drug use was fairly even across the city. But, when the study analysed police recorded drug crimes, it found that most of the crimes recorded by the police were located in the areas populated mainly by black people and this was because the PredPol algorithm was highlighting these areas as high drug use areas. Lum and Isaac (2016) also investigated the effects of using police data for algorithmic predictions. They studied predictions produced by the PredPol algorithm when it used Oakland police’s data to forecast future crime events and they found that because the police’s data comprised information about the BAME populated areas where policing activity was largely concentrated, those were the areas the PredPol algorithm designated as crime ‘hotspots.’

Reflecting on the findings, Lum and Isaac (2016) noted that, ‘using predictive policing algorithms to deploy police resources would result in disproportionate policing of low-income communities and communities of colour’. Ensign and colleagues (2017) also arrived at similar conclusions about the algorithmic feedback loops they uncovered in their analysis of PredPol which relied on policing data from Lum and Isaac’s (2016) study (see also, Richardson et al. 2019). As we shall see, findings such as these which highlight data-related bias, along with concerns about the opacity of complex algorithmic data processing (see, Pasquale 2015) have prompted some to proffer solutions, most of which are tech-reformist and as such, limited.

**Bias beyond justice systems**

Apart from predictive algorithms, other data-driven technologies deployed for criminal justice have been found to be plagued by data-driven racial bias, and have also prompted technical remedies. Facial recognition technologies (FRT) for example, have misidentified black people, wrongly ascribing criminal labels to them, resulting in wrongful convictions (General and Sarlin 2021). These adverse outcomes are perhaps unsurprising given the findings of studies which show that FRT can misidentify black people mainly because this subgroup is underrepresented in datasets used to train the technologies (Buolamwini et al. 2018).

Studies that have analysed the racial dynamics of data-driven, decision-making technologies beyond justice systems have similarly found that the technologies can reproduce societal biases, of which racial bias represents an example. Evidence of such bias has been found in various algorithms including those deployed by healthcare services, social welfare services, search engines; employers; and finance companies (Ajunwa et al. 2016; Eubanks 2018; O’Neill 2016; Price 2019). Noble (2018) for instance, notes that search engines relying on biased data can produce results that demonise black faces and black lives. These scholars and others contend that the algorithms are perpetuating existing societal biases and inequities (see also, Author 2020; forthcoming 2021).

Together, these and other studies point to structural issues such as racial discrimination that disadvantages black people. Data choices seem to be central to these problems, hence the growing interest in data fixes such as de-biasing data and developing auditing and explanability frameworks for unravelling how algorithms process data to produce outputs. Where these remedial approaches ignore broader structural conduits and implications of algorithmic bias, and focus on solving technical problems, they can be described as tech-reformist. Below, I provide key examples of tech-reformism.

**Tech-reformism and its limitations**

As noted above, tech-reformist strategies include debiasing datasets such as the arrest data on which risk of recidivism algorithms rely for prediction. Skeem and Lowenkamp’s (2021) debiasing technique for example, focused on a risk assessment algorithm and assessed the impact of, (1) excising or reducing the influence of race-correlated variables, or (2) adding them and managing their impact on predictions variables. They found that (2) above produced the better outcome, it ‘achieved the greatest racial balance in error rates’ without significantly undermining predictive accuracy. However, the aim of debiasing is to attain data neutrality and is as such tech-reformist given the utopic assumption that technical components of an algorithm, in this case, underpinning data, can be neutral and unaffected by data collection and processing choices and interpretations (see also Author, forthcoming 2021). It ignores structural conditions such as the digital capital with which the choices, preferences, views, and values of those involved in creating algorithms and/or debiasing data permeate datasets and introduce often hidden biases, even where the data appear ostensibly neutral. On this, Gitleman and colleagues’ (2013) notion that data loses its neutrality once it is decontextualised, is very insightful. Besides, debiasing techniques, focused as they are on technical considerations of improving the algorithm itself, may unlike the structural approach proposed here, overlook structural issues such as the power to make subjective choices and choose theoretical standpoints that shape the design of other components of an algorithmic model and can operate as less visible conduits of bias. Another structural issue overlooked by debiasing techniques, concerns the nuances of criminal justice data on which some algorithms rely. For example, even when attempts are made to debias predictor data by excising race-related variables, historical biases in criminal history data (e.g., arrest and conviction data), which are often used as recidivism variables, can still bias predictions. Similarly, debiasing techniques may ignore commonly used predictors that appear ostensibly neutral (e.g., performance in employment and education), but continue to operate as proxies for race. In the UK for example, the problem of racial inequality in these areas have long been documented: in education (Office for National Statistics, 2020) and employment (House of Commons Library 2021).

Apart from debiasing techniques to enhance the efficiency of predictive algorithms, tech-reformism proposes additional technical strategies such as algorithm audits. Indeed, within justice systems and beyond, calls for audits to, *inter alia*, identify conduits of algorithmic bias and embed ethical principles in algorithmic design have become vociferous. Brown and colleagues (2021) observe in their analysis of ethical audits that, ‘nearly every research organization that deals with the ethics of AI has called for ethical auditing of algorithms.’

Audits are indeed useful in that they attempt to convert ethical principles into practical strategies for avoiding bias and attaining algorithmic fairness.Audits can also enhance transparency and help build public trust in AI systems. But where they focus on efficiency, commercial, and other imperatives, without due consideration of broader real-world harms (such as the capacity of algorithms to reproduce and entrench historical forms of discrimination) and how to avoid them, they can be described as tech-reformist. Later, as I outline the alternative structural approach, I will discuss some of the implications. Meanwhile, as yet there are no official standards for auditing criminal justice algorithms and there have been few independent/external evaluations such as the study of risk assessment algorithms by Angwin and Colleagues (2016) which found evidence of data-driven bias (see also Hao and Stray 2019) and the evaluation of predictive policing algorithms (Hunt et al. 2014) which did not find significant evidence of effectiveness (see also, Meijer and Wessels 2019).

Alongside audits, techniques for improving the explanability of algorithmic outputs to attain transparency and accountability are also being developed. For example, Zend and colleagues (2015) used an approach known as SLIM (Supersparse Linear Integer Models) to demonstrate how to develop transparent, interpretable, risk assessment algorithms. Parent and colleagues (2020) have also developed an approach to creating an explainable predictive policing algorithm whose predictions can be explained using ‘past event information, weather, and socio-demographic information’ Explanability techniques and audits are expected to address the problem of opacity since algorithmic decision making can become very complex, making it difficult to investigate conduits of bias such as those that emerge during data processing. Nevertheless, the techniques are tech-reformist and limited since they focus more on the technical performance of algorithms.

Tech-reformism runs the risk of endorsing a ‘technochauvinist’ unique worldview’ (Broussard 2018). This worldview reflects a belief in the supremacy of computational and mathematical applications as scientifically neutral and fairer tools for solving societal problems. In criminal justice contexts, it manifests as a technocratic mindset that emphasises the role of such tools in fostering a rational and efficient criminal justice system. Systemic efficiency is thus accorded greater weight than broader structural aims such as equity and justice.

**Beyond the technical: A broader structural framework for understanding and mitigating algorithmic bias**

In this section, I provide a multi-faceted, structural approach to unravelling conduits and implications of algorithmic bias. In terms of unravelling conduits of data-related bias, a structural approach would move beyond the technical conduits such as those related to data, to highlight two structural conduits. One is the problem of data choices and another is the problem of systemic bias which yields biased data.

Regarding the issue of data choices, the proposed structural approach recognises that the datasets that inform algorithmic predictions are selected on the basis of subjective choices and principles, and endorses a robust legal framework for regulating data selection. As Crawford (2013) notes in a discussion about biased datasets ‘“Data and data sets are not objective; they are creations of human design.” Indeed, Gitlleman and Johnson (2013) stress that the notion of ‘raw data’ or in other words, neutral data, is an oxymoron, arguing that processed data is not neutral or objective, it is not a proxy for social reality. Instead, ‘data are always already “cooked” and never entirely “raw”. They are imbued with assumptions and interpretations of human behaviour and attitudes, made during collection and deployment all of which can introduce bias. As Chan and Bennett-Moses (2016) observe in their problematisation of predictive policing algorithms and their underpinning presumptions, where the production and collection of data are imbued with racially biased decision making, though ostensibly objective, both processes can entrench historical biases.

Creators of predictive algorithms are currently equipped with the power to infuse algorithms with their values, choices and preferences. Examples include the selection of foundational or training data, the construction of prediction parameters, and the choice of fairness metrics, all of which can inject subjective values into algorithmic data processing and outputs (see, Author 2020; Eaglin 2017). Existing studies show that access to digital capital, particularly the power to use digital technologies to influence or even dominate knowledge production, can be linked to intersecting social categories of race, gender and class (e.g., Benjamin 2019; Noble 2018; Author 2020; 2021; van Dijk 2005). That is, access to digital capital can be connected to positionality (social status). A structural approach to addressing algorithmic bias would encompass a legal framework to regulate algorithmic design, creating standards for ethical data choices and model design. Such regulation should balance bias elimination and other fairness imperatives with promoting human-centric technological innovation.

Unlike tech-reformist strategy of debasing data, the structural approach takes systemic problems that yield biased data into account. Therefore, it emphasises that, to address the systemic roots of algorithmic bias, steps should be taken to address racially disparate decisions (e.g., racially biased arrests) which generate biased data that then go on to trigger biased predictions. Failing this, such data (primarily criminal justice datasets such as arrest data) should not underpin risk prediction. Hao and Stray (2019) have provided a toolkit that demonstrates how racially biased data can limit the ability of commonly used risk of recidivism algorithms to generate equalised odds (equal classification errors/equal balance of error rates) across different racial groups. This means that the algorithms render some groups more vulnerable to false positives (over-prediction) than others and there is evidence that black people are more disadvantaged (see, Angwin et al. 2016). Therefore, until the problem of biased criminal justice processing is resolved, consideration should be given to eliminating criminal history variables as predictors and indicators of recidivism (cf. Johndrow and Lum 2016 and Skeem and Lowenkamp 2020) alongside socioeconomic variables such as educational and employment status which can also operate as proxies for race and socioeconomic disadvantage (see Author 2020; Benjamin 2019; von Eijk 2018).

A structural approach will require algorithm audits that do not focus solely on technical efficiency but also crosscut with a broader structural framework. Such audits would investigate underpinning design logics (e.g., theories, assumptions, and viewpoints that inform algorithm design) as a key step towards demystifying the technologies. A structural approach requires that steps are taken to unravel and question the typically less visible values, ideologies, and theories that inform algorithm design. As Selbst and Barocas (2018) observe, ‘one must seek explanations of the process behind a model’s development, not just explanations of the model itself’. This approach to algorithm audits should contribute to efforts to ensure that the logics are open, transparent, documented, and amenable to robust critique.

A structural audit should also comprehensively evaluate the algorithm from its design logics, data inputs and processing, to its outputs and potential impact on the target population. Raji and colleagues (2020) provide an example of such a structural auditing system. Described as Scoping, Mapping, Artifact Collection, Testing and Reflection (SMACTR), it is a structural auditing framework in the sense that it evaluates, not only upstream choices and processes of algorithmic design but also downstream effects: e.g., unfair discrimination and other adverse social outcomes, providing an end-to-end internal auditing framework. This approach is consistent with what Benjamin (2019) conceptualises as ‘equity audits’. Structural systems such as this are required for holistic audits, ensuring that algorithms are optimised for positive structural outcomes, not solely for technical imperatives such as validity and accuracy. But internal audits should not override the need for independent third-party ethical audits, for external accountability (Brown et al. 2021; Raji et al 2020).

Since there have been few audits of criminal justice algorithms and the audits in other settings are currently conducted to meet ethical guidelines and standards that are not legally enforceable, lack of implementation of audit recommendations can be a problem. Indeed, in the absence of enforceable auditing standards, audit integrity issues such as the efficacy of the process itself, can also become problematic (Mittelstadt 2019). The approach proposed here recognises that lack of adequate legislation is a structural problem that undermines algorithmic accountability and would require that a robust legal framework is instituted to encourage compliance with audit recommendations. A legal framework can set appropriate standards for maintaining audit integrity and integrating audit outcomes into practice.

A structural approach to addressing algorithmic bias also recognises that public engagement in key aspects of algorithm design can enhance trust. The approach therefore endorses the participation of historically disadvantaged groups who currently lack the digital capital required for influencing algorithmic design although as studies show, they are most affected by unfair algorithmic predictions in justice systems. To ensure the meaningful participation of disadvantaged groups, resources have to be made available to reverse the unequal distribution of digital capital, particularly the skills required for technology design. Resource investment can also advance the principles of design justice because it can help ensure that the processes of AI design and implementation are democratised. This can enable historically marginal groups who currently bear the burden of harms such as the digital racialisation of risk and algorithmic injustice, to participate in their design.

Regarding the tech-reformist effort to enhance algorithmic explanability, a structural approach views this as laudable but limited. The reality is that even the most transparent and facilely accurate AI can still operate discriminatorily if consideration is not given to structural issues, for example, the power laden creational dynamics such as the ability of some to select the data and rules on which algorithms rely. In other words, AI tools can be both explainable and unjust. For example, where a choice is made to use potentially biased data, algorithmic predictions can still fuel algorithmic injustice by disadvantaging groups affected by systemic bias and structural inequities even if the tools are themselves perfectly explainable (Author 2020). The same applies where a decision is made to formulate a ruleset (algorithm) that is inspired by astructural theories of crime which emphasise individual deficiencies, ignoring problems such as biased criminalisation that is fuelled by systemic and structural inequities. A problem with algorithmic opacity and the proprietary rights that protect creators from releasing their code for scrutiny is that such tools cannot be rebutted or challenged by defendants, posing implications for due process principles and rights under Article 6 of the European Convention on Human Rights. Article 6 guarantees everyone the right to a fair trial but due process rights give citizens the right to contest or challenge accusations laid against them in court and decisions that could adversely affect their life. Indeed, some believe that the tools have the capacity to eradicate due process rights if values based on those rights are not inscribed in their design (e.g., Završnik 2020).

In sum, as debates about algorithmic bias continue to gather momentum, insights from CAS and DS continue to remind us that a remedial framework that is cognisant of structural transformations is required, to combat such bias.

**CONCLUSION**

Using conceptual tools from critical algorithm studies and digital sociology, this paper has explored the problem of algorithmic bias and unravelled the limitations of prevailing tech-reformist solutions. It has also drawn on insights from both scholarships to proffer a broader framework for understanding structural conduits of bias. Both the structural approach recognises that algorithmic bias is a societal problem with structural roots, and it requires structural solutions. In contrast, tech-reformism mostly depicts algorithmic bias as a technical problem. In this way, it obfuscates systemic biases such as racially discriminatory decision making that can inject bias into the data on which the algorithms rely for prediction. Further, tech-reformism obscures structural inequities such as the problem of unequal access to digital capital (van Dijck 2005). These problems impede design justice (Costanza-Chock 2018) by excluding affected groups from key creational process including the selection of data, theories, and fairness metrics that should guide algorithmic design and implementation. Structural inequities may also fuel unequal distribution of algorithmic harms such as biased predictions which as studies now demonstrate, disproportionately affect black people. Meanwhile, the consistent exposure of black people to algorithmic harms such as artificially inflated risk scores can breed social harms. An example is negative labelling that can entrench the digital racialisation of risk (Author 2020) and broader algorithmic injustice (Birhane 2021).

In sum, digital capital, exclusion, and divide, as well as algorithmic injustice, design justice, and the digital racialisation of risk are all conceptual tools from digital sociology and critical algorithm studies that help illuminate structural sources and implications of algorithmic bias. The conceptual tools also draw attention to the fact that such bias originates beyond the technologies themselves. Its provenance is embbeded in unequal societal structures which the technologies replicate. Therefore, in its focus on ‘fixing’ the technologies, tech-reformism can only address the symptoms of broader structural inequities. A structural approach on the other hand, recognises that what is needed is a framework that can be responsive to both technical and structural problems.

**NOTES**

An algorithm is a set of coded rules or instructions that can be followed (for e.g., by computers) to perform functions or tasks such as making inferences from patterns in data to predict crime risks.

Algorithmic bias is defined as ‘the systematic, repeatable behaviour of an algorithm that leads to the unfair treatment of a certain group’ (Rovastos et al. 2020).

See (Hamilton 2015) for a full list of commonly used predictor variables.
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