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Applications

by Andreas W. Zimmermann

Besides applications in magnetic resonance imaging (MRI) and particle accelerators, su-

perconductors have been proposed in power systems for use in fault current limiters,

cables and energy storage. Since its introduction in 1969, superconducting magnetic

energy storage (SMES) has become one of the most power-dense storage systems, with

over 1 kW/kg, placing them in the category of high power technologies, along with

supercapacitors and flywheels. The discovery of high temperature superconductors (HTS)

in 1986, with transition temperatures of over 90 K, brought a series of advantages over

low temperature superconducting magnets (operating below 4.2 K), which include a higher

operating temperature, of up to 77 K, improved thermal stability and higher critical current

in magnetic fields. This has enabled the use of SMES in projects requiring large power

pulses and quick response time, such as grid scale balancing services. However, due to

large costs of superconducting tape, exceeding $100/m, only small scale magnets, with

storage capacity below 1 MJ have been built.

This project’s aim is to study the design of a HTS coil for use in energy storage systems. A

methodology is proposed for a parametric design of a superconducting magnet using second

generation high temperature tape, made with Yttrium Barium Copper Oxide(YBCO). The

process takes into account the target energy stored, the output power and the voltage of

the magnet, the latter of which has a direct impact on peak transport current required, and

hence, the choice of tape and operating temperature. The search algorithm is scripted in R,

with a function that takes the deliverable energy, power and voltage as input parameters

and returns the near-optimum configuration of a coil that uses the minimum length of

tape, achieved through discrete optimisation.

The resulting configuration is used in a MATLAB/Simulink simplified model of a DC

microgrid. The operation of the coil is assessed during two scenarios, simulating a demand

and surplus of power, respectively. The bidirectional power flow between the coil and the

circuit is enabled by a two quadrant DC-DC chopper, controlled using PWM generated

by a closed loop PI controller. The effect of increasing the controller gains by an order of

magnitude is observed in the quicker response of the coil and a lower variation of DC link

capacitor voltage.
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Chapter 1

Introduction

1.1 Energy Storage in Sustainable Systems

Over the past two decades, fossil fuels have been increasingly used as the primary energy

resource across all the major sectors, including industrial, transportation and residential,

leading to severe environmental effects [1]. Despite the rise in productivity, leading to

economic growth, the quality of air has been significantly deteriorated due to anthropogenic

pollution. In an attempt to reduce these effects, most of the world governments have signed

the Paris Agreement in 2015 [2], which proposes a series of measures that must be taken

in order to limit the rise of the average global temperature below 2◦ C, compared to

the pre-industrial levels. Among the measures are the increased adoption of renewable

generation, including wind turbines, solar photovoltaic (PV) panels, as well as replacing

internal combustion engine (ICE) vehicles with hybrid and electric vehicles (HEV and

EV)[3].

A higher penetration of renewable generation technologies leads to a less stable system

and hence, increasing balancing costs. Given the low correlation between the electricity

demand and the wind generation profile, periods with low demand and high generation

may lead to negative day-ahead electricity prices, curtailing the subsidies for some of the

newer plants [4]. Energy storage technologies are a promising solution for these issues,

contributing in the transition to sustainable energy systems by filling the gaps between

supply and demand. Hence, they have attracted increasing interest from both industry and

1
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academia [5, 6]. Figure 1.1 presents a summary of grid-scale energy storage applications,

depending on the response and discharge time required.

Figure 1.1: Types of energy storage applications at different response and discharge
times and their typical power and energy characteristics. Adapted from [7]

Depending on their characteristics, storage technologies are typically classified in two

categories: high energy and high power. While there is no consensus on the exact values

of energy and power that would define these categories, a way of distinguishing them is

through the ratio between energy storage capacity and deliverable power. In the Ragone

plot from Figure 1.2, the approximate range of specific energy and specific power for some

of the most popular storage technologies is represented on a logarithmic scale. A high ratio

between specific energy and power is characteristic to technologies such as fuel cells, Li-ion

batteries and thermal energy storage, where the typical discharge duration can exceed 10h,

thus being classified as high energy systems. On the other hand, technologies in which the

specific energy to power ratio does not exceed 0.1h = 360s are considered high power and

include supercapacitors, flywheels and superconducting magnetic energy storage (SMES).
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Figure 1.2: Ragone plot showing specific energy and power levels for the most popular
energy storage technologies, excluding auxiliary systems, such as enclosures or converters

[6]

This classification is valid at any scale, from small portable electronic devices, to electric

vehicles, where the peak power output typically does not exceed 1 MW, with storage

capacities of up to 200 kWh (extreme examples being the Tesla Roadster and Rimac

Concept Two [8]), and even up to grid-scale storage, with power output in excess of 100

MW and storage capacity of at least 100 MWh.

Currently, Pumped Hydroelectric Energy Storage (PHES) represents over 99% of the entire

global storage capacity, with the majority of the remainder being from Compressed Air

Energy Storage (CAES) and Sodium-Sulfur batteries [9]. These are large scale systems,

with capacities in the range of 1 GWh and power ratings of more than 100 MW, their

economical feasibility improving with increasing size [10]. Large scale Lithium-ion batteries

have also been commissioned, with demonstrators of up to 100 MW/ 129 MWh, installed

by Tesla in Australia [11]. A major advantage of batteries for high energy applications

is their versatility, as packs can be scaled according to energy and power requirements,

and placed in any location, unlike PHES or CAES, which depend on a high head water

reservoir or an underground cavern, respectively [12]. Given their large storage capacity,

which enables the discharge over several hours, PHES, CAES and large scale batteries
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are suitable for energy management and bridging power, being classified as high energy

technologies.

High power fit at the other side of the spectrum and are suitable for power quality appli-

cations. These include compensating faults, ensuring a transient stability and maintaining

a steady grid voltage and frequency [13]. While lead-acid and Lithium-ion batteries have

been successfully implemented in these applications, they cannot sustain repeated high

power discharge cycles without a severe effect on their storage capacity and lifespan [14].

In large scale power applications, battery packs are oversized and operate at low cycle

efficiencies, which increases the overall cost [15].

Due to their lower power capital cost, extended lifetime at high discharge rates and

high efficiency, superconducting magnetic energy storage (SMES), supercapacitors and

flywheels are the preferred technologies in high power applications [15]. Table 1.1 provides

a summary of performance characteristics of energy storage technologies used in grid

applications, with the purpose of highlighting the differences between high power and high

energy systems. While some of these metrics are presented as broad numeric intervals, they

are useful for giving a sense of scale of each system, ultimately indicating their suitable

application category.

1.2 High Power Storage Technologies

1.2.1 Flywheel Energy Storage (FES)

In flywheel energy storage (FES), electricity is used to power a motor, which spins a solid

cylinder to high speeds, thus storing energy in kinetic form. At any point, the energy

stored in the flywheel can be expressed through the equation:

E =
Iω2

2
(1.1)

where I is the moment of inertia of the flywheel and ω is the angular velocity. To discharge

the flywheel, the motor that spun it is used as a generator to produce electrical power in

a controlled regime.
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Table 1.1: Characteristics of Grid-scale energy storage systems. Data from
[6, 7, 13, 15–17]

While traditionally, large steel cylinders operating at low speeds have been used in FES,

developments in composite materials fabrication have enabled the manufacturing of high

strength lightweight flywheels, with higher rotational speeds [18]. Moreover, to reduce

friction and increase the lifetime, magnetic bearings are used, especially in high speed

units [6].

The main advantages of FES are the simplicity of technology, with a straightforward way

of calculating the state of charge; the extended lifetime and fast response. Unlike Li-ion

batteries, the depth of discharge in flywheels does not affect the expected lifetime. On the

down side, the drawbacks of FES are the very high self discharge (up to 100% per day

[13]), as well as the need for containment, to prevent damage to the surroundings in case

of a catastrophic failure.

1.2.2 Supercapacitors (SC)

Supercapacitors store energy in the electric field created at the electrode-electrolyte in-

terface. Unlike flywheels, this process supposes no energy conversion from electrical to
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mechanical form, which enables the cycle efficiency to reach values of up to 99%[15]. There

are three main types of supercapacitors, depending on the storage mechanism and the

construction: electrostatic double layer capacitor (EDLC), pseudocapacitors and hybrid

capacitors [19]. The storage capacity is given by:

E =
CV 2

2
(1.2)

where C is the capacitance and V is the voltage across the capacitor plates. Depending on

the electrolyte used, the voltage of an individual cell can either be up to 0.9V (for aqueous

electrolyte) or up to 2.7 V (for organic electrolyte). To increase the total voltage, multiple

cells can be combined in series, however this requires a more complex cell management

technique, ultimately increasing the cost of the system. In terms of power density, super-

capacitors can reach values in excess of 5000 W/kg, with a fast response time and very

high cyclability, however they have a high self discharge (of up to 40% / day [7]) and a

low energy density.

1.2.3 Superconducting Magnetic Energy Storage (SMES)

Similar to an inductor, a SMES system stores energy in the magnetic field created by the

current injected in the coil. What makes SMES more attractive than large inductors made

of copper wires is the ability of sustaining currents with minimum decay, due to the lack of

electrical resistance. This is achieved by winding the coil with superconducting wires and

cooling the entire magnet below Tc, the critical transition temperature for the material

used.

The energy stored in a SMES is approximated using the equation:

E =
LI2

2
(1.3)

where L is the coil self inductance and I is the transport current. While the steady

state operation can be analysed by modelling the coil as a simple inductor, the transient

operation requires a distributed parameter network model, in which every turn of the coil is

split into multiple inductive segments, along with capacitors representing the capacitance

between axially and radially adjacent turns, as well as between turns and the ground.
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Given the large number of turns in a superconducting magnet, often in excess of several

thousands, such mathematical model of a coil would become complicated and impractical.

The distributed network model can be further simplified into an equivalent lumped circuit

model, in which every inductive element represents an entire pancake winding, while the

mutual inductive couplings are between axially separated pancakes. This was analysed in

[20] and [21] with the purpose of determining the transient voltage distribution along the

winding, which dictates the required thickness of insulation. This modelling method is

however, out of the scope of this project.

According to Faraday’s law, a magnetic field is building up in the bulk of the coil during

charge, which then collapses during discharge. Changes in magnetic field create a back

electromotive force (emf), which in turn, induces a current opposing the magnetic field

change, as stated by Lenz’s law. This is expressed through the equation:

V = −dNφ

dt
= −LdI

dt
(1.4)

where V is the voltage measured between the coil terminals, φ is the magnetic flux and N

is the number of turns in the coil. During charge, the coil behaves like a load, therefore

the rate of change of current would have the same sign as the voltage applied between the

terminals.

A particularly challenging aspect of SMES is maintaining a constant power output during

discharge, due to the current decaying. If the coil voltage is kept at a constant level, the

output power is decreasing proportionally to the current. A solution for this problem is

proposed in [22], where a coil capable of delivering 1 MW at 1 kV is designed. Here, the

magnet is oversized to carry a current of 3 kA and the power converter operates in a buck

mode. This is achieved by adjusting the duty cycle (the proportion of time during which

the power converter switches are closed), proportionally adjusting the output voltage to

give the required power output. Once the transport current decays below 1 kA, the SMES

output power cannot match the required level and the remaining energy stored cannot be

used. In this particular case, the proportion of useful energy is:

I2max − I2min
I2max

=
32 − 12

32
= 88.9% (1.5)
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where Imin and Imax are the minimum and maximum values of transport current for which

the output power can reach 1 MW. The proportion of used energy is represented in figure

1.3.

Figure 1.3: Proportion of energy used in a SMES unit delivering 5 MJ at 1 MW, as
proposed in [22]

By oversizing the SMES unit, larger power switches are necessary to cope with the higher

current, thus increasing the cost of the system. On the other hand, this situation resembles

the one of a battery operating at a lower voltage than the load. In this case, a voltage

boost converter is used to increase the battery voltage to the required level. With a

similar approach, the current in the SMES could potentially be boosted to a higher value,

increasing the proportion of energy used, while decreasing the maximum required transport

current.

1.2.4 Discussion

Even if all the high-power storage technologies have similar performance characteristics,

they can only be suitable for certain applications. The need for a refrigeration system and

the stray magnetic fields limit the practical applications of SMES to large scale units, unlike

supercapacitors and flywheels, which can be successfully used in small-scale applications,

such as Kinetic Energy Recovery Systems (KERS)[23].

Scaling up is one of the challenges of high power energy storage, due to high rates of

discharge, which often mean the entire deliverable energy is released over a few seconds.

Equations (1.1), (1.2) and (1.3) follow a similar structure, with a constant that depends on

geometrical and physical properties, multiplied by the square of a variable which represents

the form in which energy is stored. Therefore, to increase the storage capacity, either the

physical size, or the performance of the system must be maximised. The modularity of

each system is essential in this process.
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In large scale supercapacitor banks, multiple cells are connected either in series to increase

the total voltage, or in parallel, to increase the capacitance. In SMES, multiple single

or double pancake windings (explained in more detail in Section 2.5) are connected to

form a larger solenoid, increasing the size of the cryostat required. In flywheels however,

individual cylindrical masses are contained in a vacuum support structure, in order to

prevent potential damage to the surroundings. Therefore, the only way of increasing the

rating of the system is to combine the outputs of multiple flywheels.

Overall, when compared to supercapacitors and flywheel energy storage, a SMES unit has

the lowest self discharge, of less than 15% daily [13]; the longest lifespan, estimated to

exceed 20 years [15] and among the lowest operating costs less than $0.001/kWh-cycle

[9]. Nevertheless, there are still aspects that require significant improvements. Firstly,

the capital cost of superconducting cables, mainly influenced by the advancement in

manufacturing volume and techniques, is still very high, at 250-400 $/kA m [24]. Secondly,

high-field designs cannot contain all magnetic field lines, leading to stray field, which

escapes the bulk of the coil. This is more pronounced in solenoidal coils, as some field

lines would escape through the positive pole. Finally, large scale units have not been

implemented widely, so there is little knowledge around their scaling and synergy with

other systems in the power grid. To make SMES more attractive in future power grids,

these challenges can be tackled through commissioning more test units and demonstrator

projects, as well as through more intensive research into the power electronics interface

and control.

1.3 SMES components

The core element of a SMES system is a coil made of superconducting wire. As long as its

temperature is maintained below the critical transition value of the chosen superconducting

material, Tc, its electrical resistance remains zero. This enables the coil to carry high

values of transport current, thus maintaining a magnetic field. Moreover, due to the lack

of resistance, the current can be sustained in a persistent, storage mode, without the need

for a voltage supply and with negligible losses [25]. The persistent switch operation is

explained in more detail at the end of this section.
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Figure 1.4: SMES components

Besides the superconducting coil in an insulating cryostat, a there are three other subsys-

tems in a SMES unit, all illustrated in Figure 1.4. To maintain the temperature of the

superconducting coil below the transition value, a refrigeration unit is necessary. There

are two principal methods of cooling used in SMES, depending on the required operating

temperature. For low temperature superconductors (LTS), such as NbTi or Nb3Sn, where

their critical transition temperature is below 20 K, a cryogen bath with liquid Helium (4.2K

boil-off temperature) is required [26]. On the other hand, typical critical temperatures for

high temperature superconductors (HTS) are above 90 K, allowing them to operate safely

in a wider range of temperatures, which go as high as 77 K. This enables the possibility

of either wet cooling (using liquid Helium, Neon, Hydrogen, Oxygen or Nitrogen), as well

as dry cooling, using cryogen-free conduction coolers, which are typically smaller volume

and more efficient than wet alternatives. Further detail on the types and operation of

cryocoolers is given in section 2.6.1.

For any given superconductor, a critical surface can be defined, showing the relationship

between Jc (the critical current density), Tc (the critical temperature) and Hc (the critical

magnetic field strength), illustrated in Figure 1.5. As the operating temperature is higher,

the maximum values for transport current and external magnetic fields are decreasing, as

illustrated in the T-H-J diagram below. This highlights a limitation of high temperature

superconducting materials operating close to their transition temperature.
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Figure 1.5: Illustration of T-H-J Critical Surface [27]

The power conditioning unit (PCU) consists of a power converter that enables the oper-

ation of the coil in three modes: charge, store and discharge [28]. For connection to AC

grids, two main types of bidirectional converters are employed: either the current source

(CSC), which connects directly to the coil and has an LC filter at the output, or a voltage

source (VSC), with a DC-DC stage connected to the storage unit and comprising a chopper

and an output capacitor capacitor, along with a DC-AC 3 leg, 2 level inverter, consisting of

6 Insulated Gate Bipolar Transistors (IGBT)[29]. These topologies are depicted in Figure

1.6.

In a VSC, the conduction losses are higher, due to the DC-DC chopper, which is reflected

in the lower efficiency of this topology. At low power levels, CSC has a higher efficiency,

with 95.7% compared to 91.3% in VSC at 10 kW and 92.7% compared to 91.1% in VSC

at 50 kW [30].

In a VSC, the operation of the inverter side is independent from the type or number

of energy storage devices connected, as long as the voltage of the DC link capacitor is

maintained constant. Hence, the VSC topology has been extensively used in system-level

SMES studies [29, 31], including hybrid SMES-battery systems[32]. The DC-DC side from

a SMES VSC consists bridge chopper, that can operate in charge, store and discharge

modes. The charge and discharge regimes are given by the switching pattern of the

transistors in the power converter. The chopper operation was briefly discussed in the

literature [33–36], however no detailed analysis on the practical sizing of switches, control

methods and converter losses was done.
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(a) CSC with SMES [29]

(b) VSC with SMES [29]

Figure 1.6: AC/DC converters for SMES-battery

The storage mode can be achieved in two ways, depending on the duration. For a short

term storage, which only spans over a few minutes, this is realised by short circuiting the

magnet through the power converter switches. While this is easy to achieve by controlling

the switches, it has two major disadvantages. Firstly, the magnet would still be connected

to the power converter circuit through the current leads, which are the main paths of

heat conduction from the low temperature of the magnet to the ambient temperature of

the power converter. Secondly, the coil current would circulate through a series of closed

switches and diodes, which would lead to ohmic losses due to their resistance. If operated

in this mode for a long time, the transport current will gradually decay, leading to a

significant self discharge of the magnet.

If, however, the magnet is required to operate in persistent mode for longer periods,

in applications such as nuclear magnetic resonance spectrometers (NMR), a far better
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solution is the use of a persistent switch. This consists of a short length of superconducting

tape, soldered at each end of the coil winding, as depicted in Figure 1.7.

Figure 1.7: Diagram of persistent switch

A small heating element is attached to the switch. During charge or discharge, the

persistent switch is heated up to just a few degrees above the critical temperature of

the superconducting tape, making it resistive. In an experiment In this case, current only

flows through the current leads to the external circuit. The small temperature difference

between the ’on’ and ’off’ states of the switch leads to a very small heat dissipation, that

can be covered by the power provided by the cryocooler.

To initiate the persistent mode, the heater is turned off and the temperature of the switch

is dropping, reaching the same value as the surrounding cryogenic environment. This

creates a superconducting current path and allows the magnet to function in a persistent

mode, with only a minimal current decay caused by the soldered joints [37]. Typically,

this transition time is between a few milliseconds to a few seconds [38].

Finally, monitoring and controlling parameters such as temperature, self-field (magnetic

field generated by the current circulating in the coil, in the absence of an external magnetic

field), current and voltage is essential for ensuring the coil operates in optimal conditions.

For this, sensors are attached to the magnet and connected to a microprocessor, which

serves the role of a monitoring and control subsystem.
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If either the current density, the temperature or the magnetic field strength in a small

portion of the coil exceeds the critical value given by the critical surface specific to the

superconducting material used in the winding (Figure 1.5), that coil section would quench,

transitioning to a resistive state. As it becomes resistive, that coil section will produce

Joule heating, increasing the temperature of the surrounding areas and causing the quench

to propagate throughout the coil. Therefore, quench detection is another important role

fulfilled by the monitoring and control system, which engages the protection circuit to

prevent damage to the coil, in case the superconductor undergoes a transition to the

resistive state. More detail on quench protection is given in 2.6.3.

1.4 SMES: History and Current State of the Art

Considering the high costs of the superconducting materials, together with a SMES tech-

nology that is not yet fully developed, the number of demonstrator projects is very low,

compared to other competing technologies. Moreover, most of these projects use LTS

materials, where the processes of manufacturing wires and cables are mature and scalable,

leading to lower costs than equivalent HTS cables.

After the concept of SMES was proposed by M. Ferrier in 1969 [24], a growing interest

in the design and build of these units was reflected in the research intensity. The first

practical SMES demonstrator was designed and built by General Atomic at the Los Alamos

laboratory and installed in 1982 at the Tacoma substation, in Washington, USA. Its main

role was to stabilise the Pacific intertie transmission line, connecting the Pacific Northwest

region with Southern California. With a storage capacity of 30 MJ and a nominal power of

8.5 MW, the unit was using NbTi superconducting cables to carry a peak current of 4900 A

[39]. During the following years, more LTS projects were commissioned, including a 100 MJ

unit developed by Florida State University in collaboration with the Centre for Advanced

Power Systems (CAPS) [40]; a 7.34 MJ NbTi coil at Chubu Electric Power Company,

Japan, for bridging instantaneous voltage dips [41]; and six SMES units of 3 MJ each, as

part of a distributed SMES (D-SMES) project carried by American Superconductor [42].

Smaller LTS systems, with storage capacities between 30 KJ and 3 MJ, have been built

and tested over the past 20 years: a 2 MJ NbTi unit built at the Institute of Electrical

Engineering in China [43], a 3 MJ NbTi unit built at the Korean Electric Research Institute
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and used for voltage sag compensation [44] and a 2.6 MJ NbTi unit built at Ansaldo

Richerche Spa, Italy and used in compensating voltage fluctuations [45].

With the discovery and commercialisation of high temperature superconductors (HTS),

a few organisations have taken on the challenge of designing and building large scale

HTS SMES units. All these units are using Bismuth-Strontium-Calcium-Copper-Oxide

(Bi-2212 and 2223), a first generation (1G) HTS composite. Among the notable projects

are a 600 kJ Bi-2223 unit built by the Korean Electric Research Institute for power grid

stabilization [46], a 1 MJ Bi-2212 system at Chubu Electric Power Corporation, Japan, for

bridging voltage dips [47] and a 800 kJ Bi-2212 unit at the National Centre for Scientific

Research, France, used as a pulsed power source [48].

Second generation (2G) HTS materials, such as Rare-Earth-Barium-Copper-Oxide (where

possible Rare-Earth elements are Yttrium - Y, Samarium - Sm and Gadolinium - Gd),

are becoming increasingly attractive for SMES applications due to possible operating

temperatures of up to 77K, requiring less cooling power than LTS [49].Despite this, there

are no reports of large scale demonstrator units. Some smaller scale YBCO SMES systems

have been designed and manufactured for lab tests, including a 4 kJ unit, cooled by solid

nitrogen at 30K [50] and a 93 J GdBCO unit, used in a hybrid SMES-battery Dynamic

Voltage Restorer(DVR), which detects a voltage drop in the system and provides fast

power compensation [51, 52].

The idea of combining different types of superconducting materials in the same SMES

system has also been explored, with the purpose of increasing the energy density, at a

lower capital cost. One system included two solenoidal coils: a thin and long Nb-Ti coil at

the exterior, for a better dissipation of heat generated by AC losses during charge-discharge

cycles and a thick and short Bi-2212 coil, placed inside the NbTi unit, for a higher critical

current density in magnetic fields [53, 54]. Another demonstrator unit used YBCO and

BSCCO tapes, achieving a total storage capacity of 6 kJ at 69 K and used for power

fluctuations compensation [55]. The choice of two different HTS materials was motivated

by the way their critical current changes with the direction of external magnetic field. This

property is known as anisotropy and will be explained in more detail in Chapter 2. At

either end of a solenoid, the magnetic field lines are changing direction from being parallel

to the central coil axis to being perpendicular. As YBCO tapes have a higher critical
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current than BSCCO tapes in perpendicular field [56], YBCO coils were placed at both

ends of a larger BSCCO coil, as illustrated in Figure 1.8.

Figure 1.8: Placement of coils in model proposed by [55]

Apart from SMES systems that have successfully been manufactured, there are plenty of

proposed HTS coil designs, capable of storing less than 1 MJ. These include an 90 kJ YBCO

system for PV transient performance improvement [34, 35], a 600 kJ Bi-2223 unit for power

grid stabilisation [46], a 7.65 kJ Bi-2223 unit for UPS [57] and even a 220 kJ toroidal

BSCCO unit for application in hybrid vehicles [58, 59]. A more ambitious conceptual

design project is the 2.4 GJ/100MVA toroidal YBCO SMES proposed by Shikimaki et al.

[60] for use in load fluctuation compensation. This unit would require 2090 km of YBCO

cable and would be 9.25 m in external diameter, making it very large and expensive.

Finally, the idea of combining SMES with high-energy storage systems, such as Lead-Acid

and Lithium-ion batteries, has been studied in several papers. These include conceptual

designs of hybrid systems for compensating power fluctuations in railway substations [61],

EV fast charging stations [62] and microgrids [32, 35, 63]. Integration with renewables

was also studied, considering solar PV systems [64, 65], wind turbines [66–68] and Direct

Drive Linear Wave Energy Converters (DDLWEC) [69]. Applications in the transport

sector were also proposed, as part of the integrated power system of a ship [70], as well

as the energy storage system for a bus [71]. Different hybrid storage configurations were

proposed, with a combination between a 48 GJ MgB2 SMES and a liquid Hydrogen store

[72], as well as a combination between a fuel cell, a SMES unit and a battery [73]. In most

of these papers, the main focus is around the energy management and power flow control,

with little consideration on the design and sizing of the storage systems, and without any

detailed analysis of the topology and operation of the power converters.
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Currently, two main problems prevent the commissioning of large scale SMES units:

technical knowledge and cost. These two key issues are largely reciprocal, in the sense

that if further technical advancements are made in the process of tape manufacturing, as

well as in the design of SMES, the cost can be potentially driven down. On the other

hand, technical experience can only be attained through further research which leads to

practical demonstrators of HTS tape applications, but requires significant investment.

Regarding cost, the main issue is manufacturing long 2G HTS tapes that maintain a con-

sistent and high current density throughout the entire length. The common performance

metric used in benchmarking HTS tapes is the product between the maximum length and

the current density achieved along the tape. Improved manufacturing techniques have led

to an exponential growth of this metric, from merely 90 Am to over 300 kAm, between 2002

and 2008. However, YBCO tape costs are exceeding $40/m, nearly 20 times the cost of a

metre of NbTi wire and 2.6 times the cost of Bi-2223 tape, one of the other two most used

superconducting materials [24]. As large scale superconducting magnets require several

kilometres of tape, the cost of 2G HTS SMES becomes very high, with an estimated cost of

$1,000-10,000/kWh, nearly an order of magnitude more expensive than other competing

technologies, such as Li-ion batteries with an estimated cost of $600-2,500/kWh [6].

On the other hand, the gaps in technical knowledge are mainly around the optimal design

of a superconducting coil, the topology and control of the power converter, as well as the

practical method of scaling up the entire system. As previously explained, some lab-scale

designs of 2G HTS SMES units have been proposed [34, 50–52], but these are far from

providing a realistic contribution in power systems. A more comprehensive design of an

YBCO SMES unit was presented in [22], however this is practically difficult and costly to

implement, due to its length of over 3 m and diameter of just under 0.8 m, requiring a

large and expensive cryostat vessel.

1.5 Knowledge gaps and Research Motivation

The motivation of this project comes from the promising impact that 2G HTS SMES

can have in power systems, particularly in fast frequency response (FFR) and balancing

services, both at the transmission and distribution levels. Given the cost of the system,
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which can be an order of magnitude higher than equivalent Li-Ion batteries, there needs

to be a justification for pursuing large scale SMES systems, as currently similar types

of services can be achieved with batteries. While in small scale applications, where the

power requirement is in the range of several kW, batteries have a clear advantage of being

compact, modular and relatively inexpensive, the situation changes as larger power outputs

are required. In these cases, due to their C-rate (rate required to completely discharge

the maximum storage capacity in 1 hour) limited to 1-2 for large scale systems, batteries

would have to be oversized in terms of energy storage in order to provide the required

power, which increases their cost.

In SMES systems, however, a full discharge takes several minutes, at most, hence they

typically store less energy compared to batteries, at the same power level. This char-

acteristic suggests that at large scale, there is a power level beyond which SMES would

make more economical and technical sense than equivalent large scale batteries. This

issue is extremely complex and depends on numerous variables, such as economic and

political environment, regulations on power systems, or future advancements in battery

and superconductor technology. On the other hand, there are certain aspects regarding

the methodology of designing SMES coils for high power applications, that have not been

fully addressed in the literature and could potentially contribute to a better understanding

of the role this technology could play.

Second generation high temperature superconductors (2G HTS) have shown performance

improvements over industry-standard LTS wires, due to their higher operating temperature

and critical current density in magnetic fields. This recommends them for usage in SMES

systems, as cooling costs can be significantly reduced by eliminating the need for expensive

liquid Helium. Nevertheless, SMES systems using these type of cables are not fully

developed and understood and some issues still require further studies.

Firstly, there is the challenge of designing a large scale superconducting magnet, with

storage capacity exceeding 1 MJ, while using the least amount of superconducting tape.

While small scale units have been previously designed, as described in [34, 50–52], the

methodology is either not clearly explained, or factors such as discharge power and mag-

netic forces are not taken into account. This thesis is aiming to address this gap by

proposing a design methodology for a larger scale coil, which takes into account both the

output power and the magnetic forces arising due to the high current circulating in the
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coil. This would enable an easier direct comparison between SMES and other competing

technologies, assessing key parameters, such as performance and cost.

1.6 Project Aim and Objectives

The main aim of this project is to propose a methodology of designing a SMES coil, which,

besides the energy storage capacity, takes into account the required power output of the

unit. The approach is using analytical expressions and numerical tables to derive the key

parameters of a superconducting coil through an optimisation algorithm, which minimises

the length of tape used. This enables a quick estimation of the performance and cost of the

SMES coil, which can be used in comparisons against other high power storage systems,

to determine which is more feasible for certain applications. Moreover, this is essential in

studying the scale-up of SMES from a systems perspective.

In line with the objective, the aims of the project are:

1. To propose a design method for a large scale HTS SMES coil using analytical and

numerical calculations, instead of computational Finite Element Modelling (FEM),

in order to estimate the physical dimensions, the operating current and magnetic

field, as well as the mechanical stress developed in the coil.

2. To develop an algorithm that generates coil configuration from a set of discrete

input parameters, with the aim of minimising the length of superconducting tape

used, given a target energy storage and output power level.

3. To analyse the operation of the designed coil as part of a simplified DC microgrid,

when the typical DC-DC chopper topology from the literature is used. This is

important for identifying the limitations of the chosen converter as the power demand

is increased.

1.7 Thesis Outline

In line with the objectives set, the contents of the thesis are structured as follows:
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• After the literature review covering the state of the art of SMES technology presented

in Chapter 1, a more detailed theoretical background of superconductors and their

applications in energy storage is given in Chapter 2. Through this, most of the

theoretical concepts used in further chapters are introduced.

• In Chapter 3, a parametric coil design method that takes into consideration the

energy and power is presented. Starting with the choice of commercial YBCO tape

and an outline of its properties, the steps continue with the calculation of magnetic

fields for different coil shape factors, which give the equations of load lines. The

final design is obtained through discrete optimisation of shape factors and inner coil

radius, with the objective of minimising the length of tape used.

• In Chapter 4, the coil design is introduced in a simplified DC microgrid model, to

which is connected through a DC-DC chopper. Its operation is assessed under two

different scenarios: a sudden spike in demand and sudden surplus of power.

• Finally, Chapter 5 draws the conclusions and outlines the a set of proposals for future

work.

Publication

A. W. Zimmermann, S. M. Sharkh, ”Design of a 1MJ/100kW High Temperature Super-

conducting Magnet for Energy Storage”, Energy Reports, Proceedings of the 4th Annual

CDT Conference in Energy Storage and its Applications, 9-11 July 2019.



Chapter 2

SMES Background

This chapter covers the theoretical background of SMES technology, starting with a brief

introduction to the theory of superconductivity, followed by a classification of superconduc-

tors and overview of commercially available wires and tapes. The main characteristics of

HTS tapes, along with the critical state models, are explained. Finally, practical aspects

about the construction of the SMES system, including types of windings, insulation and

the cooling system are presented.

2.1 Introduction to Superconductivity

Superconductivity was first observed in 1911 by Kamerlingh Onnes, a Dutch physicist

working at Leiden University. Given by his successful liquefaction of Helium for the first

time in 1908, he performed a series of tests of material properties at temperatures below

4.2 K. Remarkably, Onnes discovered that the electrical resistance of mercury (Hg) became

zero at 3 K, thus marking the beginning of the superconductivity [74]. Over the following

decades, as more elements and compounds were studied at low temperatures and found

to be superconducting, some attempts were made at explaining the superconductivity

phenomenon.

21
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2.1.1 Meissner effect

In 1933, Meissner and Ochsenfeld discovered that a lead disc is expelling magnetic flux from

its bulk once cooled below its transition temperature [75] (translated in [76]), as illustrated

in Figure 2.1. This was important as it differentiated superconducting materials from

perfect conductors, which, in theory, would maintain a constant magnetic field throughout

their bulk at any temperature.

(a) (b)

Figure 2.1: Magnetic field lines in (a) normal and (b) superconducting states

2.1.2 London Penetration Depth

In 1935, Fritz and Heinz London mathematically described how an external magnetic field

penetrates through the skin of a superconductor, over a small length, given by:

λL =

√
m

µ0nq2
(2.1)

where m is the mass of charge carriers, q is the electron charge and n is the local density

of superconducting carriers, which is a material property has the unit m−3[77]. It was

demonstrated by J.E.Hirsch that superconducting carriers can only be electron holes, with

a method based on conservation of energy and momentum during a transition between

superconducting and resistive states [78].

The penetration depth changes with temperature according to the relation:

λ(T ) = λ0

[
1−

(
T

Tc

)4
]−1/2

(2.2)
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Figure 2.2: Distribution of an external parallel magnetic field of magnitude B(0) along
the thickness of a superconductor. London penetration depth is the distance between the

surface and the place in which the value of magnetic field reaches B(0)e−1 [79]

where λ0 is the penetration depth at 0 K. When T approaches Tc, the penetration depth

tends to infinity.

2.1.3 Type I and Type II superconductors

Further progress in understanding superconductivity was made by V. Ginzburg and L.

Landau, who proposed a theory describing the transition between the normal and su-

perconducting state, followed by A. Abrikosov [80], who extended the Ginzburg-Landau

theory to explain the state transition in type II superconductors.

The transition from normal to superconducting state within a material occurs over a finite

length, known as the coherence length, ξ0. The Ginzburg-Landau parameter is defined as:

κ =
λ

ξ
, where λ is the London penetration depth [81]. This is used to distinguish between

type I and type II superconductors:


0 < κ <

1√
2
, for type I

κ >
1√
2
, for type II
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In practice, the behaviour of type I and II superconductors is described through a B-H

diagram as in Figures 2.3a and 2.3b.

(a)

(b)

Figure 2.3: Magnetization curves of (a) Type I and (b) Type II superconductors. Adapted
from [82]

The magnetic flux density, B, is expressed as:

B = µ0(H +M) (2.3)

where H is the applied magnetic field intensity, M is the magnetisation and µ0 is the

magnetic permeability of vacuum. In the superconducting state, type I materials behave

as diamagnets, thus M = −H and B = 0. Beyond the critical field intensity, the flux

density is sharply increasing to Bi = µ0H, after which it increases linearly.

In type II superconductors, a similar behaviour is seen below Hc1, the lower critical field

intensity and above Hc2, the upper critical field intensity. However, the difference is in
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the mixed state that appears between Hc1 and Hc2, when the magnetization is slowly

decreasing, while a non-zero flux density is present through the bulk.

In type I superconductors, represented by some elemental metals, such as Lead (Pb),

Titanium (Ti) [83] or Aluminium (Al) [84], the bulk cannot be penetrated by external

magnetic flux lines, therefore a sharp state transition is observed when the critical field is

exceeded. However, in type II superconductors, there are two different critical field values,

between which the material is in a mixed state, allowing some flux lines to penetrate the

bulk. These flux lines are integral multiples of fluxons, quantums of magnetic flux, each

with a magnitude of:

Φ0 =
h

2e
= 2.07× 10−15 Wb (2.4)

where h is Planck’s constant and e is the electron charge [85]. Figure 2.4 shows the

distribution of fluxons depending on the state, as a function of normalised magnetic field

and temperature. Multiple fluxons are grouped in vortices, with a diameter of ξ0, the

coherence length. These are called Abrikosov vortices and, depending on the value of

magnetic field, have a variable distribution and density through the material.

Figure 2.4: Distribution of fluxons under different phases, as a function of temperature
and magnetic field [86]

At low values of magnetic field, vortices are irregularly distributed throughout the material,

corresponding to phase I in Figure 2.4. As the magnetic field is increased, the vortices



26 MPhil Thesis

regroup in bubbles and stripes, which correspond to phase II (B = 0.43Bc02) and phase III

(B = 0.59Bc02), respectively [86]. A further increase in magnetic field leads to a regular

distribution of vortices, in which the lattice spacing is inversely proportional to the field,

effectively becoming zero at B = Bc02 [24].

This classification of superconductors is particularly important for determining which

materials can be used in practical applications. When exposed to an external magnetic

field, type I superconductors undergo and abrupt transition to resistive state, even when

a small current is injected. On the other hand, type II superconductors can sustain large

currents under external fields, making them suitable for tapes that can be used in SMES.

Another milestone in attempting to explain superconductivity was reached in 1957 by

J.Bardeen, L.N.Cooper and J.R.Schrieffer, who proposed the BCS theory, for which they

received the Nobel prize in 1972 [87]. Free electrons interact with the atom lattice by

attracting nearby positive charges, thus causing a positively charged distortion, or a

phonon. Consequently, this distortion attracts a nearby electron, binding with it and

forming a Cooper pair (electron-phonon interaction). The binding force in the Cooper

pair exceeds the resistance from the lattice, due to reduced vibrations at low temperatures,

thus allowing it to pass through lattice with no resistance.

While further details are outside the scope of this project, it is interesting to notice that

the theory predicted a maximum superconducting temperature of 40 K, which is well below

the critical transition temperatures occurring in present HTS materials. Therefore, a clear

explanation of superconductivity which applies to HTS is yet to be formulated.

2.2 Practical Superconductors

2.2.1 Timeline of practical superconductors

Following the discovery of superconductivity in Hg in 1911, more elements and compounds

were found to be superconducting at critical temperatures T c < 40K, thus being in line

with the BCS theory. While most of the early superconductors were type I elemental

metals, around the 1960s, compounds such as Niobium-Titanium (NbTi) and Niobium

Tin (Nb3Sn) were tested at low temperatures, showing the ability of carrying currents at
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magnetic field densities exceeding 10T [88]. These were the first type II, low temperature

(LTS) practical superconductors, which have been used extensively in manufacturing wires.

BCS superconductors are represented by green circles in Figure 2.5, but are not used in

the SMES design section of this project.

Figure 2.5: The discovery timeline of major superconducting materials.
Green circles: BCS superconductors, Blue Diamonds: Cuprates,

Yellow squares: Iron-based superconductors [89]

An important breakthrough was achieved with the discovery of superconductivity in

certain cuprate compounds, in 1986. These have critical transition temperatures of over

80 K, placing them outside the scope of the BCS theory and marking the beginning of the

high temperature superconductivity field (HTS) [90].

HTS materials present significant practical advantages over LTS, including the operation

at higher temperatures, increasing the thermal stability and allowing the cooling to be

realised through dry cryocoolers, as well as a higher current density under an external

magnetic field [91]. As mentioned in Chapter 1, there are three cuprate compounds used

in practical HTS superconductors: BSCCO 2212, BSCCO 2223 and ReBCO, represented

as blue diamonds in Figure 2.5. During the past recent years, HTS materials have

attracted increasing interest, as the manufacturing techniques have improved, increasing

the commercial availability.
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2.2.2 First and Second Generation HTS

The first practical HTS wires were manufactured in the late 1980s, using Bi2Sr2CaCu2O8

(Bi-2212) and Bi2Sr2Ca2Cu3O10 (Bi-2223)[92]. While Bi-2223 has a higher critical tem-

perature than Bi-2212 (110 K compared to 90 K), Bi-2212 can sustain higher critical

current at sub-20 K temperatures. BSCCO wires are made using a similar technique as

the one employed for LTS cables: powder-in-tube (PIT). In this method, the oxide mixture

containing the superconducting compound is used in a powder form, filling a silver alloy

tube. The tube is extruded and shaped in round Bi-2212 wires, which can then undergo

further heat treatment and mechanical processing to obtain Bi-2223 tapes. Cross sections

of Bi-2212 and Bi-2223 are presented in Figure 2.6.

(a) [92] (b) [93]

Figure 2.6: Cross section of (a) Bi-2212 round wire and (b) Bi-2223 flat tape

Besides its role as electrical protection and structural matrix, a silver alloy is used as a

sheath due to the high diffusivity of oxygen required during the reaction to Bi-2223, as

well as due to it being inert to the superconducting powder [92]. Nevertheless, the two

main disadvantages are the low mechanical strength, limiting the maximum strain to 250

MPa for an AgMg alloy [24], as well as the high material cost. As mentioned in Chapter 1,

first generation (1G) Bi-based superconducting wires have successfully been used in SMES

applications, with storage scales ranging from a few kJ, up to 1 MJ.

With improved critical current in external magnetic fields, second generation (2G) super-

conducting materials are based on REBCO, cuprates of rare-earth metals, such as Yttrium

(Y), Strontium (Sr) or Gadolinium (Gd). Of these, the most popular compound used in

making practical superconducting tape is YBa2Cu3O7-x, often referred to as YBCO or

Y-123. Practically, YBCO superconductors are manufactured using textured templated

fabrication, in processes such as Ion beam assisted deposition (IBAD), Rolling assisted
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biaxially textured substrates (RABiTS™) or Inclined Substrate Deposition (ISD)[24] .

Several companies are producing 2G HTS tapes, including Bruker, American Supercon-

ductor Corporation (AMSC) and Superpower Inc. The cross section of an YBCO coated

conductor, made by Superpower Inc. is shown in Figure 2.7.

Figure 2.7: Cross section of an YBCO coated conductor [94]

A thin superconducting layer with a thickness of 1-2 µm is deposited on a buffer stack,

which controls the superconductor grain alignment in an IBAD process, leading to a higher

critical current density. This is followed by a Hastelloy substrate. This substrate increases

the mechanical strength of the tape, while reducing AC losses due to its non-magnetic

nature, as well as eddy current losses, due to its high electrical resistance. Silver is a good

electrical conductor and does not react with YBCO, therefore it is used in a thin overlayer

for making the electrical contact. At either side of the stack, a thick copper layer is used for

additional stability, also acting as a parallel current path in case of quench [24]. While in

superconducting state, the transport current only flows through the superconducting layer,

facilitated by the lack of electrical resistance. However, if either the local temperature

exceeds the critical value in a section of the tape, or there are mechanical defects, due to

inhomogeneity or stress degradation, leading to a higher local current density, the magnet

would transition to the resistive state. While in LTS this transition is sharp, in HTS it

occurs slowly, with a longitudinal normal zone propagation velocity (NZPV) of 0.01-0.1

m/s, compared to 10-40 m/s in LTS [95]. As an effect, in HTS the current is shared

between the superconducting layer and the copper stabiliser during quench, delaying any

irreversible damage to the tape.
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Finally, a relatively novel superconducting material was discovered in 2001 and has been

intensively studied for power systems applications. Magnesium diboride (MgB2) has a crit-

ical transition temperature Tc=39K, which is the highest value achieved by a non-cuprate

superconductor [96]. Due to its simple structure, low anisotropy, good current density

performance under magnetic fields and lower costs, MgB2 has the potential for successful

applications in SMES [97]. Given its critical temperature of 39K, MgB2 can be classified

as a Medium Temperature Superconductor (MTS).

Considering their better thermal stability, higher critical temperatures, in excess of 90 K,

giving a larger operating margin compared to LTS, as well as the high critical current

density at low fields, with values of up to 1000 MA/m2 at 20K, in fields of under 13 T

[24] , the SMES magnet in this project will be designed using HTS tapes.

2.2.3 HTS Anisotropy

HTS tapes have a high degree of anisotropy, which affects the value of critical current.

Firstly, the orientation of grain boundaries within the crystallographic structure of the

superconductor affect the current flow. Even slight misalignments between the grain

boundaries and the current flow direction can cause significant drops in the critical current

value, which is why the alignment of the crystallographic axes must be strictly controlled

during manufacturing, to ensure a uniform current distribution along the entire conductor

length [24].

Secondly, HTS tapes are also anisotropic under external magnetic fields. When the field

direction is perpendicular to the c-axis, the critical field reaches its peak value. As the

angle between the field direction and the c axis is gradually reduced, the critical current

drops. Figure 2.8b illustrates the critical current density as a function of temperature, for

different external fields and under different angles. It can be observed that the critical

current drops with the angle between the field lines and the c-axis at any flux density [98].

In practice, the effect of anisotropy must be considered when designing the SMES coil. At

either end of the coil, the direction of magnetic field changes from parallel to the central

coil axis, to perpendicular, in a radial distribution. As a consequence, the angle between

the field lines and the c-axis of the crystallographic plane in the superconductor reduces

from 90◦ to 0◦, thus reducing the maximum critical current that can be sustained. To avoid
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(a)

(b)

Figure 2.8: (a) Direction of crystallographic axes relative to the tape dimensions in
ReBCO superconductors; (b) Dependency of critical current density on temperature,
magnetic flux density and direction relative to the c-axis of the crystallographic ReBCO

structure in a Bruker HTS tape [98]

quench, the transport current needs to be limited below the critical value in perpendicular

field, assuming that all the turns in the coil are connected in series.

Due to high anisotropy, one of the main goals in 2G HTS tapes manufacturing is to

increase the critical current in magnetic fields perpendicular to the tape width (parallel to

the c-axis). This has been achieved in tapes with thicker layers of GdYBCO (4.3-4.6 µm,

compared to the usual 1-2 µm), doped with Zr. These tapes have achieved engineering

critical current densities Je (total current in tape divided by the entire tape area) of over

5 kA mm−2 at 4.2 K and 14 T, comparable to the performance of thin film tapes at the

same temperature and field, but with the field parallel to the tape width [99].

A way of increasing the transport current in a SMES unit is by using Roebel cables, which

consist in multiple superconducting tapes isolated between each-other and transposed with
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a certain pitch. This practice has been widely applied in electric machines, in order to

reduce eddy current losses [100], which are explained in Section 2.4.

Figure 2.9: Structure of Roebel YBCO cables [100]

This technique requires cutting the tape using a punching tool, effectively reducing its

width by half. As a consequence, the overall current density of the resulting Roebel cable

is typically between 30 and 60 % lower than the sum of critical current densities in each

individual tape [24]. Cables with a critical current of up to 2628 A at 77 K and self field

have been produced, using 15 stacks of 3 tapes each [101]. While the Roebel cable has a

significant improvement in critical current over a single tape, which can only sustain up

to 149.5 A, it suffers from a degradation of 61 %, compared to the total critical current of

the 45 tapes connected in parallel.

2.3 Critical State Models

Critical state models attempt to establish a relation between the critical current density

and the external magnetic field in a superconducting tape. These can be used in finite

element modelling and analysis (FEM, FEA) for calculating the distribution of current

density along the tape dimensions, the forces, as well as the heat dissipation due to AC

losses.
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2.3.1 Bean model

The first critical state model was proposed by Bean in 1964 [102] and is based on the

assumption that the transport current can only take two values across the tape width,

depending on the magnetic field penetration depth. This model considers a thin supercon-

ducting slab in parallel external field, as depicted in Figure 2.10. Depending on the field

intensity, the slab is penetrated over a finite distance, where the current density reaches

the critical value, Jc.

Figure 2.10: Current density across the tape width under changing external fields
according to Bean’s model

According to Ampère’s law in a 1D case, the change of in flux density along the slab can

be expressed as:
dB

dx
= µ0J(x) (2.5)
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In the penetrated regions, the field is linearly decreasing to 0, as J(x) = ±Jc, while in the

shielded regions, J(x) = 0, so the field remains null.

2.3.2 Kim model

The model proposed by Kim et al. [103] assumes that the value of critical current changes

along the width of the slab, depending on the penetrating field intensity, according to the

scaling law:

Jc(B) =
Jc0(T )

1 + k|B|
(2.6)

Here, Jc0(T ) is the critical current density under no external field at the operating tem-

perature and k is a constant depending on the material.

The model was also adapted to account for anisotropy in HTS tapes [104], taking the form:

Jc(B‖, B⊥) = Jc0 ·

(
1 +

√
k2|B‖|2 + |B⊥|2

B0

)−α0

(2.7)

Here, B‖ and B⊥ are the parallel and perpendicular components of the magnetic field,

respectively; while B0, α0, and k are material constants.

2.3.3 E-J Power law

When type II superconductors are in the mixed state, the vortex lattice is formed, con-

sisting in fluxons bundled cores. Flux lines perpendicular to the current flow direction are

subject to Lorentz forces, which move the vortices through the material [24]. This phe-

nomenon, known as ’flux creep’ [105], generates an electric field, inducing pseudo-resistive

losses in the superconductor and degrading its critical current performance. To reduce

this effect, flux pinning sites are created in HTS during the manufacturing process, by

introducing defects on the crystal lattice of the superconductor layer. As long as the

pinning force exceeds the Lorentz force, no flux creep occurs.

Proposed by Rhyner et al.[106], the power law is a scaling relation enabling the calculation

of the generated electric field in terms of the transport current density. It has the form:

E = Ec

(
J

Jc

)n
(2.8)
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where E is the electric field at a current density of J , Ec is the electric field criterion and

Jc is the critical current density. The exponent, n, is a material constant, with typical

values of 20-30 for HTS and exceeding 40 for LTS [107]. In resistive materials, n = 1.

To define the critical current density value, the electric field criterion is used. It is generally

accepted that the critical current density is obtained when the electric field measured in

the tape reaches Ec = 1µV/cm, although a stricter value of Ec = 0.1µV/cm was also

employed [108].

Figure 2.11: Power law in YBCO tapes [109]

As the resistivity of the tape is related to the electric field and current density through

Ohm’s law: E = ρJ , equation 2.8 can be rewritten as:

ρ = ρc

(
J

Jc

)n−1
' ρc

(
J

Jc

)n
(2.9)

This is useful for expressing the resistivity of the tape as the transport current density

approaches the critical value.

2.4 AC losses

In order to determine the cooling power necessary to maintain a SMES unit at the suitable

temperature, it is important to identify the sources of energy loss during the operation.

While the transport current is DC, its magnitude changes with the state of charge of the

magnet, causing the self field to vary. This leads to AC losses in the magnet, which are
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dissipated as heat and are generally made up of magnetic hysteresis, eddy current and

coupling current losses [110]. Besides the resistive losses from solder joints, current leads

and power electronic converters, AC losses are important sources of inefficiency in a SMES

system.

For simplifying the calculation of AC losses, there are two important assumptions that

must be made. The first one is related to coupling losses, which are given by the circulation

of currents in the resistive metallic path surrounding superconducting filaments, due to

a change in external magnetic field. Since 2G HTS tapes used in SMES only consist of

a single layer of superconducting material, as opposed to a multi-filamentary structure,

coupling losses will be neglected.

The second assumption is related to eddy current losses. When the magnetic field is

perpendicular to the tape, eddy currents opposing the direction of this field are induced

in the metallic skin of the tape, creating joule heating [111]. In SMES, there is no

applied alternating magnetic field, however the self field induced due to the transport

current is changing at a constant rate during discharge. However, analysing AC losses in

a superconducting coil is outside the scope of this project.

2.5 Magnet Winding and Optimisation

There are two main types of superconducting magnet winding configurations: the solenoid

and the toroid. In the solenoid, superconducting tape is wound helically on a cylindrical

former, resulting in a multilayer, multi-stack air-cored coil. In a toroid, a similar approach

is used, winding the tape on an air-cored toroidal former.

Due to the difficulty in manufacturing long lengths of 2G HTS tapes with homogeneous

properties, it is more practical to build the SMES coil by stacking multiple single or double

pancake coils. In this way, a better control on the performance of the tape is achieved, as

each pancake coil can be individually tested to ensure it meets the standards. In single

pancake coils, one end of the tape is inside the winding, while the other end is outside of

it, which makes it more difficult to connect multiple coils in series. On the other hand,

double pancake coils, as shown in Figure 2.13 have both ends outside of the coil, making
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(a) (b)

Figure 2.12: SMES coil configurations: (a) Solenoid configuration,
(b) Toroid Configuration

it easier to connect consecutive modules through joints. Double pancake coils can be used

in both solenoid and toroid configurations and confer SMES magnets a certain degree of

modularity.

Figure 2.13: Diagram of double pancake coil

A main advantage of the toroidal configuration over a solenoid is the reduction of stray

field, as the lines are effectively trapped inside the coil bulk. Nevertheless, when it comes

to energy storage density, solenoidal configurations are far superior, as proven in different

studies [112, 113]. Simulations of both configurations with four different HTS tapes were

run and the results indicated that for the same length, a solenoid stored at least twice the

energy compared to a toroid [113].

Besides solenoidal and toroidal coils, which have circular cross sections, other types of

coils were proposed. These include double toroidal and n-poligon groups, both made

with sections with a D-shaped cross section [114]. However, it is expected that the

manufacturing of these would be more challenging and was not detailed in the literature.
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(a)

(b)

Figure 2.14: Different types of coils (a) D cross-setion, (b) N-polygon with N=4

To balance the forces in toroidal coils, effectively increasing their energy storage capabili-

ties, tilted-toroidal coils were suggested [115]. In such configuration, the pancake coils are

tilted by certain angles around the vertical and radial axes, leading to an overall reduction

of electromagnetic forces.

2.6 Refrigeration and Quench Protection

2.6.1 Refrigeration for superconducting magnets

Given the large difference between the operating temperature of a superconducting magnet

and ambient temperature, which can be as high as 290 K, adequate cooling is essential

within a SMES system. AC losses in the system, dissipated as heat, must be efficiently

removed to prevent temperature from rising inside the dewar.

There are two main types of cryogenic systems: wet and dry. In a dry system, heat

generated by the coil is removed through a highly conductive metallic plate, hence the

name of conductive cooling. The magnet is kept in vacuum, inside a dewar. In a wet

system, the superconducting magnet is submerged in a pool of cryogen, which typically

consists of a liquefied gas. Depending on the operating temperature, the choice of cryogen

can be liquid Helium (Tboil = 4.2K), liquid Hydrogen (Tboil = 20K), liquid Nitrogen

(Tboil = 77K) and liquid Oxygen (Tboil = 90K). The heat generated by the magnet is
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absorbed as latent heat by the cryogen, causing it to boil-off. To maintain the SMES below

its critical temperature, the cryogen bath can either be topped up periodically, making it

an open system, or a cryocooler can be used to continuously remove the generated heat

and reliquify the cryogen, in a closed systems. The latter is preferred, as less interaction

is required with the system.

While LTS magnets with critical temperatures of under 10K can only operate in liquid

Helium, HTS materials are suitable for usage in liquid Nitrogen with limited performance,

given the high temperature, or liquid Hydrogen, with significantly improved performance.

This is a significant advantage of HTS tapes, as the operation cost is reduced.

2.6.2 Cryocoolers: Types and operation

Cryocoolers are based on refrigeration cycles, using a working fluid, which is typically

Helium, Neon or Argon [116], to remove excess heat from a cold reservoir and reject it to

the surrounding medium. Within the cycle, a compressor is used to increase the pressure,

hence the temperature of the working fluid, which is then condensed, releasing the absorbed

heat to the surroundings. The fluid is then cooled through a heat exchanger and passed

through an evaporator, reaching a temperature below the one of the cold medium [24].

The coefficient of performance of the cycle is given by:

COP =
Q̇c

Ẇc

(2.10)

where Q̇c is the heat flow absorbed from the cold reservoir and Ẇc is the net input power

for the cycle, the sum between the power necessary to drive the compressor and the output

power given in the expansion. Every real system can be benchmarked against the ideal

(Carnot) system, working between the same cold (Tc) and hot (Th) temperatures. The

Carnot COP is given by:

COPCarnot =
Tc

Th − Tc
(2.11)

thus the efficiency of a real refrigeration system can be expressed as [116]:

η =
COP

COPCarnot
(2.12)



40 MPhil Thesis

For a constant hot reservoir temperature of 300K, the COPCarnot for a system with a cold

reservoir at 77K is 0.345, more than 24 times greater than the value for a cold reservoir

temperature of 4.2K, showing a clear advantage for HTS in terms of cooling costs.

There are two major types of cycles used in cryocoolers: recuperative and regenerative.

In recuperative cycles, the working fluid flows in a single direction, with separated high

and low pressure streams. Heat is transferred from the high pressure to the low pressure

line through a heat exchanger. This method is used in Joule-Thomson (JT) and Brayton

cycles, illustrated in Figure 2.15. While these cycles are largely similar, the difference

comes at the gas expansion stage, which is realised through an expansion valve in the JT

cycle and with an expansion turbine in the Brayton cycle.

(a) (b)

Figure 2.15: Recuperative refrigeration cycles: (a) Joule-Thomson, (b) Brayton.
Figures adapted from [116]

Contrary to recuperative cycles, steady high and low pressure levels are maintained through-

out the cycle, regenerative cycles are based on oscillations of pressure. A key component

of regenerative cycles is the regenerator, a solid porous material that increases the contact

surface area with the gas and has high heat capacity.

Both Stirling and Gifford-McMahon cycles have the same operation at the cold head.

In the high temperature side, Helium is compressed isothermally, giving away heat to
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the surrounding at Th. The gas then is passed through the regenerator, reducing its

temperature from Th to Tc, the latter being the temperature of the cold head. To remove

heat from the cold environment, the gas is then expanded isothermally, maintaining its

temperature and absorbing Qc. It then goes back through the regenerator and the cycle

is repeated [117].

(a)
(b)

(c)

Figure 2.16: Regenerative refrigeration cycles: (a) Stirling, (b) Gifford-McMahon,
(c) Pulse-Tube. Figures adapted from [116]
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While in a Stirling cycle, the movement of the compressor and displacer pistons is har-

monic, with the displacer leading by 90◦, in a GM cycle these movements are decoupled.

This is achieved by alternatively coupling the cold head to the low and high pressure ducts

of a compressor by the means of a rotating valve.

In a Pulse-Tube (PT) cycle, depicted in Figure 2.16c the compressor piston moves down,

compressing the fluid and forcing it through an orifice in the reservoir, where it exchanges

heat with the surroundings. This happens until the pressure difference between the

reservoir and the tube becomes zero. After this, the piston moves up, expanding the

volume of the fluid and reducing its temperature. As the pressure in the pulse tube is

now lower than in the reservoir, Helium will flow from the reservoir into the pulse tube

until the pressures equalise. This stage removes heat from the cold head through the heat

exchanger. Effectively, there are three distinct volumes of fluid within the PT: one on the

hot end that enters and exists the reservoir, one in the middle that would stay inside the

tube and act as a thermal gradient between the cold and hot end, as well as one at the

cold end, that removes heat from the cold head [116].

Table 2.1: Summary of Cryocoolers

As the required temperature decreases, so does the efficiency of cryocoolers. In small

systems, with a cooling power of less than 10 kW, this can barely exceed 20% of the

Carnot efficiency at 80 K, dropping below 5% at temperatures under 10 K [118]. To

increase its efficiency, the cooling process is typically done in two stages.
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Table 2.1 gives an overview of cryocoolers, along with their advantages and disadvantages.

Further detail on cryocoolers design is out of the scope of this project.

2.6.3 Quench Protection

In a SMES unit, quench occurs when the magnet undergoes a transition from super-

conducting to resistive state. This can happen when either the current density, the

temperature, or the magnetic field exceed the critical values during operation. Due to

the rise in electrical resistance, ohmic losses occur in the cable, further increasing the

temperature. Because of low margins between the operating and the critical temperature,

LTS magnets have a much faster quench propagation speed, which, at high transport

currents, can cause significant damage. On the other hand, given the high temperature

margin, the quench in HTS magnets can often be detected and prevented.

Detailed studies of quench propagation have been carried in superconducting tapes [119–

121], showing that the propagation velocity can exceed 200 m/s at high fields. Hence,

a continuous monitoring of temperatures and voltages at different points in the coil is

necessary, along with a quench protection circuit with a fast response time. This usually

consists of a power switch and a metal oxide varistor (MOV), both connected in parallel to

the SMES unit. The MOV is capable of effectively suppressing transient voltage, making

a suitable protection circuit in case of quench.

Ultimately, if the quench cannot be prevented during operation, damage on the super-

conducting layer can be prevented through the inclusion of an alternative conduction

path, which consists of a Cu layer or matrix, as explained in section 2.2.2. All practical

superconducting cables include an such conductive layer, typically Ag in BSCCO and Cu

in YBCO. In case of quench, part of the current would flow through this path, effectively

decreasing the current density across the superconducting layer and preventing damage.





Chapter 3

SMES Magnet Design

In order to study the scale-up of SMES systems, it is essential to understand how changing

the geometry influences electro-magnetic parameters, such as inductance, transport current

and magnetic field, as well as the required length of superconducting tape. This can inform

the electrical model of a SMES in a circuit, as well as help approximate the costs incurred

by such a system as the requirements change. This chapter outlines the parametric design

methodology for a HTS magnet that can be used in a SMES system, with the primary

goal of minimising the length of superconducting tape used for a set quantity of deliverable

energy. The method is applied to the design of a magnet capable of delivering 1 MJ of

energy at a rate of 100 kW.

3.1 Methodology

3.1.1 Initial assumptions

In SMES applications, the main goal is to maximise the energy stored per unit length of

superconducting tape. This can be done either by maximising the storage capacity for a

given length of superconductor, which is typical in lab-scale projects relying on limited

budgets [49, 50], or by storing a target quantity of energy while minimising the length of

superconducting tape. The latter approach is typical in large scale projects and will be

used in this chapter, as it will aid in scaling the magnet to large storage capacities, in

excess of 10 MJ.

45



46 MPhil Thesis

As no comprehensive Finite Element Analysis (FEA) packages have been developed for

simulating superconducting behaviour, the design methodology outlined in this project is

based solely on analytical expressions and numerical tables.

The cross section of the superconducting tape is assumed rectangular, with a width w and

a thickness t, as depicted in Figure 3.1.

Figure 3.1: Diagram of YBCO tape layers and dimensions

As a solenoidal coil can store more energy than a toroidal configuration, with the same

quantity of material [113], it is the preferred configuration in SMES. This makes the

construction of the magnet simpler, as it only requires stacking several double pancake

units axially and connecting them in series, as presented in Figure 2.12a form Section 2.5.

A cross section of a double pancake coil is presented in Figure 3.2.

Assuming that the wider face of the tape is parallel to the central axis of the solenoid,

the height of the solenoid is proportional to the number of stacked double pancakes and

is denoted by 2b. Similarly, the thickness of the solenoid, denoted by c, is given by the

difference between the outer and the inner radii (Ro − Ri) and is the thickness of an

individual tape, including insulation, multiplied by the number of tapes in a layer. For

added structural strength and thermal conductivity, the coil is generally impregnated with

epoxy, leading to a typical fill factor of f = 0.75, the ratio between the total cross-sectional

area of the tapes, including insulation[112]. The minimum inner radius of the pancake must



Chapter 3. SMES Magnet Design 47

Figure 3.2: Cross section of a 6 layer double pancake made with YBCO tape

be at least equal to the minimum bending radius of the selected tape, in order to prevent

the degradation of critical current [122].

To assess the suitability and performance of a tape, it is necessary to determine the relation

between critical current and magnetic field. Based on the discussion in Section 2.2.2, 2G

HTS tapes are considered in this design, due to their high critical temperature of over 90 K,

good thermal stability and high critical current, which can exceed 300A in a 12 mm wide

tape at 77K and self field [94]. At either end of the solenoid, the direction of magnetic field

changes from being parallel to the central axis of the coil, to being perpendicular to it, and

hence, to the tape. Due to their high anisotropy, perpendicular magnetic fields will have a

larger effect to the critical current of the tape than a parallel field, effect which is observed

in the critical curves plotted for parallel and perpendicular field directions in Figure 2.8b.

It is common practice in the design process of magnets using highly anisotropic tape to

only consider the critical curve for a perpendicular field direction, as it gives lower values

of critical current, ensuring the superconducting state is maintained [34, 49, 50, 123].

From a geometrical perspective, a solenoid can be fully defined using three parameters:

its internal radius, Ri, its height and its thickness. To further simplify the calculations,
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the latter two are expressed in terms of the inner radius through shape factors α and β,

so that:

Ro = αRi (3.1)

H = 2b = 2βRi (3.2)

Rmean =
Ri +Ro

2
=
α+ 1

2
Ri (3.3)

c = Ro −Ri = (α− 1)Ri (3.4)

Using equations 3.1 and 3.2, the following useful quantities can be expressed in terms of

α, β and Ri:

Length of superconducting tape: l =
2πf(α2 − 1)βR3

i

tw
(3.5)

Number of turns: N =
2f(α− 1)βR2

i

tw
(3.6)

Inner volume of the coil: Vi = 2πβR3
i (3.7)

Outer volume of the coil: Vo = 2πα2βR3
i (3.8)

3.1.2 Outline of design methodology

The flowchart diagram in Figure 3.3 illustrates the steps taken for designing the su-

perconducting magnet. Given the combination of analytical expressions and numerical

tables, the algorithm used in this methodology is a constrained discrete optimisation.

Based on a set of input constraints, the algorithm calculates key parameters, such as the

coil inductance, stored energy, critical curve current and load line current. If the set of

parameters produces a coil configuration that satisfies a series of conditions, such as the

stored energy being at least equal to the required value, while the stress is below the

limit, the set of parameters is compared to the minimum values (which are either provided

initially, or saved in the previous iteration). The optimisation objective is to minimise the

amount of superconducting tape used in the coil design. If a set of parameters leads to a

lower quantity of superconductor used, that set is saved as the minimum. The algorithm

then proceeds to the next set of parameters, until the iteration over all intervals is finalised.

Once this is complete, the final configuration of the coil is printed.
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Figure 3.3: Flow chart outlining the design steps for the superconducting magnet

Initially, the required storage capacity, power output, energy delivery efficiency and voltage

are set. The minimum current required in the coil is calculated by dividing the output

power by the voltage. This case corresponds to a duty cycle of 100%. If the current

injected in the coil would be lower than the minimum required current, the power level

specified in the input could not be sustained.

If the coil current is higher than the minimum, the product between the coil current and

the voltage would be higher than the required power. To obtain the right power level,

the duty cycle of the power converter is modulated to a value lower than 100%, as will be

explained in Chapter 4.

As a numerical exercise, a particular case is chosen for energy, power, voltage, efficiency

and current, which are specified in the beginning. A storage capacity of 1 MJ is in the

same order of magnitude with the state-of-the-art HTS coil designs in the literature, as
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mentioned in section 1.4. As the typical discharge time for high power storage technologies

spans between a few milliseconds and a few minutes, a target time of 10 seconds would

fit within this range, leading to a target output power of 100 kW. The energy delivery

efficiency, which refers to the proportion of the total stored energy that can be delivered

at the nominal power (100 kW), should be as high as possible, hence a value of 90%

has been commonly adopted [112]. Finally, a voltage of 750 V is a popular level within

the range 600-900 V, typically used in DC industrial and transport applications [124].

These sectors, which include sensitive industrial loads and transient power spikes in light

rail, would benefit from a fast responding and long lifetime high power energy storage

technology. After establishing the requirements, the minimum required transport current

which would sustain the target power output level of 100 kW is calculated. This is obtained

by dividing the power by the voltage, for a value of It,min = 133.3 A. Hence, the peak

transport current can be derived using:

η =
Emax − Emin

Emax
=
I2t,max − I2t,min

I2t,max
= 1−

I2t,min
I2t,max

= 90% (3.9)

It,max =
It,min√

0.1
= 421.63 A (3.10)

With a 100% duty cycle of the power converters, a 100 kW discharge rate can be achieved

at 750V with as low as 133.3A. For a higher current, the duty cycle must be reduced to

achieve the same discharge rate. At full charge (421.63A), the voltage must be chopped to

100, 000/421.63 = 237.17V . This translates in an initial duty cycle of 237.17/750 = 31.6%.

As the coil is discharged, the current will reduce, requiring a higher duty cycle to achieve

100kW at 750V.

Once the initial parameters are set, a suitable superconducting tape model must be chosen,

considering the required peak current. Generally, a safety factor of s = 0.8 is applied

to the critical current of the tape [50, 112], hence the minimum critical current of the

superconducting tape must be:

Ic,min =
It,max
s

= 527 A (3.11)

The tape operating temperature must be low enough to allow the conduction of a current

Ic,min = 527 A.
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Following the tape selection, its critical curve, which relates the critical current to the

perpendicular magnetic field, is plotted. Using curve fitting, an approximate equation can

be obtained for the relationship Ic = f(B⊥), making it possible to calculate values of Ic

at any value of B⊥. This step is detailed in Section 3.2.

Within a solenoid coil, there is a linear dependency between the transport current and

the perpendicular (radial) magnetic field. This function is parametrised in terms of α,

β and Ri, the dimensions of the tape, t and w and the safety and fill factors, s and f ,

respectively. The intersection between the load line and the critical curve is the working

point for a certain coil configuration, representing the current at which the dissipation

reaches E = 1µV/cm, as per the voltage criterion discussed in Section 2.3.3. Further

detail on this step is in Section 3.3.

The next step consists of a parametric sweep of α, β and Ri, which is implemented using

an algorithm in R, attached in Appendix B. For every set of values, the inductance is

calculated using Welsby’s formula for air-cored rectangular cross-section inductors wound

with tapes [125], followed by the maximum hoop stress in the solenoid, using a method

described by Wilson [37] and finally the stored energy. Each of these methods is detailed

in Sections 3.4, 3.5 and 3.6, respectively. An initial minimum value of the tape length is

assigned in a local variable. If the deliverable energy is at least 1 MJ and the maximum

hoop stress is below the tape characteristic value, the length of tape used in that particular

configuration is compared to the local minimum. If a smaller length is achieved, the local

minimum takes this value. This process is repeated until all the sets (α, β,Ri) are verified.

The final result consists of a discrete optimisation of the coil configuration, in which the

target storage is achieved while using the least amount of superconducting tape.

3.2 Superconducting tape selection

2G HTS tapes are commercially available from several manufacturers, including Bruker,

American Superconductors, Fujikura, SuNAM and Superpower Inc. [98]. They come in

various widths between 3 and 12 mm and with different thickness of the Cu and Hastelloy

layer, depending on the requirements. As the most studied tape configurations for SMES

are 4 and 12 mm wide, there is extensive characterisation data available in the literature
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[98, 126], particularly for tapes made by Superpower Inc. Two of the most popular ReBCO

tapes made by Superpower, SCS4050 (4 mm width) and SCS12050 (12 mm width) were

compared for use in a SMES coil in [49]. The study concluded that at 22 K and for similar

storage capacities, the coil using the 4 mm tape requires three times the length of tape

and costs more than twice as much as the coil with 12 mm tape. Moreover, the operating

current of SCS4050 at 22 K is limited at 160 A, which only allows for a discharge margin

of 27 A before reaching the minimum value of 133 A, required for supplying 100 kW.

To increase the current carrying capability, multiple superconducting tapes are connected

together in parallel to form a Roebel cable, as illustrated in Figure 2.9. However, this

method requires cutting the tapes so that they can be wound, reducing the critical current

per tape by up to 61 % [100]. For these reasons, the choice of tape for designing the 1

MJ/100 kW coil is the Superpower SCS12050, with its properties summarised in Table

3.1. While the numerical properties of this tape are used for estimating the final coil

parameters in this section, the coil design methodology is universally applicable to any

kind of 2G HTS flat tape.

Table 3.1: Properties of Superpower SCS12050 YBCO tape

The insulation layer applied to the tape has two main roles. Firstly, it provides electrical

insulation between consecutive turns and it thermally insulates the tapes, helping maintain
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their temperature below the critical value. A layer of polyimide of 2.5 µm was proven

sufficient for insulation at 1000 V [127]. Secondly, ReBCO coils are typically impregnated

with epoxy, acting as a binder for the winding and a thermal conduction path from the

interior of the coil. If epoxy is applied directly to the tape, large binding forces can lead

to delamination, separating individual layers and damaging the tape. By coating the tape

in polyimide insulation, a weaker bond between the epoxy and the tape is achieved, thus

reducing the stress [91].

With present state-of-the-art manufacturing techniques, such as Ion Beam Assisted Depo-

sition (IBAD), it is possible to reach values of up to 300 kAm at 77 K, with tape lengths

of over 1 km [24]. While it is desirable to make the superconducting magnet using as few

tape sections as possible, in order reduce the number of joints, which can have a resistance

of up to 20nΩ [94], it is difficult to ensure a consistent tape performance along the entire

length. As a solution, the entire solenoid is made of multiple double pancake coils, with

the structure presented in the previous chapter.

Figure 3.4: Critical Current as a function of perpendicular field at 22 K in SCS12050
tape. Adapted from [126]

Due to anisotropy, the main limiting factor for the critical current in the tape is the

perpendicular magnetic field lines, at either end of the coil. The tape selected for this

project, Superpower SCS 12050, was tested by Lombardo et al. [126], under various

magnetic fields and temperatures. A sufficiently large difference between the critical



54 MPhil Thesis

transition temperature for the superconducting material and the operating temperature is

necessary for accommodating a temperature rise due to losses without a state transition.

To achieve this, a low operating temperature of Top = 22K is chosen. The perpendicular

field critical curve for the tape at 22 K is represented in Figure 3.4.

Figure 3.5: Critical curve fitted using equation 3.12

As a dataset is not available, and assuming that the graph is to scale, an online graph

mapping application, Automeris [128], is used to accurately determine the values of critical

current at different field values. Once the graph is uploaded, the minimum and maximum

points of each axis are marked on the graph, and the coordinates are assigned to these

points. The entire graph is then mapped in a 2D array, which helps determine the exact

coordinates (B⊥, Ic) for every chosen point. The value of critical current at every marker on

the 22K curve is then recorded. A curve fitting tool is used with the points of coordinates

(B⊥, Ic) to determine a suitable analytical form of the equation Ic = f(B⊥). The best

fit is achieved if the entire interval 2-15 T is split in two: 2-8 T and 8-15 T. With this
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approach, the function is:


Ic = 275.76 + 1555.825 · e−0.32B⊥ , for 2T 6 B⊥ 6 8T

Ic = 143.32 + 920.9 · e−0.162B⊥ , for 8T 6 B⊥ 6 15T

(3.12)

With a minimum necessary peak current of Iop,min = 421.63A and a safety factor of

s = 0.8, the minimum critical current is Ic,min = 527A. This corresponds to a value of

perpendicular field of 5.7T if using the first part of equation 3.12. Therefore, in order to

discharge at least 90% of the stored energy at a rate of 100 kW, with a safety factor of

0.8, the coil must operate at radial field densities of less than 5.7 T, making only the first

part of equation 3.12 necessary for this design.

3.3 Magnetic fields in coils

The magnetic field induced by each turn of the coil can be calculated using the Biot-Savart

law:

~B =
µ0
4π

∫
C

I ~dl × r̂

r2
(3.13)

where ~B is the magnetic flux density generated at a distance r from a wire of length ~dl,

carrying a current I. With a large number of turns, calculating the total field generated

becomes very complex, an FEA model being necessary. Nevertheless, in designing a SMES

coil, only the peak values of magnetic field are necessary, as they are the main limiting

factor for the critical current, and hence, the maximum storable energy. As an alternative,

the method presented by Walstorm et al. [129] is used to quickly estimate the peak radial

field generated by the coil, according to its shape factors.

Firstly, the central axial field, Bz(0, 0), is calculated using the formula:

Bz(0, 0) = jRiF (α, β) (3.14)

where

F (α, β) = µ0β ln

(
α+

√
α2 + β2

1 +
√

1 + β2

)
(3.15)

This is obtained by integrating the contribution of each current loop [37].
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Figure 3.6: Diagram of the cross section in an axisymmetric solenoid

The current density in the coil, j, is calculated using:

j =
IopN

Atot
(3.16)

where Iop is the operating current in a single tape, N is the total number of tapes in the

coil and Atot is the total cross sectional area of the coil, calculated as Atot = 2b(Ro−Ri) =

2(α− 1)βR2
i .

The fill factor defined previously can be expressed as f =
NAtape
Atot

.

Considering that N =
fAtot
Atape

equation 3.16 can be rewritten as:

j =
fIop
Atape

=
fIop
tw

(3.17)

in which both t and w include the insulation thickness.

The maximum axial field is measured at the inner surface of the coil, in the mid-plane, as

marked in Figure 3.6. This is true for any coil where α > 1.08, however there are several

situations when α < 1.08 in which the maximum axial field is attained at either end of

the coil, where z = ±b [129]. Given the anisotropy of the tape chosen, it is preferable to

reduce the effect of perpendicular field, hence the value of α will be larger or equal to 1.08.

Depending on the shape factor of the coil, the maximum axial field is related to the

central field by means of a factor G(α, β). While this has no analytical form, it has been

numerically calculated and tabulated, as presented in Figure 3.7.
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Figure 3.7: Ratio between maximum and central axial field in a rectangular cross section
coil, as a function of α and β [130]

Therefore the maximum axial field is:

Bz,max = B0,0 ·G(α, β) =
fIop
tw

RiF (α, β)G(α, β) (3.18)

Finally, the relationship between the maximum axial and the maximum radial field is

necessary for constructing the load line of the coil. While an analytical form is has not

been derived, given the complexity of the problem, the ratio between Br,max and Bz,max

was numerically calculated and tabulated in [129] and is depicted in Figure 3.8.

The maximum radial field, which is also perpendicular to the tape at either end of the

coil, is expressed as:

Br,max = Bz,max ·K(α, β) =
fIop
tw

RiF (α, β)G(α, β)K(α, β) (3.19)

Equation 3.19 can be also written as:

Iop =
tw

fRi

Br,max
F (α, β)G(α, β)K(α, β)

(3.20)
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Figure 3.8: Ratio between radial and axial magnetic field as a function of α and β [129]

which can be used for plotting the load lines of the coil, depending on its shape factors and

the magnetic field perpendicular to the tape. Using the safety factor s defined in Section

3.1.2, Iop = sIc, increasing the margin between the operating and the critical current,

hence leading to:

Ic =
tw

fsRi

Br,max
F (α, β)G(α, β)K(α, β)

(3.21)

Using this equation, the load lines for different configurations of the coil are plotted on

the same graph as the critical current curve of the tape. By adjusting the variables α, β

and Ri, the gradient of the load line is changed. As shape factors G and K can only be

calculated numerically for different pairs (α, β) (values given in Appendix A), load lines

can only be plotted for discrete values of parameters α, β and Ri. To check how varying

each of these parameters affects the maximum working point, three cases are considered.
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Firstly, considering a perpendicular magnetic field value of 5.7 T and a Brooks coil

configuration (α = 2 and β = 0.5)[131], a rough figure for the inner radius of the coil

can be estimated. Using the equation:

w =
B2
z,max

2µ0
(3.22)

where w is the energy stored per unit volume in the magnet, Bz,max is the maximum axial

field estimated using equation 3.18 and µ0 is the magnetic permeability of free space, the

volume required to store 1 MJ is calculated as 0.0246 m3. The internal volume of a Brooks

coil is expressed as VBrooks = πR3
i , hence for storing 1.11 MJ the radius is 0.198 m.

Figure 3.9: Load Lines for a solenoid made with SCS12050, with α = 2.1 and β = 0.5

In the first case, α = 2.1 and β = 0.5, close to a Brooks coil, while different values of Ri

are considered. The plot in Figure 3.9 shows that for lower values of Ri, larger values of

critical current can be obtained for the same perpendicular magnetic field.

In the following two graphs, depicted in Figures 3.11 and 3.10, the value of Ri is fixed to

0.1 m, for which the load line crosses the critical curve closest to the point of minimum

perpendicular field (5.7 T). In the former, α is fixed at 2.1 and β is varied, while in the

latter, β is fixed at 0.5 and α is varied.

When Ri and α are fixed, the lower β is, the higher the critical current for the same

perpendicular field. This shows that longer coils can sustain higher values of magnetic

field without exceeding the critical curve. Finally, for a fixed coil length and internal
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Figure 3.10: Load Lines for a solenoid made with SCS12050, with Ri = 0.1m and
α = 2.1

radius, the thicker the coil is (i.e the larger α), the more turns, which lead to a higher

magnetic field, but a lower critical current.

Figure 3.11: Load Lines for a solenoid made with SCS12050, with Ri = 0.1m and
β = 0.5

By reducing the values of either α or β, the gradient of the load line increases and so does

the critical current at the intersection with the critical curve. The opposite effect is noticed

when increasing the inner radius of the coil, as the load line gradient decreases. Since the

required critical current must exceed 527 A, due to the power requirement the maximum

possible inner radius of the coil can be estimated by setting α and β to their lowest values

of 1.08 and 0.25, respectively, while plotting the load lines for different values of Ri. The
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graph in Figure 3.12 shows that for an inner radius of over 0.4 m, the intersection point

between the load line and the critical curve is at a critical current of less than 527 A,

making all these configurations not suitable for the current requirements.

Figure 3.12: Load lines for a solenoid α = 1.08 and β = 0.25 and variable Ri

In a discrete optimisation of the coil configuration, parameters α, β and Ri must be

adjusted in order to reach the working point that provides a minimum critical current

of 527 A, which corresponds to a radial magnetic field of 5.7 T, while being capable of

delivering 1 MJ of energy, using the least amount of superconducting tape. The intersection

between a parametric load line and the critical curve is given by:

tw

fsRi

B⊥
F (α, β)G(α, β)K(α, β)

= 275.76 + 1555.825 · e−0.32B⊥ (3.23)

hence for any coil configuration, the following relations must stand:

275.76 + 1555.825 · e−0.32B⊥ >
tw

fsRi

B⊥
F (α, β)G(α, β)K(α, β)

(3.24)

for any operating value of perpendicular magnetic field, as well as:

Bperp < 5.7T (3.25)

which ensures that the coil can deliver 1 MJ of energy at a 90% efficiency.
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3.4 Coil inductance

To calculate the inductance of the coil, the formula developed by Welsby is used [125].

This was developed for rectangular cross section solenoids wound with flat tapes and has

the form:

L =
2π2R2

meanN
2

2b
Kn · 10−7 (3.26)

where Kn is the Nagaoka correction factor, accounting for a non-uniform field distribution

in short and thick coils and given by the expression:

Kn =
1

1 + 0.9
Rmean

2b
+ 0.32

c

Rmean
+ 0.84

c

2b

(3.27)

The notations used in these equations are the same as in Figure 3.2. The dimensions are

expressed in metres and the resulting inductance in Henries. By substituting in equation

3.26 all the variables expressed in section 3.1.1 as functions of α, β, Ri, the final expression

of inductance takes the form:

L =
2π2f2(α− 1)2βR5

i

t2w2

(α+ 1)2

1 + 0.9
α+ 1

4β
+ 0.64

α− 1

α+ 1
+ 0.84

α− 1

2β

· 10−7 (3.28)

3.5 Stress and strain

Within a solenoid carrying transport current, magnetic fields cause mechanical stress,

primarily as circumferential tension and axial compression [37]. The particular tape used

in the current design can withstand stress levels of 550 MPa, with a strain of 0.45% causing

less than 5% drop in the critical current value. The hoop stress is calculated using the

equation:

σθ,max =
B2
⊥

F (α, β)G(α, β)K(α, β)2
1

(α− 1)

{
2α(7α2 + α+ 1)

9(α+ 1)
− 5α2 + 1

6

}
(3.29)

which is derived in Appendix C.
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The temperature and composition of a superconducting tape, including materials used

and the thickness of each layer, give the value of its Young modulus. Since the exact

value for the particular configuration used in this design has not been published, a good

estimation can be obtained by using data for the same model of tape, measured at different

temperatures and overall thickness of Cu layer. The values of Young’s modulus for the

same SCS 12050 tape, but at 4 and 297 K, with a Cu layer of 65 and 100 µm was published

in [132] and are summarised in table 3.2.

Table 3.2: Values of Young’s modulus for various configurations of SCS12050 tape

The corresponding values for an operating temperature of 22 K and a Cu layer thickness

of 40 µm are approximated using linear regression, assuming a dependency in the form:

Y = a1T + b1 and Y = a2tCu + b2, where T is the temperature and tCu is the thickness

of the Cu layer. The of Young’s modulus at the desired combination of temperature and

Cu layer thickness can be derived using either of the equations, the results being 137.45

GPa if using the temperature regression and 137.16 GPa if using the Cu layer thickness

regression. Since they are very similar, the value used will be their average, 137.3 GPa.

The strain is calculated using:

ε(%) =
σθ,max
Y

· 100 (3.30)

3.6 Stored energy and final configuration

Finally, the total energy stored can be calculated using the equation:

E =
LI2op

2
(3.31)

where Iop = sIc and Ic is the critical current of the working point, given by equation 3.23.

The inductance is calculated using equation 3.28.
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The central part of the algorithm from Appendix B is the function coilconfiguration,

which takes three inputs consisting in the amount of deliverable energy required (expressed

in Joules), the output power (expressed in kW) and the voltage (in Volts) and returns a

series of parameters corresponding to the configuration of the coil that satisfies all the

constraints and uses the least amount of tape. The function is based on four ’for’ loops,

used to pick distinct sets of parameters (alpha, beta, ri, B). Depending on the values of

α and β, the value of fgk is calculated, representing the product of the three factors

F, G, K given in Appendix A. On the other hand, ri and B are the inner radius and

perpendicular magnetic field, picked from predefined ranges in increments of 0.01 m and

0.01 T, respectively. The matrix T has the following form:

Table 3.3: Matrix T, where every element is the product of the corresponding F, G and
K factors

The process employed is a discrete optimisation, which calculates essential coil parameters,

such as inductance, magnetic field, stress, stored energy and length of superconducting tape

and verifies if they satisfy a set of requirements. The matrix T, from which the value of

fgk is picked, has 9 columns and 8 lines, corresponding to the number of individual values

of α and β, respectively. The iterations over the matrix are done with the indices i and j,

which are also used to iterate over each of the vectors αvector and βvector, respectively.

The energy delivery efficiency is also factored in, leading to an oversized total storage

capacity.

The coil properties are summarised in Table 3.4. The low operating magnetic field allows

a larger transport current, which, in turn, increases the overall energy delivery efficiency

at 100 kW to 91.4 %, exceeding the required value of 90 %.
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Table 3.4: Final design parameters of the YBCO SMES coil

Figure 3.13: Model of the solenoid with the final parameters
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3.7 Impact of power and voltage

The particular case analysed in the previous section was based on a coil output power of

100 kW at a voltage of 750 V. The algorithm is capable of calculating the near-optimal

tape length for at various voltages and power outputs.

Figure 3.14: Tape length and peak operating current as a function of voltage

As the voltage is increased, a lower current is required to achieve the same power level.

Up to 800V, the length of tape used in the coil is gradually reducing. After the 800V

level, as the voltage is increased, the required current is reduced further, which enables a

wider range of magnetic fields to be used in the coil configuration. Given that the stored

energy is proportional to the square of the current and to the inductance, reducing the

peak operating current by half requires an increase of 4 times in inductance. If I1 = 2I2,

for a given storage requirement Estored:

Estored =
L1 · I21

2
=
L2 · (2I2)2

2
=
L2 · 4I22

2
(3.32)

L1 = 4L2 (3.33)

Therefore, increasing the voltage is only advantageous up until a certain point (800V in this

particular case). Beyond this point, choosing a configuration with a lower peak operating

current would require a higher inductance, as well as a higher tape length.
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3.8 Discussion

Given the large number of variables that influence the design of a coil, including the

performance of the tape (critical curve equation, temperature, anisotropy), the fill factor,

safety factor and required output power, it is nearly impossible to fairly compare different

coils with the output of this algorithm in order to assess its performance. While other

designs may use the same type of HTS material, they either use it in a cable configuration as

opposed to a single tape [112], from a different manufacturer and at a different temperature

[123] as well as in different widths [34, 50].

The design method proposed in this chapter allows for a quick estimation of essential

parameters, such as inductance, critical current, as well as physical dimensions of a coil

made of superconducting tape, with a given target of energy storage capacity. Moreover,

the output is also using the least amount of tape out of all the possible discrete pairs

of (α, β,Ri). The steps required for building the algorithm are detailed throughout the

sections of this chapter and are summarised in the flowchart in Section 3.1.2.

The key advantages of this method are its simplicity and versatility, as it can be adapted to

any 2G HTS tape by changing the critical curve equation in the algorithm. Compared to

other methods used in the literature, the design in this chapter does not require setting up

an FEA model, or complex optimisation procedures, such as the Genetic algorithm, which

may require significant computational resources. Additionally, the output power level of

the coil is considered throughout the design process, further enhancing the solution.

Nevertheless, there are some limitations of this method, which must be addressed if a

more detailed model of a coil is required. Firstly, shape factors α and β only take 9 and

8 values, respectively. These numbers are limited by the numerical plots used for the

values of magnetic field scaling factors G(α, β) and K(α, β), for the lack of an analytical

expression. This aspect can be improved by developing a parametric 3D magnetostatic

model in Comsol, which can be used in calculating factors G and K for any possible pair

of (α, β). The output of this calculation can then be used in the R algorithm for the

equations of load lines, thus allowing for a global optimisation of the coil shape.

Secondly, the field distribution within the coil is not considered. Throughout the coil,

the critical current is capped at the value corresponding to the peak perpendicular field,
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which is only present at either end of the solenoid. In the regions close to the mid plane of

the coil, the tapes are only subject to a parallel magnetic field and can potentially carry

a higher current. Alternative designs for coils were proposed, where the solenoid is split

into multiple stacked pancakes of various thickness: the thickest are placed close to the

mid-plane of the solenoid, while the thinnest are at either end of it, effectively reducing the

perpendicular component of the field [133, 134]. However, this design extension is beyond

the scope of this project.



Chapter 4

SMES power control

In Chapter 1, two of the common power converters used in SMES are briefly outlined:

the voltage source converter (VSC) and the current source converter (CSC). These have

been widely employed in the conceptual design of SMES units connected to AC grids,

however the choice of switches, their operation and limitations has not been explored in

depth. When part of a DC microgrid, the power converter of a SMES unit must deliver

a reliable power output while the transport current is decreasing. The same challenge

stands for a VSC, where the DC link capacitor voltage must be constant. In this chapter,

the DC-DC converter configuration is analysed for the 1MJ/100kW coil designed in the

previous chapter.

4.1 Model setup

4.1.1 Modes of operation of SMES magnet

Using the specifications of the SMES unit designed in the previous chapter, a practical

model is built to assess its operation. The magnet is emulated as an inductor with no

resistance, an inductance of L = 10.72 H and a peak transport current of Iop = 455.6 A.

The total stored energy in this unit is E =
LI2op

2
= 1.112 MJ and it is assumed that the

unit is fully charged in the beginning.
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The DC-DC side of the converter consists of two Insulated Gate Bipolar Transistors

(IGBT) with antiparallel diodes, as well as two diodes. This configuration allows a

bidirectional, two-quadrant operation of the SMES magnet, allowing it to charge and

discharge while the current is positive. This is achieved by adjusting the switching pattern

of the transistors to create either a positive, or a negative voltage at the terminals of the

magnet, which, intrinsically, is a zero-voltage device. The switching pattern of IGBTs in

each case is presented in Table 4.1.

Table 4.1: IGBT Switching Pattern

When the voltage is positive, current flows from the DC-link capacitor to the magnet,

charging it, based on the equation:

V = L
dI

dt
(4.1)

In this case, the magnet behaves like a load and the current flow is illustrated in Figure

4.1. To achieve this practically, T1 is chopping, while T2 is constantly on. The duty cycle

on T1 is adjusted according to the difference between the DC link capacitor voltage and a

reference value, set to 750 V in this example.

Figure 4.1: SMES DC-DC chopper in charge mode

When the voltage at its terminals is negative, the equation becomes:

V = −LdI

dt
(4.2)
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as the magnet behaves like a generator, with the current path illustrated in Figure 4.2.

The duty cycle is adjusted depending on the power draw of the external circuit, and it

will vary between 100%, when the power draw is equal to the product between the coil

current and the capacitor voltage, or lower than 100%, when the power draw is lower.

Figure 4.2: SMES chopper in discharge mode

If the DC link voltage is 750 V, the chopper operates in a short circuit mode, storing the

energy. By maintaining T1 off and T2 on, the transport current is circulating with minimal

decay through diode D1, as depicted in Figure 4.3.

Figure 4.3: SMES DC-DC chopper in storage mode

4.1.2 DC microgrid simplified model

To assess the operation of the SMES unit, a circuit model of a simplified DC microgrid

is built in MATLAB/Simulink. Besides the coil, emulated as a zero resistance inductor,

connected to a DC-DC chopper, the circuit includes a DC link capacitor (C = 10 mF)
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with the role of maintaining a steady voltage of 750 V, as well as a current source, which

can operate either as a load or a generator, depending on the sign of the current. Each

IGBT is driven by a DC PWM generator, which converts an input between 0 and 1 into a

pulse width modulated signal with the duty cycle proportional to the value of the input.

The circuit is depicted in Figure 4.4.

Figure 4.4: Circuit diagram of the SMES connected to a DC-DC chopper, a DC-link
capacitor and a load

The control loop for the transistors takes the difference between the measured DC link

voltage, VDC and the reference value of Vref = 750V, normalised to v∗ =
VDC − Vref

Vref
and

referred to as ’error’. If the DC link voltage exceeds the reference value, the input for the

control loop is positive, while if the capacitor voltage drops below the reference value, the

input becomes negative. The goal of the control loop is to minimise the error, by adjusting

the operating mode of the SMES unit to inject, absorb or store current.

Figure 4.5: PI Control loop for IGBTs T1 and T2
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Depending on the value of v∗, the following cases are defined:


if v∗ > 0, T1 = PWM,T2 = 1

if v∗ < 0, T1 = 0, T2 = PWM

Therefore for a negative error, T1 must saturate to 0, while for a positive error, T2 must

saturate to 1. For the PWM generator controlling T1, no input adjustment is necessary.

However, for T2 to saturate at 1 for any positive input error, the input to the PWM

generator must be increased by 1, as shown in Figure 4.5.

(a)

(b)

Figure 4.6: Intersective PWM generation method. (a)Carrier and modulation signals
and (b)Output PWM signal

The reference voltage for the DC link capacitor is set at 750 V. The normalised error is

calculated by dividing the difference between the measured and the reference voltage by
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the reference voltage. This is used as the input of the PI control loop, which generates

the pulse width modulated (PWM) signals for IGBTs T1 and T2. The method used to

generate these signals is illustrated in Figures 4.6a and 4.6b. A sawtooth carrier signal is

compared to a modulation signal, which in this case is the error, v∗. If the carrier signal

has a larger value than the modulation signal, the output of the PWM generator is 0.

Otherwise, it is 1. The chosen frequency of the carrier signal in this chapter is 1 kHz,

which enables the generation of 100 pulses over a short simulation time of 0.1 seconds.

4.2 Simulation Scenarios

4.2.1 Magnet Storage Mode

In the first scenario, the load is disconnected from the DC link capacitor and the voltage

and current are plotted in Figure 4.7 and 4.8. The simulation is carried over 0.1 seconds,

during which switch T1 is off and switch T2 is on.

Figure 4.7: DC link capacitor current and voltage during storage

In the storage mode, current will decay due to the resistance of the solder joints between

double pancake units, as well as due to the power converter diodes. A typical solder joint

only has a resistance of 20nΩ [24], leading to a loss of 0.065 W due to the joints. This is

calculated as the product of the total joint resistance and the square of the peak current

in the coil. Since current is passing through a diode with forward voltage of 0.7 V, the loss

through the power converter during the storage mode is at most 319 W, calculated as the
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Figure 4.8: Coil transport current and voltage during storage

product between the peak coil current and the voltage drop through the diode. Based on

the equation:

Ploss = VcoilIcoil = L
dIcoil

dt
Icoil (4.3)

the maximum current decay is

dIcoil
dt

=
Ploss
IcoilL

= 0.065A/s (4.4)

which is confirmed by the simulations, in figure 4.8.

4.2.2 Magnet Discharge Mode at 100 kW

In this scenario, a load is introduced in the circuit through a current source, controlled by

a pulse generator. For a pulse duration of 0.1 s, and the load absorbs 133.3 A over a duty

cycle of 20 % and a delay of 0.01 s. With the voltage of 750 V, the total power demand

is 100 kW. As current is drawn, the capacitor voltage decreases, which is detected by the

controller within 1 millisecond. In the first case, the proportional and integral gains in

the PI controller are both 1. The magnet begins injecting current to compensate for the

sudden power demand. At the end of the load duty cycle, the DC link voltage is stabilised

from a minimum value of 600 V to just over 750 V within 0.05 seconds, as shown in Figure

4.9. The transport current in the magnet decreases by 0.35 A, as the coil delivers 95 J.
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Figure 4.9: DC link capacitor voltage and current during the compensation of a 100 kW
load, with PI gains of 1

Figure 4.10: Coil voltage and transport current during the compensation of a 100 kW
load, with PI gains of 1

Nevertheless, the DC link voltage dropped by 150 V, or 20 % relative to the reference value

of 750 V. A way of reducing this difference is by adjusting the proportional and integral

gain values in the PI controller. For Kp = Ki = 100, the compensation is improved, as

seen in Figure 4.11.

This time, the DC link voltage only drops to at 743 V, or under 1% of the reference

value. The SMES unit is injecting power into the capacitor, stabilising it after less than

0.4 seconds after the initial event.
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Figure 4.11: DC link capacitor voltage and current during the compensation of a 100
kW load, with PI gains of 100

Figure 4.12: Coil voltage and transport current during the compensation of a 100 kW
load, with PI gains of 100

If the SMES coil is not fully charged and the current is only 150 A, the duty cycle of the

power converter is higher, as a higher voltage is required to compensate a 100 kW load.

This scenario is illustrated in figures 4.13 and 4.14.



78 MPhil Thesis

Figure 4.13: DC link capacitor voltage and current during the compensation of a 100
kW load, with PI gains of 100 and a SMES current of 150A

Figure 4.14: Coil voltage and transport current during the compensation of a 100 kW
load, with PI gains of 100, when the coil current starts at 150 A

4.2.3 Magnet Charge Mode at 100 kW

In the last simulation, the load is converted in a generator, which injects a current with

a constant magnitude of 133.33 A in the circuit, effectively raising the DC link capacitor

voltage. This corresponds to a surplus power of 100 kW, which must be absorbed in order

to prevent a further raise of DC link voltage. To achieve this, the magnet is operated in

charge mode. As the coil absorbs the excess power, its transport current increases and the

DC link capacitor voltage is stabilised. In this mode, the PI gains are both 100.

During the absorption of excess power, the transport current in the coil increases by 0.4

A. Since the critical current of this solenoid configuration is close to 600 A, there is a
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Figure 4.15: DC link capacitor voltage and transport current during the compensation
of a 100 kW excess power injection, with PI gains of 100

Figure 4.16: Coil voltage and transport current during the compensation of a 100 kW
excess power injection, with PI gains of 100

sufficiently large margin to allow for further charging, if necessary. However, as a means

of protection, a critical current limiter is necessary as part of the control circuit.

4.3 Summary

In this chapter, the 1 MJ/100 kW SMES unit previously designed is modelled as a part

of a simplified DC microgrid, operating at 750 V. The coil is connected through a DC-DC

converter, which is controlled through a PI loop in order to maintain the DC link voltage

at 750V. Three operation scenarios are considered: storage, coil discharge and coil charge.
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In the discharge mode, two different values are attributed to the PI gains and the outputs

are compared, showing that a quicker compensation is achieved with Kp = Ki = 100 than

for Kp = Ki = 1. A case in which the SMES coil is not fully charged is also considered,

showing that the duty cycle of the converter must be increased to compensate for the 100

kW load.

Secondly, there is no definitive method that can determine the power limitation of a

SMES unit as a function of its stored energy and transport current and whether there is

an analytical relation between these values. Current knowledge suggests that the power

output is limited by the rating of switches in the power converter [24], thus higher power

outputs could be potentially obtained by using multilevel converters. This gives rise to

the idea of combining the output of multiple smaller superconducting coils to achieve the

same performance as a single large coil, as a potential cost-saving alternative.
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Conclusions and Further Work

5.1 Conclusions

In the context of an accelerated transition to renewable energy generation, maintaining the

stability of future power systems is becoming a real challenge. High power energy storage

systems are detrimental for balancing services, as they quickly compensate disturbances,

preventing large fluctuations in frequency. As outlined in Chapter 1, superconducting

magnetic energy storage using second generation high temperature materials is a promising

technology that can fulfil this role in power systems balancing, either as a standalone

installation, or in combination with other high energy technologies, such as Lithium-ion

batteries. Nevertheless, 2G HTS SMES technology is still premature, due to the lack of

large scale demonstrator projects and a general lack of clarity on the suitable methods

that can be employed to optimally design a system, both from the magnet and the power

converter points of view. This project proposes a simple method of designing a SMES coil,

which considers its power output in addition to its energy storage capacity.

After a comprehensive theoretical background and literature review, presented in the first

two chapters of this report, a design methodology for a high temperature superconducting

magnet was proposed in Chapter 3. While numerous other design methods have been

proposed in the literature, they are focused on obtaining a desired storage capacity, or

a target magnetic field density, without considering the behaviour of the coil in a power

system, or aspects such as stress/strain.
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Besides the target energy stored, the method used in this project takes the power output

and the voltage as inputs to the optimisation function. This is ensuring that the coil

can reliably deliver the required value throughout the discharge process, with an energy

efficiency of over 90 %. The process is then following a series of steps consisting in the choice

of superconducting tape that can sustain the necessary current, while under magnetic field,

the construction of parametric load lines using a combination of analytical and numerical

methods, the calculation of inductance and maximum hoop stress in the solenoid, and

finally, the discrete optimisation of the coil. The final design is using the lowest quantity

of superconducting tape from all configurations calculated. Based on the initial constraints

imposed, the number of combinations calculated is just below 1 million. In the particular

case considered in this project, a coil that can deliver 1 MJ of energy at 100 kW and 750

V has been designed, with a resulting inductance of 10.72 H, a peak transport current of

455.6 A and a total length of tape of 8.14 km.

The design process was followed by a series of simulations using resulting properties of

the coil in a simple DC microgrid model. In Chapter 4, the coil was emulated as a zero

resistance inductor, used for compensating positive and negative pulsed power fluctuations,

produced by an ideal current source. The power transfer was realised through a two

quadrant DC-DC chopper, which allows a bidirectional energy flow to the coil. The

objective of the control system, based on a PI controller, is to maintain the DC link

voltage at a steady level of 750 V. When the current source was behaving as a load, drawing

current, the SMES unit compensated by discharging gradually and injecting current. In

this mode of operation, the output was plotted for two different values of the proportional

and integral gains: 1 and 100, which showed that a faster settling time and a lower voltage

drop were achievable with higher values of gain. Depending on the state of charge of the

SMES unit, the power converter is chopping the voltage so that the output power equals

the power draw from the load (100 kW in the particular case illustrated, with 750V and

133.3A). For example, when the coil was fully charged, at 455.6A, the DC link voltage of

750V was chopped with a duty cycle of 29.3%, which gradually increased as the coil was

discharging.
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5.2 Recommended Future Work

SMES is still an underdeveloped and overlooked technology that has immense potential of

alleviating power imbalances and providing frequency regulation services, both in trans-

mission and embedded systems. One key area that requires further development is the

up-scaling of SMES units for different levels of power outputs, optimising not only the

superconducting coil, but also the cooling system and the power converter unit.

The methodology proposed in Chapter 3 can be extended to consider continuous values

of the parameters defining the shape factor of the coil, α and β. To do so, a FEA model

of the coil is necessary, which would remove the reliance on numerical tables which only

contain discrete values of α and β. This would lead to a true optimal set of coil parameters,

instead of a near optimal, potentially showing a reduction in the required length of cable.

An optimal output would give an insight on the correlation between stored energy and

maximum output power, which will further be used in modelling the entire storage system,

comprised of both the coil and the power converter. As the output power is increased, the

switches in the converter are subject to higher levels of voltage and current, which can

potentially exceed their nominal limits. With typical values of peak voltage and current

in modern IGBT switches of 6500 V and 1000 A, respectively [135], alternative chopper

topologies, employing multiple switches, would have to be considered for high power single

unit systems.

Another area of improvement is considering a multi-magnet system, which can potentially

be an attractive solution for scaling up a SMES system, as the required transport current

in each coil would be lower. While a multi-magnet SMES system was previously described

in the literature [136], the main focus of the study was the coil design, without any

consideration of the topology and control of the power converter. Multiple cases can

be considered, including dividing the total energy between two, four and six coils. For

these cases, the small coils will operate at the same temperature as the single large coil,

giving the same critical current curve. Different converter topologies can be compared in

terms of performance, losses and cost, including using a multi-input-single-output design

or connecting each coil through an individual DC-DC chopper.





Appendix A

Field scaling factors

Table A.1: Values of shape factors F, G and K depending on α and β. F is calculated
using equation 3.15, G and K are determined from Figures 3.7 and 3.8, respectively.
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Appendix B

Coil Optimisation Code

1000 wd <- getwd()

1001

1002 # Define the initial variables

1003

1004 F <- read.csv(paste0(wd ,"/F.csv"),header = FALSE)

1005 G <- read.csv(paste0(wd ,"/G.csv"),header = FALSE)

1006 K <- read.csv(paste0(wd ,"/K.csv"),header = FALSE)

1007

1008 T <- F*G*K

1009

1010 mu0 <- 4*pi*1E-7

1011

1012 # Tape parameters

1013

1014 # dimensions

1015

1016 t0 <- 0.0001

1017 w0 <- 0.012

1018 insu <- 2.5*1E-6

1019 t <- t0 + 2*insu

1020 w <- w0 + 2*insu

1021

1022 # safety factor , fill factor and efficiency

1023

89
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1024 s <- 0.8

1025 f <- 0.75

1026 eta <- 0.9

1027

1028 # Critical curve parameters

1029

1030 a1 <- 275.76

1031 b1 <- 1555.825

1032 c1 <- -0.32

1033

1034 a2 <- 143.32

1035 b2 <- 920.9

1036 c2 <- -0.162

1037

1038

1039 # Shape factors alpha and beta

1040

1041 alpha_vector <- c(1.08 ,1.1 ,1.2 ,1.3 ,1.4 ,1.6 ,2.1 ,2.6 ,3.1)

1042 beta_vector <- c(0.25 ,0.5 ,0.75 ,1 ,1.5 ,2 ,2.5 ,3)

1043

1044

1045 # Constraints

1046

1047 B_min <- 2

1048 B_step <- 0.01

1049

1050 r_min <- 0.01

1051 r_max <- 1

1052 r_step <- 0.01

1053

1054 stress_max <- 550

1055

1056 # Define the functions

1057

1058 # critical current and critical field

1059

1060 critical_current <- function(B){
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1061 if(B<=8){

1062 return (round(a1+b1*exp(c1*B),digits = 2))}

1063 else if (B>8 & B<= 16) {

1064 return (round(a2+b2*exp(c2*B),digits = 2))}

1065 else {print("The magnetic field density is too large!")}

1066 }

1067

1068

1069 critical_field <- function(I){

1070 if (I >=396 & I <1100){

1071 return (round(log((I-a1)/b1)/c1 ,digits = 2))}

1072 else if (I<396 & I >=143){

1073 return (round(log((I-a2)/b2)/c2 ,digits = 2))}

1074 else if (I <143) {print("The current is too low!")}

1075 else {print("The current is too high!")}

1076 }

1077

1078

1079 # Load line current

1080

1081 load_line_current <- function(B, fgk , ri){

1082 return ((t*w)/(s*f)*(B/(fgk*ri)))

1083 }

1084

1085

1086 # ------------------------------Working point --------------

1087

1088 working_point <- function(B,fgk ,ri){

1089 return(critical_current(B) - load_line_current(B,fgk ,ri))

1090 }

1091

1092

1093 # Stress function

1094

1095 stress <- function(a1 , B, k, fgk){

1096 round(B^2/(fgk*k)*1/(a1 -1)*((2*a1*(7*a1^2+a1+1))/

1097 (9*(a1+1)) -(5*a1 ^2+1)/6)/1E6 ,2)
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1098 }

1099

1100 # tape length formula

1101

1102 tape_length <- function(alpha ,beta , ri){

1103 return ((2*pi*f*(alpha ^2-1)*beta*ri^3)/(t*w))

1104 }

1105

1106 # -----------------------Inductance using Welsby formula ----

1107

1108 # Shape dependent factor

1109

1110 Kn <- function(alpha ,beta){

1111 return ((( alpha +1) ^2)/(1+(0.9*(alpha +1)/(4*beta))+

1112 (0.64*(alpha -1)/(alpha +1))+

1113 (0.84*(alpha -1)/(2*beta))))

1114 }

1115

1116 # Number of turns in the coil as a function of alpha ,

1117 # beta and inner radius

1118

1119 turns <- function(alpha , beta , ri){

1120 N <- (2*beta*(alpha -1)*ri^2*f/(t*w))

1121 return(as.integer(N))

1122 }

1123

1124 # Inductance formula

1125

1126 inductance <- function(alpha , beta , ri){

1127 return(Kn(alpha ,beta)*(turns(alpha ,beta ,ri)**2)*

1128 (pi^2)*ri/(2*beta)*1E-7)

1129 }

1130

1131

1132 # Stored energy

1133 energy_stored <- function(alpha , beta , B, fgk ,ri){

1134 return (0.5 * inductance(alpha , beta , ri) *
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1135 (load_line_current(B,fgk ,ri))^2)

1136 }

1137

1138

1139 # ------------------------Search function ------------------

1140 #

1141 # results <- data.frame (0,0,0,0,0)

1142 # colnames(results)<-c("alpha", "beta", "Inner Radius",

1143 # "Inductance ","Tape Length ")

1144

1145

1146 coil_configuration <- function(Energy , Power , Voltage){

1147

1148 # Upper bound for tape length (in metres)

1149 l_max <- 1E6

1150

1151 # Target energy stored

1152 E_target <- Energy/eta

1153

1154 # Minimum required current

1155 I_min <- Power/Voltage

1156

1157 # Minimum required peak operating current to achieve efficiency

1158 I_op_min <- I_min/sqrt(1-eta)

1159

1160 # Minimum critical current required , considering stress factor

1161 I_crit <- I_op_min/s

1162

1163 # Critical field

1164 B_crit <- critical_field(I_crit)

1165

1166 for (i in 1:nrow(T)){

1167 for (j in 1:ncol(T)){

1168 for (ri in seq(r_min , r_max , r_step)){

1169 for (B in seq(B_min , B_crit , B_step)){

1170

1171 # Calculate inductance
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1172 L <- inductance(alpha_vector[i], beta_vector[j], ri)

1173 #print(L)

1174

1175 I_op <- load_line_current(s*B, T[i,j],ri)

1176

1177 # Calculate stored energy

1178 E_stored <- 0.5*L*I_op^2

1179 #print(E_stored)

1180

1181 # Calculate stress

1182 stress_cfg <- stress(alpha_vector[i], B*s, K[i,j], T[i,j])

1183

1184 # Calculate tape length in the current configuration

1185 length_cfg <- tape_length(alpha_vector[i], beta_vector[j], ri)

1186

1187 # Check whether parameters are in line with the requirements

1188 if (working_point(B,T[i,j],ri) > 0 &

1189 E_stored >= E_target &

1190 stress_cfg < stress_max*s&

1191 l_max > length_cfg &

1192 I_op/s > I_crit){

1193

1194 # Store minimum length in the variable

1195 l_max = length_cfg

1196 # Store energy

1197 e_mem = E_stored

1198 # Store inductance

1199 L_mem = L

1200 # Store stress

1201 stress_mem = stress_cfg

1202 # Store alpha , beta and radius

1203 alpha_mem = alpha_vector[i]

1204 beta_mem = beta_vector[j]

1205 r_mem = ri

1206 #Store indices

1207 i_mem = i

1208 j_mem = j
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1209 # Store perpendicular field

1210 B_mem = B

1211 # Store current

1212 I_mem = load_line_current(B,T[i,j],ri)

1213

1214 I_op_mem = I_op

1215 I_critical_curve = critical_current(B)

1216 I_crit_mem = I_crit

1217

1218 }

1219 }

1220 }

1221 }

1222 }

1223

1224 cat("Magnetic Field (T):",B_mem ,"\n",

1225 "Tape Length (m):", l_max ,"\n",

1226 "Inner Radius (m):", r_mem ,"\n",

1227 "Alpha value:", alpha_mem ,"\n",

1228 "Beta value:", beta_mem ,"\n",

1229 "Inductance (H):",L_mem ,"\n",

1230 "Stored Energy (kJ):", e_mem/1000,"\n",

1231 "Load Line current Current (A):", I_mem ,"\n",

1232 "Operating Current (A):", I_op_mem ,"\n",

1233 "Minimum Critical curve Current (A):", I_crit_mem ,"\n","\n")

1234

1235 }
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Stress equation

As outlined in [37], the analytical formulation of stress equilibrium in a solenoid is ex-

pressed as:

1

ε

d

dε

{
ε
dw

dε

}
− w

ε2
= −Q+Mε (C.1)

The hoop and radial stresses are given by:

σθ =
w

ε
+ ν

dw

dε
(C.2)

and

σr =
dw

dε
+ ν

w

ε
(C.3)

Here, Y is Young’s modulus for the coil, ν is Poisson’s ratio, ε is the normalised radius,
r

Ri
and w =

uY

Ri(1− ν2)
, where u is the local radial displacement. In equation C.1,

Q =
(αBin −Bout)JRi

α− 1
and M =

(Bin −Bout)JRi
α− 1

, with Bin and Bout being the internal

and external axial magnetic field densities, J the transport current density and α the ratio

between the external and internal diameter of the coil.

Starting from the solution of equation C.1:

w = Cε+
D

ε
− Qε2

3
+
Mε3

8
(C.4)

97



98 MPhil Thesis

constants C and D can be expressed in terms of Q and M by considering the boundary

conditions for the radial stress. Hence, the radial stress is considered 0 at both the internal

and external surface of the coil, specifically where r = Ri and r = Rout = αRi. Under

these conditions, ε = 1 or ε = α.

Using equation C.4,
dw

dε
= C − D

ε2
− 2Qε

3
+

3Mε2

8
(C.5)

Equation C.3 becomes:

σr = C − D

ε2
− 2Qε

3
+

3Mε2

8
+ ν
(
C +

D

ε2
− Qε

3
+
Mε2

8

)
=

= C(1 + ν)− D

ε2
(1− ν)−Qε

(2 + ν

3

)
+Mε2

(3 + ν

8

)
(C.6)

For ε = 1, equation C.6 becomes:

σr = C(1 + ν)−D(1− ν)−Q
(2 + ν

3

)
+M

(3 + ν

8

)
= 0 (C.7)

For ε = α:

σr = C(1 + ν)− D

α2
(1− ν)−Qα

(2 + ν

3

)
+Mα2

(3 + ν

8

)
= 0 (C.8)

By combining equations C.7 and C.8:

C =
1

1 + ν

(
Q
α2(2 + ν) + (2 + ν)(1− ν)(α+ 1)

3(1− ν)(α+ 1)
−Mα2(3 + ν) + 1

8

)
(C.9)

and

D = Q
α2(2 + ν)

3(1− ν)(α+ 1)
−Mα2(3 + ν)

8(1− ν)
(C.10)

After substituting C and D in equation C.2:

σθ =
Q(2 + ν)

3(α+ 1)

{
α2+α+1+

α2

ε2
−ε(1 + 2ν)(α+ 1)

(2 + ν)

}
−M(3 + ν)

8

{
α2+1+

α2

ε2
− 1 + 3ν

(3 + ν)
ε2

}
(C.11)
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To further simplify this form, it can be assumed that Bout = 0, thus

Q =
αBinJRi
α− 1

and

M =
BinJRi
α− 1

=
Q

α

Here, Bin = B‖,max and is the maximum axial field density. For consistency, the axial field

is expressed in terms of the radial field as Bin =
B⊥

K(α, β)
, leading to:

Q =
α

α− 1

B2
⊥

F (α, β)G(α, β)K(α, β)2

and

M =
1

α− 1

B2
⊥

F (α, β)G(α, β)K(α, β)2

Also, it can be assumed that ν = 1/3, which is a typical approximation for most materials

[37]. Given these, the hoop stress can be expressed as:

σθ =
B2
⊥

F (α, β)G(α, β)K(α, β)2
1

(α− 1)

{
7α

9(α+ 1)

[
α2 + α+ 1− α2

ε2
− 5

7
(α+ 1)ε

]

− 5

12

[
α2 + 1 +

α2

ε2
− 3

5
ε2
]}

(C.12)

The peak hoop stress is achieved at ε = 1, therefore:

σθ,max =
B2
⊥

F (α, β)G(α, β)K(α, β)2
1

(α− 1)

{
7α

9(α+ 1)

[
2α2 +

2

7
(α+ 1)

]
− 5

12

(
2α2 +

2

5

)}

=
B2
⊥

F (α, β)G(α, β)K(α, β)2
1

(α− 1)

{
2α(7α2 + α+ 1)

9(α+ 1)
− 5α2 + 1

6

}
(C.13)
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