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ORIGINAL ARTICLE

Eliciting agents’ behaviour and model validation using role playing game
in agent-based dairy supply chain model

D. S. Utomoa , B. S. S. Onggob , S. Eldridgec , A. R Daudd and S. Tejaningsihd

aHeriot Watt University, Edinburgh, UK; bUniversity of Southampton, Southampton, UK; cLancaster University, Lancaster, UK;
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ABSTRACT
Role playing games have been widely used to develop and validate an agent-based model by
observing players’ behaviour. Our study focuses on proposing a novel approach to use role-
playing games in the development and validation of an agent-based model. Our innovations
include matching the game’s parameters and player composition to reality, incorporating the
design of experiments into the data collection, and incorporating operational validation steps
into the process. We demonstrate the benefits of our approach by a case study of a dairy
supply chain. Our analysis illustrates that the data obtained from the role playing game are
valuable for the validation of agent-based models at the micro-level (process and knowledge
representation) and, subsequently, improve the validity of the model at the macro-level.
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1. Introduction

Operational Research (OR) has long been applied to
analyse policies and aid decision making in supply
chains such as those in the agriculture and food sec-
tors (Kutcher & Norton, 1982). The application of
OR started with mathematical modelling but, recently,
OR practitioners have begun to incorporate real
actors’ behaviours and the associated real-world com-
plexities in their models. However, these behaviours
and complexities are still considered as challenging
for future OR research (Royston, 2013). Real actors’
behaviours include, but are not limited to, how they
frame their situation, their bounded rationality and
the use of intuitive decision making. These challenges
have led to the increasing importance of behavioural
OR research (H€am€al€ainen et al., 2013). Agent-based
modelling (ABM) has been identified as one of the
methodologies that has the potential to overcome
these behavioural challenges (Royston, 2013). In
essence, ABM is a computer simulation approach that
models a number of heterogeneous decision-makers
(“agents”) who interact using prescribed decision
rules that reflect real actors’ behaviours (Farmer &
Foley, 2009). However, eliciting real actors’ behav-
iours and developing more representative or valid
models of human behaviour remain clear research
opportunities in ABM (Macal, 2016) and are the
motivation for our study.

Researchers have shown that engaging stakeholders
in the modelling lifecycle is beneficial for a simulation

project (Tako & Kotiadis, 2015). Such engagement
provides better insights regarding how stakeholders
view and structure their problems, and how they
make trade-off decisions when faced with a variety of
options. These insights are particularly valuable for
modelling human behaviour. Furthermore, this
engagement with stakeholders makes policy develop-
ment more inclusive, which is important because a
local community may have knowledge or wisdom
that is unknown to and not considered by policy-
makers and modellers. Hence, engaging with a greater
range of stakeholders is necessary for future OR prac-
tice (Higgins et al., 2010).

The benefits of a role-playing game (RPG) in
facilitating this engagement have been discussed
widely by ABM researchers (Janssen & Ostrom,
2006; D. T. Robinson et al., 2007; Smajgl et al.,
2011; Voinov et al., 2016). According to Ligtenberg
et al. (2010) there are two ways of using RPGs for
ABM validation. Firstly, the RPG is used iteratively
to define the agents, identify agents’ decision rules
and create the best possible model for a specific
situation (mode 1). Secondly, the RPG is used to
validate an ABM model that has been established
(mode 2). This is done by implementing the same
micro level behaviours in both the ABM model and
the RPG. If the RPG results are qualitatively similar
to the ABM model outputs (macro level validation),
then the micro-level behaviour in the ABM model is
considered valid.
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This paper proposes a third way of using the
RPG in ABM (mode 3) in which the RPG is used to
quantitatively validate the ABM model at the micro
level. In this approach, we combine a design of
experiments method with the RPG to enable quanti-
tative validation the behaviour of agents in the
ABM model (i.e., micro validation). We evaluate
our approach using the case of a dairy supply chain
in West Java, Indonesia (Utomo et al., 2020).

We begin our paper with a review of the use of
RPGs in ABM research in Section 2. We describe
our methodology in Section 3 and the dairy supply
chain case study in Section 4. In Section 5, we
explain our process for RPG data collection.
Subsequently, in Section 6, we explain how we vali-
dated the agent’s decision rules using information
gathered through the RPG and the design of experi-
ments method. We discuss the benefits of RPG-
based data collection in developing an ABM model
in Section 7 and demonstrate how the validated
decision rules can increase the operational validity
of the model. Finally, we present our conclusions in
Section 8.

2. Literature review

We begin by discussing the challenges in ABM data
collection, especially for eliciting agents’ behaviours
and model validation. Subsequently, we review the
role of RPGs in ABM model development and valid-
ation. Our discussion encompasses how RPGs have
been deployed in earlier ABM studies and how the
results were analysed. Finally, we summarise our
conclusions drawn from this review.

2.1. Data collection for agent-based model
development and validation

Development and validation of an ABM model is
particularly challenging when compared to other
simulation methodologies (Macal, 2016; Onggo &
Karatas, 2016; Takadama et al., 2008). According to
Onggo and Karatas (2016), these challenges are: (i)
the difficulty in extracting information from real
stakeholders in order to represent their behaviours
and interactions; (ii) the need to validate at both the
micro-level (agent) and the macro-level (system)
and the associated difficulty in tracing relationships
across these levels (i.e., the interaction between
macro level and micro level behaviours); (iii) the
unavailability of high fidelity data, particularly that
related to human behaviours, to empirically develop
and validate a model; (iv) for social systems, the
need to take account of qualitative factors such as
trust and perception; and (v) the non-linearity
caused by path-dependent behaviour (i.e., the same

stimuli may generate a different action depending
on what has happened earlier).

The challenges in collecting and using real world
data are also apparent in other simulation methods
(Barlas et al., 2015; Onggo & Hill, 2014; Perera &
Liyanage, 2000) and surveys indicate that up to 40%
of the research time in a simulation study is spent
on data collection (Onggo et al., 2013; Perera &
Liyanage, 2000; Trybula, 1994). Numerous data col-
lection methods have been proposed to address the
need for more effective data collection in simulation
(Barlas et al., 2015; Onggo & Hill, 2014; Perera &
Liyanage, 2000; Skoogh & Johansson, 2008). In the
context of ABM, questionnaire surveys, scenario-
based questionnaires, case studies, stylized facts, par-
ticipant observation, role-playing games, field and
laboratory experiments, interviews, expert know-
ledge, censuses and historical data have all been
used (An, 2012; Janssen & Ostrom, 2006; D. T.
Robinson et al., 2007; Smajgl et al., 2011; Utomo
et al., 2018; Utomo et al., 2020; Yang & Gilbert,
2008). For example, and of particular relevance to
our case study, Utomo et al. (2018) noted that using
secondary and census data are the most popular
data collection strategies in the field of agri-food
supply chains (e.g., Happe et al., 2006, 2011;
Zimmermann et al., 2015). However, although these
types of aggregated data are useful for model initial-
isation, they are not especially helpful in eliciting
and validating the agents’ decision rules within an
ABM model.

Utomo et al. (2018) noted that the use of RPGs
is becoming increasingly popular. The RPG is a col-
laborative game, monitored by an arbitrator, in
which the players engage in a mythical adventure
(i.e., they assume fictional characters) (Cook et al.,
2017). In the context of OR, board games (e.g., the
beer distribution game (Sterman, 1989) and
STRATAGEM (Sterman & Meadows, 1985)) and
table top exercises (e.g., Fish Banks (Meadows et al.,
1989) and Anti Bio-Terrorism Table Top Exercise
(Deguchi et al., 2011)) are popular approaches for
RPGs. The RPG can be played manually or aided by
computer. Among these RPGs, the beer distribution
game is probably the most well-known in the busi-
ness and management field. In this game, the partic-
ipants are assigned roles as retailer, wholesaler,
distributor, and manufacturer (Sterman, 1989; Van
Ackere et al., 1993). All of the RPGs mentioned ear-
lier have been played by many people who range
from undergraduate students to senior managers in
multinational companies and other real-world stake-
holders (Sterman & Meadows, 1985; Van Ackere
et al., 1993). It should be noted that even though
the RPG players might be real stakeholders, they
still assume fictional characters or roles. For
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example, the managers are not managing their own
company when they play the beer distribution game.

RPGs can be used as a method to elicit informa-
tion about the stakeholders’ perceptions and their
decision rules by allowing researchers to observe
how the players make decisions under various scen-
arios or policy interventions (D. T. Robinson et al.
(2007). Voinov et al. (2016) argue that participatory
methods, such as RPGs, may help researchers to
understand how real stakeholders process informa-
tion and make judgments and, also, understand the
biases in these judgements. In general, if a study
aims to model a specific case then the RPG players
can be selected from relevant stakeholders in the
case study site (e.g., d’Aquino & Bah, 2014).
However, if the objective of the study is to test a
theory, then the players can be selected from the
general public so that comparison between groups
can be observed (e.g., Meijer et al., 2006).

Guyot and Honiden (2006) argue that a combin-
ation of ABM and RPGs can be used in at least
three ways: (i) to train the stakeholders to make a
decision in a difficult or extreme situation; (ii) to
facilitate collective learning and negotiation among
the stakeholders; and (iii) to validate and improve
the design of a model by observing the stakeholders’
behaviour, which is the focus of our study.

2.2. The role of RPG in ABM development
and validation

Moss (2008) classified the process to develop an
ABM model as a spectrum with theory-driven mod-
els at one extreme and evidence-driven models (or
empirical data-driven models) at the other end. The
theory-driven examples include models in which the
development began by assuming specific theories
are used by agents when making their decisions
(e.g., utility theory, theory of planned behaviour,

transaction cost theory). Pure evidence-driven mod-
els are developed based on empirical data without
any explicit theoretical starting point. As can be
seen Table 1, RPGs have been used in theory-driven
ABM (i.e., RPG is used to validate a theory-driven
ABM) and evidence-driven ABM (i.e., RPG is used
for model development).

With regard to the model validity, ABM models
require both micro-validation and macro-validation
(Macal, 2016; Onggo & Karatas, 2016; Takadama
et al., 2008). Micro-validation confirms the agents’
decision rules in the model while macro-validation
evaluates whether the behaviours emerging from the
interactions between agents in the model correspond
with the observed system level behaviour in the real
world. Ligtenberg et al. (2010) offered a more fine-
grained classification of ABM validity, presented in
Table 2.

Furthermore, Ligtenberg et al. (2010) suggest that
RPG can be used in two modes in ABM, namely:

1. Mode 1: The RPG is used to iteratively identify
the rules used by the stakeholders and adjust
the agents’ decision rules in the model and this
iterative adjustment might incrementally
improve the ABM model validity over time.
Ligtenberg et al. (2010) consider that
approaches such as companion modelling
(Barreteau et al., 2001) and the agent-based par-
ticipatory approach (Guyot & Honiden, 2006)
would fit into this category. In this mode, an
agent’s decision rule is considered valid if it is
agreed by the players as a common practice, or
if the rule is repeated by several players inde-
pendently (Salvini et al., 2016). This evaluation
is made qualitatively via observation during the
RPG (e.g., d’Aquino and Bah (2014), discussion
during debriefing (e.g., Castella et al. (2005) and
post-game interviews (e.g., Papazian et al.

Table 1. Summary of the literature survey.

Author
The use

of the RPG
ABM development

approach
How RPG was used

to develop & validate ABM

Validation Levels

Micro Macro

Castella et al. (2005) 3 Evidence Mode 1 Qual Quant
Castella et al. (2005) 3 Evidence Mode 1 Qual Quant
Tykhonov et al. (2008) 3 Theory Mode 2 Quant Qual
Campo et al. (2009) 3 Evidence Mode 1 Qual N/A
Ligtenberg et al. (2010) 3 Theory Mode 2 Qual N/A
Worrapimphong et al. (2010) 2 Evidence Not relevant�
d’Aquino and Bah (2014) 3 Evidence Mode 1 Qual N/A
Chaturvedi et al. (2014) 1 Theory Not relevant�
Joffre et al. (2015) 3 Evidence Mode 1 Qual N/A
Salvini et al. (2016) 3 Evidence Mode 1 Qual N/A
Papazian et al. (2017) 3 Evidence Mode 1 Qual N/A
Amadou et al. (2018) 3 Theory Mode 2 Quant N/A
This paper 3 Theory Mode 3 (new) Quant & Qual Quant

The use of the RPG (Guyot & Honiden, 2006): (1) to train the stakeholders; (2): to facilitate collective learning and negotiation; (3) to validate and
improve the design of the ABM. ABM development approach (Moss, 2008): Theory-driven model development; Evidence-driven model development.
How RPG was used to develop & validate ABM (Ligtenberg et al., 2010): Mode 1 or Mode 2. The micro/macro validation: Qual: Qualitative
approaches (e.g., observation, discussion, interview, visual inspection, subjective validation, or theoretical validation); Quant: Quantitative approaches
(e.g., descriptive statistics or operational validation); N/A: Not discussed.�Not relevant because the aim of the RPG is solely for training the decision makers or for facilitating collective learning.
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(2017). The outcome of this analysis is normally
a rule-based decision model (D. T. Robinson
et al., 2007).

2. Mode 2: This mode aims to gain insights
regarding the representativeness of agents’
behaviours in comparison to the behaviours
observed during the RPG and the validation is
made by comparing the ABM model outputs
with the RPG’s results. In this mode, an agent’s
decision rule is considered plausible if the RPG
results can reproduce the ABM outputs. The
comparison between the ABM outputs and the
RPG results can done qualitatively (Ligtenberg
et al., 2010) or quantitatively by analysing the
direction of changes using sensitivity analysis
(Tykhonov et al., 2008) or by using descriptive
statistics (Amadou et al., 2018).

Table 1 illustrates that Mode 1 is more prevalent in
earlier research studies. The decision rule elicitation in
Mode 1 is prone to biases that arise out of group
processes in which the less prominent group members
tend to align their opinion to the group leader or to
the majority (Kunsch et al., 2009). It is also prone to
confirmation bias arising from researchers developing
their own personal understanding and viewpoints
about the system (Voinov & Bousquet, 2010). This
bias may lead to the observer-expectancy effect in
which the researcher unintentionally influences the
RPG players during the debriefing or post-game inter-
view. Consequently, in our research, we intend to sup-
plement the approach taken for Mode 1 by the use of
a quantitative method to mitigate for the biases that
may arise. It should be noted that the use of quantita-
tive analysis to elicit and validate decision rules using
RPG data is rarely done (Salvini et al., 2016) while
Joffre et al. (2015) suggest that these quantitative anal-
yses were limited to descriptive statistics approaches.

In Mode 2, to validate a decision rule used in an
ABM model, we implement the same rule in the
RPG. If the RPG result is similar to that of the
model, then the rule in the ABM is valid. However,
different models may yield the same emergent pat-
terns (Gilbert, 2004). In other words, a correspond-
ence between what emerges in the RPG and what
emerges from the ABM model does not necessarily
mean that the agents use the same decision rules as

the RPG players. Consequently, our study supple-
ments the Mode 2 approach by addressing the need
to compare quantitatively the agents’ decision rules
to statistical models of the players’ actions during
the game. This quantitative comparison can be
achieved by adopting a design of experiments
approach to the RPGs and will enable not only the
validation of decision rule but also the identification
of parameters that are not significant. For example,
if a decision rule in a model uses two parameters
(i.e., a decision tree with two levels) and one of
them is not significant then the valid decision rule
only uses only one parameter (i.e., a decision tree
with one level). Hence, if the decision rule is not
valid, we can identify the valid one.

Finally, Table 1 illustrates a lack of research stud-
ies that addresses the macro (system representation)
validity of the final model. Many of these studies
featuring in Table 1 aim to model a proposed new
system or policy and, understandably, the data
needed for comparison with the ABM outputs are
not available. When macro-validation is present in
the earlier research, it is carried out theoretically
(e.g., Tykhonov et al., 2008) or by using descriptive
statistics (e.g., Castella et al., 2005). We intend to
complement these earlier studies by demonstrating
how the macro-validity of an ABM model, already
micro-validated using the RPG, can be evaluated
using operational validity concepts (i.e., evaluating
the matching between simulation outputs and his-
torical real-world data (Sargent, 2013)).
Subsequently, we can evaluate the benefits of the
micro-validated decision rules for improving the
operational validity of the final model.

2.3. Process to design and deploy RPGs in
ABM studies

This section discusses (i) how the RPG is usually
designed; (ii) how the RPG data collection is done;
(iii) how the data is analysed; and (iv) how the deci-
sion rules and the model are validated.

For Mode 1 of ABM development and validation
using RPGs, Barreteau et al. (2001) and Guyot and
Honiden (2006) have proposed a general scheme to
design and deploy the RPG. This scheme is sum-
marised as follows:

Table 2. Levels of ABM validity adapted from Ligtenberg et al. (2010) that is mapped to the previous validity classification.
Levels of ABM validity Description

System representation (Macro-validation) This validation evaluates how well the model represents the aggregate or global pattern. If
data are available, then the ABM can be validated by matching the model’s outputs with
empirical data.

Process representation (Micro-validation) This validation evaluates the representativeness of the processes within an ABM to the tasks
that real actors must carry out to fulfil their goals.

Knowledge representation (Micro-validation) This validation aims to verify whether the information and knowledge used by the agents
sufficiently represent those of the real-world actors.
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1. Collect information, knowledge and hypotheses
relevant to the target system. This step is done
by conducting a case study in the real world
(e.g., d’Aquino & Bah, 2014; Salvini et al., 2016;
Worrapimphong et al., 2010).

2. Develop the conceptual model of the target sys-
tem. The conceptual model is a non-software
specific description of the computer simulation
model that will be developed (S. Robinson,
2008a). The process for developing the concep-
tual model itself can also involve the stakehold-
ers (e.g., D’aquino et al., 2003).

3. Implement the conceptual model. The researcher
can then choose to use the conceptual model to
first develop the RPG and then use the result to
develop the ABM model (e.g., d’Aquino & Bah,
2014; Salvini et al., 2016), or vice versa (e.g.,
Amadou et al., 2018; Castella et al., 2005; 2005;
Joffre et al., 2015).

4. Use the RPG for data collection by engaging with
the stakeholders. As mentioned in Section 2.1
the RPG players are usually selected from the
relevant stakeholders in the case study site.

5. Analyse and use the RPG data. Owing to the
richness of interactions between players during
the game, the quality of information obtained

during the RPG relies heavily on researcher skill
(D. T. Robinson et al., 2007). As mentioned in
Section 2.2, this usually done through observa-
tion, discussion during debriefing, and post-
game interviews. The data are then usually ana-
lysed qualitatively and a rule-based decision
model is produced.

6. Validate and subsequently improve the ABM
model design.

For mode 2 of ABM validation using RPG the
scheme proposed by Tykhonov et al. (2008) and
Ligtenberg et al. (2010) can be summarised
as follows:

1. Develop a baseline ABM model. Both studies are
more theory driven. Tykhonov et al. (2008) base
their model on the transaction cost concept,
while Ligtenberg et al. (2010) base their model
on a regional dialogue approach.

2. Convert the baseline ABM model into the RPG.
The baseline model is then converted into the
RPG, in which the players are given tasks
equivalent to the agents in the ABM model.

3. Use the RPG for data collection. Because to a
certain degree the objective is to test theories,

Figure 1. Research method flowchart.
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the RPG in these two studies can be played by
a more diverse range of players, such as stu-
dents. The data collected during the RPG is
then fed into the ABM.

4. Compare the RPG results with the ABM model.
The simulation is run using scenarios equivalent
to the RPG. If the players’ decision rules are
correctly represented in the model, then the
ABM results should also equivalent to the
RPG results.

The method we propose embodies elements that
comprise a supplemented combination of the two
modes and we provide a more detailed description
of this method in Section 3.

2.4. Conclusions from the literature review

Firstly, in this section we have discussed the chal-
lenges of the data collection process to develop and
validate ABM models and noted that RPGs have
potential to address these challenges. We have also
shown that RPGs can use board games in their
designs. Secondly, RPGs have been used to develop
and validate both theory-driven and evidence-driven
ABM models. Thirdly, we have summarised how the
RPG have been deployed for ABM development and
validation in the previous studies. We have high-
lighted the prevalent of qualitative analysis on RPG
data, and the potential biases that might arise in the
previous approaches. We also note the lack of
macro-validation efforts in the previous studies.

To complement the previous approaches, we pro-
pose a new mode in the use of RPG for quantitative
ABM model micro-validation. In this proposed
mode, an agent’s decision rules are considered valid
if the parameters used in the decision rule are statis-
tically significant based on the data generated by the
RPG. We also attest the benefits of the micro-vali-
dated decision rules for improving the ABM model
macro validity using operational validity concepts.

3. Methodology

This section discusses the methodology we
employed in our study and our research phases are
illustrated in the flowchart presented in Figure 1.

In common with earlier ABM studies, we began
by gathering information, knowledge and hypothe-
ses relevant to the target system from the previous
literature (theory-driven). We then developed a con-
ceptual model that is described in a more detail in
Section 4.1.

In common with Mode 2, we used our concep-
tual model to develop a base model and then con-
verted it into the RPG. The conversion process is

explained in Section 4.3.1–4.3.4. In this process, we
designed the objects and schedule used in the game
to represent the objects and algorithm in the base
model. However, to make the RPG more realistic,
we added the additional step of matching the RPG’s
parameters with the real-world data, which is rarely
included in earlier studies in either Mode 1 or
Mode 2. The justification for this additional step is
provided by Cowlrick et al. (2011) and
Rungtusanatham et al. (2011) who argue that
human players tend to exhibit their realistic behav-
iours when they are facing scenarios that mirror
reality. The real data that we used to parameterise
our RPG was taken from Utomo et al. (2020).

The potential biases relating to group processes
and observer-expectancy were mitigated for by plan-
ning in advance the experiment, the type of data to
be collected and the analysis. For this purpose, we
incorporated a design of experiments approach. This
additional step enables us to develop statistical mod-
els of the players’ decision rules and complement
the normal debriefing and post-game interview used
later to elicit the stakeholder’s decision rules.

Prior to using the RPG, we needed to determine
the players who would be involved. Even though
our base ABM model is theory-driven, the aim of
our RPG is to elicit and micro-validate the real
stakeholders’ behaviours. Therefore, we chose to use
the relevant stakeholders in the case study site, in
common with Mode 1. We also tried to match the
composition of the stakeholders to that existing in
reality. Again, this step aims to increase the likeli-
hood that the players faced similar situations to
those they experience in their daily life. This step is
rarely done in earlier studies and in our study we
applied a clustering technique to the empirical data-
set provided by Utomo et al. (2020).

We then used the RPG data to validate the base
model at both the micro- and macro-level. With
regard to the micro-validation, the design of experi-
ment allowed us to also perform a quantitative ana-
lysis (i.e., a statistical modelling) of the RPG data in
our study. We then compared whether these statis-
tical models support the agents’ decision rules in the
ABM model. If they do then the agents’ decision
rules are considered valid.

In addition to the micro-validity, we also eval-
uated the operational validity of our final model
that used decision rules micro-validated using the
RPG in order to compare it with the base model. In
this evaluation process, all models were compared
using the same input data and random seed to elim-
inate any biases arising from the randomisation pro-
cess. This process aimed to evaluate whether the
micro-validated decision rules are beneficial in
improving the macro-validity of the final model,
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which is a notable omission in previous studies
owing to the unavailability of the historical data.

4. The dairy supply chain case study

4.1. Case study description

In this case study, we modelled a dairy supply chain
in West Java, Indonesia, using ABM. The model
aimed to estimate the size of cow population, cattle
population, and milk production. Hence, we are
modelling an existing system. The key agents in this
model are the farmers, the cooperative and the
physical environment. In this supply chain, the milk
produced by the farmers is collected and trans-
ported to the milk processors by farmers’ coopera-
tives. The role of a farmers’ cooperative is important
because the cost of transporting milk is prohibitively
expensive for most farmers who are smallholders
with low production levels. Owing to population
pressures, the land they own is relatively small and,
usually, is only sufficient to build a pen for their
cattle. For reasons of security, the pens are usually
located next to the farmers’ houses in the middle of
residential areas. It is difficult for the farmers to
herd their cattle through the residential area, so the
farmers need to gather the forage from outside of
their village and transported back using carts or
motorcycles. In this sense, forage is a common
resource for all these farmers.

We summarise our case study in Table 3 using
the conceptual modelling framework proposed by S.
Robinson (2008b).

4.2. Description of the base agent-based model

In the longer term, we were interested in proposing
policy interventions that support the small-holder
farmers so our final model aimed to be a realistic
representation of the current situation and it
focused on the behaviours of the farmers. We devel-
oped a base model using theory-driven approach. In
this model the agents’ behaviours are derived from
the literature and complemented with experts’ opin-
ion, as presented in Figure 2. The full model
description is provided in Appendix A.

As seen in Figure 2, the five farmers’ behaviours
included in the model were:

� Forage collection: when collecting forage, we
assumed that farmers prioritize the location with
the highest forage level (Martin et al., 2016) and
the closest to their house.

� Trading partner: we assumed that farmers do not
buy cows from other farmers but from an exter-
nal agent (Boone et al., 2011).

� Cow selling: we assumed that farmers sell their
cows when experiencing forage deficit (Gross
et al., 2006). The number of cows being sold is
proportional to the level of forage deficit.

Table 3. conceptual model developed for the case study.
Organisational Aim (from the view point of the government and farmers cooperative)

� To propose policies that may support the sustainability of dairy supply chain in Pangalengan
Modelling Objectives
� To model the farmers behaviour in producing milk and selling milk
� To understand the relationship between the farmers behaviour and parameters such as cow population, cattle population, and milk production
Outputs (to determine achievement of objectives)
� Time series of the number of farmer households
� Time series of the cow population
� Time series of the cattle population
� Time series of the milk production

Components Included / excluded Justification

Agents:
Farmer household Included The agent rear the cattle and produce milk.
Farmers’ cooperative Included The agent who determine the milk price
Environment Included Provide forage as an input for milk production
Cattle (bulls and cows) Included within farmer household agent Determine the number of milk that can be

produce by the farmer agent and influence
the income of the farmer household agents.

Activities / decision rule:
Forage growth Included Determine the number of forage that can be

obtained by the farmer agents
Farmers collect forage Included Influence the cattles’ health and the amount

of milk that can be produced
Farmers produce and sell milk Included Influence the farmers’ income and eventually

the number of farmer households
Cooperative determine milk price Included Influence the farmers’ income and eventually

the number of farmer households
Farmers buy or sell cattle and cow Included Influence the cattle population, milk

production and eventually the
farmers’ income

Cattle reproduction Included Influence the cattle population, milk
production and eventually the
farmers’ income
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� Selling priority: we assumed that farmers would
sell the oldest animal first because older cows
tend to have more live weight and are less pro-
ductive (expert opinion).

� Cow buying: we assumed that farmers consider
buying cows when they have forage surplus and
sufficient money (Gross et al., 2006). The num-
ber of cows bought is equal to the additional
cows that can be fed using the excess forage.

These behaviours would be validated using the
RPG data. Subsequently, the benefit of the validated
decision rules in improving the operational validity
of the final model would be evaluated.

4.3. The design of the RPG data
collection instrument

Similar to the beer distribution game, we designed
our RPG as a turn-based board game (illustrated in
Figure 3a). This design was selected because of its
familiarity for the farmers, compared with a

computer game, and it prevented the disruptions
associated with an unreliable electricity supply. In
the subsequent subsections we explain each element
of the RPG, and the process to parameterise them.
As we mentioned previously, we aim to match the
RPG parameters with the reality to increase the like-
lihood of the RPG players revealing their real behav-
iour. This is one of the innovations of this study.

4.3.1. The players and their attributes
The objective of our RPG was to confirm or refute
the behaviours of the farmer agents and the players
in the game represent the farmers. The number of
players was limited to four to ensure the researchers
were not overloaded. The players’ decisions are
influenced by a range of attributes. For attributes
that can change ownership in the real world (e.g.,
cows and forage), we designed RPG items that can
be physically moved easily during the game. In our
case, we used buttons to represent forage, cards to
represent cows and vehicles, a small notebook to

Figure 2. Flowchart of the base ABM of dairy supply chain in West Java Indonesia, accompanied with the main literature
used to develop each module. (Please note that procedures using the term “cattle” apply to both male and female animals,
while those that use the term “cow” only apply to a female animal.).
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record milk production, and toy money to repre-
sent cash.

For attributes whose ownership does not nor-
mally change in the real world (e.g., the milk prod-
uctivity of one cow cannot be transferred to another
cow), we used items that cannot be moved during
the game. For example, the milk productivity and
productive lifetime of a cow are represented using
information printed on the rear of the cow card.
The milk productivity represents the amount of
milk that is produced by the given cow in a round
while the cow’s productive lifetime represents how
many rounds it can produce milk for (Figure 3b).
In this game, we assumed that a farmer’s house can-
not change ownership and is used as a permanent
base for the players. Each house is represented as a
home cell (Figure 3a).

4.3.2. The environment
The case study site area is approximately 30,000
hectares. This area is represented by 48 cells on the
game board (Figure 3a), each representing 6.25 km2

area. This resolution was chosen because, according
to domain experts, the farmers travel for at least
2.5 km per day to collect forage.

4.3.3. External events
We used cards to represent external events that may
happen in the real world and may influence how
decisions are made. These external events are (i)
cattle reproduction; (ii) the income from selling
male cattle; (iii) the expenses that must be paid by
the farmer household; and (iv) the cow mortality.
For example, when a player receives the card
illustrated in Figure 3e, the player receives one

cow and at the same time must pay Rp.7000 for
house repairs.

4.3.4. RPG schedule
The RPG schedule was designed to reflect the real
farmers’ routine activities and had been face vali-
dated by the domain experts. This aligns with Mode
2 in Ligtenberg et al. (2010). At the beginning of a
round in the RPG, all players are given a chance to
collect forage buttons from the game board by mov-
ing to a cell where the forage buttons are located
(please refer to step 3 in Figure 2). In reality, a
farmer has up to eight hours per day to collect for-
age and is affected by external factors such as wea-
ther conditions, illness and vehicle breakdown. To
accommodate these uncertainties, the maximum
number of moves a player can make is determined
by rolling a dice. Any unused moves cannot be car-
ried forward to the next round. The move is always
started from the player’s home. If the player decides
to take forage buttons from a certain cell, then the
player must return and start the next move from his
home. The number of forage buttons that can be
taken is constrained by the number of vehicles
owned by the player. To remove bias, the player’s
turn in each round is shuffled by using
permutations.

The players must then allocate the forage buttons
to their cows (one forage button for each cow card)
(Figure 2, step 4). Excess forage buttons can be car-
ried forward to the next round. If a player owns
fewer forage buttons than cow cards, then the player
can negotiate with other players to obtain more for-
age buttons or sell some of his cow cards (Figure 2,
step 5). If the cow card is sold to another player,

Figure 3. (a) The RPG game board, (b) the back side of cow card, (c) the front side of cow card, (d) the vehicle card, (e) the
event card, (f) the mortality card for the dead cow, and (g) the mortality card for the surviving cow.
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then the buyer must allocate a forage button to the
newly bought cow card. Players are free to deter-
mine their negotiation strategies and price when
trading forage buttons and cow cards. For example,
the seller may choose to reveal their cow’s product-
ivity (this information is on the rear of the cow
card and only visible to the cow’s owner).

Players add up the total of their milk production
and sell it to the cooperative to earn money (only
the cow cards that have been allocated a forage but-
ton can produce milk). The role of the cooperative

was played by a member of the research team. The
remaining productive lifetime on each cow card is
then decreased by one by ticking one of the pro-
ductive lifetime boxes (Figure 3b) (Figure 2, step 9).
At this stage, for each cow card without a forage
button, the owner must draw a card from the mor-
tality card deck. The mortality cards determine
whether the cow will survive to the next round
(Figures 3f, g).

All players then draw one event card and follow
the instructions written on the drawn card (Figure

Table 4. Summary of RPG’s parameters.
Parameter Estimation Explanation

Size of a cell 2.5 km � 2.5 km The reason for selecting this resolution has
been discussed in the Section 4.3.2.

Maximum number of moves by a player 12 cells per round By considering the uncertainty of working
hours utilisation explained in Section 4.3.4
farmers can travel up to 30 km per day;
therefore, 12-sided dice is used.

Amount of forage in one button 10.95 tonnes On average, a cow needs 10.95 tonnes of
forage per year to stay healthy.

Number of buttons 27 to 49 buttons The total forage production on the case
study’s site is estimated between 303.23
and 545.82 tonnes.

Capacity in a vehicle card 2 to 4 buttons A farmer household is able to transport
between 22.95 and 43.98 tonnes per year

Distribution of cow’s productivities in cow
cards (Prod)

Prod (5) ¼ 3 cards, Prod (10) ¼ 7 cards, Prod
(15) ¼ 51 cards, Prod (20) ¼ 79 cards, Prod

(25) ¼ 51 cards, Prod (30) ¼ 7 cards and Prod
(35) ¼ 3 cards

The empirical distribution of cow productivity
is N 20:44; 4:332

� �
: We divide this

distribution into 7 intervals and use the
midpoint of each interval. The number of
cow cards with a certain level of is
calculated accordingly (e.g.,
P Productivity ¼ 10ð Þ ¼ 3:5% of all
cow cards)

Distribution of cow’s productive lifetimes in
cow cards (PL)

PL (5) ¼ 67 cards, PL (7) ¼ 67 cards, PL (10)
¼ 67 cards

It is assumed to be uniformly distributed
U 4, 10ð Þ: We divide this distribution into 3
intervals and use the midpoint of each
interval. The number of cow cards with a
certain productivity lifetime is calculated
accordingly (e.g.,
P Productivity lifetime ¼ 10ð Þ ¼ 33:33% of
all cow cards)

Number of events related to the birth of a
new cow in event cards (birth)

Birth (0) ¼ 149 cards, Birth (1) ¼ 42 cards,
Birth (2) ¼ 6 cards, out of 197 event cards

The survey data shows that the birth of new
cows has a Poisson distribution with mean
of 0.29 per year.

Distribution of events related to cash flows
(CF) in event cards

CF (�16,000) ¼ 1 cards, CF (�13,000) ¼ 5
cards, CF (�10, 000) ¼ 24 cards, CF (�7,000)

¼ 56 cards, CF (�4,000) ¼ 64 cards, CF
(�1.000) ¼ 37 cards, CF (2,000) ¼ 10 cards,

out of 197 cards.

The typical additional income comes from
selling bulls. The distribution of money
received from selling bulls per year is
N 977:21; 1, 604:032
� �

: The distribution of
expenses is N 7, 370:02; 3, 112:472

� �
annually. By combining the two
distributions altogether, the distribution of
cash flow isN �6, 392:81; 3, 501:482

� �
: We

divide this distribution into seven intervals
with mid points of �16,000; �13,000;
�10,000; �7,000; �4,000; �1,000 and
2,000. The units are in Rp.10,000.

Milk selling price Rp. 120 per litre in 10,000 The average milk selling price from the survey
is Rp. 4,480 per litre. A cow can produce
milk for nine months in a year. Thus, in a
year the selling price of one litre of milk is
Rp. 1,209,600.

Market price of a vehicle Rp. 2,000 in 10,000 This price is paid when a farmer buy a vehicle
from the market. If a farmer buys it from
another farmer, they can negotiate the
price. Based on survey data, the average
vehicle price in the area is Rp. 22,600,000.

Market price of a cow Rp. 1,500 in 10,000 This price is paid when a farmer buy a cow
from the market. If a farmer buys it from
another farmer, they can negotiate the
price. Based on survey data, the average
cow price in the area is Rp. 15,670,000
per head.
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3e) (Figure 2, step 7). The drawn card must be
returned to the deck after the player has read it to
keep the probability of each event constant during
the game. This deck is also reshuffled at the begin-
ning of each round.

All players are then given an opportunity to sell
or buy cow and/or vehicle cards (Figure 2, step 6).
They can trade these cards with other players or the
market (played by a member of the research team).
A player is free to decide his negotiation strategies
and price. When a player decides to buy a new cow
from the market, a new cow card is drawn ran-
domly from the cow card deck.

Finally, the round ends by adding forage buttons
to the game board to represent forage regrowth.
The cycle continues until the game is stopped by
the facilitator. At the end of the game, the monetary
value of all players’ assets is calculated. These assets
include money, cow cards and vehicle cards. The
player with the highest asset value wins the game
(Figure 2, step 2).

4.3.5. RPG initial conditions and parameters
We were interested in observing the players’ general
strategies that they use in any given situation rather
than replicating the players’ real-world attributes in
the game. This approach is common in RPGs
(Castella et al., 2005) so, at the beginning of the
game, each player, regardless of their real-world
wealth, receives the same two vehicle cards and four
cow cards. This assumption is also important to
ensure that the game adheres to the RPG definition
(i.e., the players should play fictional characters and
not managing their own farm). Table 4 shows the
remaining RPG parameters that were estimated
using empirical data.

4.3.6. Design of experiments
As mentioned earlier in our literature review, typic-
ally, RPG researchers collect and analyse qualitative
data only. By adding the design of experiments step,
we supplemented the qualitative analysis (e.g.,
observed behaviours) with quantitative analysis.
Design of experiments enable us to develop statis-
tical models of the RPG players’ decision rules that
later, would be compared to the agents’ decision
rules in the ABM model. This is the second innov-
ation of this study.

In our case, we wanted to measure the effect of
forage availability and cow mortality on the
observed behaviour during the RPG sessions. Thus,
we designed our experiments based on these two
factors. We used three levels of forage availability
and cow mortality (giving us a total of nine experi-
ments). This allowed us to build a logistic regression
model of one of the observed behaviours, as
described in Section 6.

5. RPG data collection

5.1. Pilot RPG test

We conducted a pilot test involving lecturers and
students from the animal husbandry department of
a local university and an experienced farmer. The
objectives were: (i) to ensure that the RPG was rep-
resentative and easily understandable for the players;
(ii) to ensure that the experiment sets being used
had sufficient contrast so that the players may
exhibit different behaviours; and (iii) to identify
improvement to the RPG design.

Changes based on the feedback from the pilot
include adjusting the terminologies in the RPG
scripts to match the terminologies commonly used
by the local farmers, using toy money instead of a
notebook to reduce the mental burden in recording
each transaction (and make the game more fun),
and changing the instruction written on the event
cards into a short story about the event that is
familiar to the farmers (to make the RPG
more realistic).

From the pilot test, we estimated the time
required for each experiment. Owing to the time
constraint for data collection, we selected five out of
the nine experiments mentioned in Section 4.3.6
(experiments 1–5 in Table 4). One experiment
(experiment 6) was added to increase the contrast
among the experiment sets.

To demonstrate how we used design of experi-
ment to enable quantitative validation of a decision
rule, we select the cow selling decision. In the base
model, the decision rule is based on two parameters:
forage availability and the probability of cow’s mor-
tality. Hence, we use them as treatments in the
design experiment shown in Table 5. We use three
levels for each treatment. For the forage availability
featuring in Table 4, the total forage production in

Table 5. The final RPG experiment sets.
Experiments Additional Experiment after pilot

Main treatments

Probability of cow’s mortality

Low (30%) Medium (50%) High (70%) Very High (90%)

Forage Availability Low (24 Forage Buttons) Experiment 4
Medium (36 Forage Buttons) Experiment 1 Experiment 2 Experiment 3 Experiment 6
High (48 Forage Buttons) Experiment 5
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the case study site ranges between the equivalent 27
to 49 buttons. We determined the levels of forage
availability by selecting values that are within or
close to this range, and that enabled us to distribute
the forage buttons symmetrically on the game
board. Being able to distribute the forage buttons
symmetrically was necessary to keep the game fair
for all players. Therefore, we selected 24 (close to
the lowest value), 36 (close to the median value)
and 48 (close to the highest value) as the levels of
forage availability. For the probability of cow mor-
tality, the levels were determined based on the pilot
test result. The consideration was whether or not
the players’ behaviours are sensitive to the different
levels presented during the RPG experiments.

5.2. Players selection

To select the players, we sent a questionnaire to
farmers in 19 villages in West Java and received 153
valid responses. The questionnaire asked about the
characteristics of the farmers (e.g., demography,
socio-economic status, farming experience). We
applied the agglomerative hierarchical and K-means
clustering techniques to group the respondents into
clusters based on their characteristics. Both cluster-
ing methods consistently showed that farmers could
be grouped into the three clusters shown in
Figure 4.

The first cluster was formed by three farmers
(2% of the sample) who own large farming busi-
nesses (i.e., owns seven or more cows, and more
than 600m2 of land) with more than 20 years of
farming experience. The second cluster was formed
by 20 experienced farmers whose farming businesses
are small (13% of the sample). The majority of
farmers (85% of the sample) formed the final clus-
ter. These farmers are less experienced and run
small-scale farms.

We invited players from the three clusters to
mimic the proportion in the sample as closely as
possible. As we have mentioned earlier, this step
aims to make the game more realistic and increase
the likelihood that the players demonstrate their real
behaviour. In addition, this step is also important to
ensure that the statistical models derived from the
RPG data are representative of the real farmer
population. There were very few farmers in cluster 1

(3 people) and all of them were invited to partici-
pate in the RPG. Table 6 describes the composition
of players in each RPG experiment.

5.3. RPG experiment and observation

The RPG experiments were held in the evening to
allow all players to complete their daily tasks.
Evening time is usually reserved for socializing or
holding meetings in the villages. Hence, the players
could concentrate fully on the game. All players for-
mally consented to the recording of their actions via
the observation table and video recorder.

In the experiment, every two players were accom-
panied by one researcher who helped them in
understanding the RPG rules and assisted them in
organising the cards and money they own. The
research team could not intervene with the players’
decision-making. Two other researchers took the
facilitator and observer roles, as well as recorded
every decision made by the players. Hence, the
requirement to have the presence of an arbitrator
the RPG was satisfied.

The RPG began with an explanation of the pur-
pose of the games, the equipment, rules and game
schedules. Before the actual RPG sessions, the play-
ers played two trial rounds to familiarise themselves
with the RPG. One experiment lasted for 10 rounds
or until a one-hour time limit was reached. Every
player’s decision was considered as a decision situ-
ation and recorded as one data point. This unit of
analysis is similar to other experimental gaming
studies (e.g., Moffat & Medhurst, 2009).

The RPG experiment was concluded with a
debriefing session that began by discussing how well
the players understood the RPG process. They were
then asked to assess the similarity between the RPG
and the reality and indicate whether they had ever
encountered similar situations in their real experi-
ence. The observed decisions were then confirmed
to the players. They were asked to describe the deci-
sion rules they used. By having anchors based on
the observation, we reduced the reliance on the
players’ narration and potential biases.

We then asked whether those decision rules had
been used in reality. If not, we asked about the con-
ditions that would drive them to actually use those
rules. Finally, we elicited their perceptions toward

Figure 4. Clustering analysis result.
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the RPG and possible improvements. Bearing in
mind that they have participated in previous data
collection exercises (e.g., the government’s agricul-
tural census), we also asked them to compare the
usefulness of RPG to other data collection techniques.

6. Data analysis and findings

We cross-referred the decision rules we recorded
during the RPG and debriefing with the video
recording to ensure that validity of decision rules
(i.e., ensure that what the players say during the
debriefing, the researchers’ observations and the
video recording were consistent). As a result, we
excluded several of the data points for reasons such
as inconsistency between what a player says and
what the player does in the video. In total, 151 data
points were retained for analysis. The findings
related to the base ABM model’s decision rules
mentioned in Section 4.2 are discussed below. We
begin with the cow selling decision to demonstrate
the use of the design of experiments. The remainder
of the validation is based on a descriptive statistical
analysis of the players’ actions during the RPG. The
table featuring the full RPG result is presented in
Appendix B.

6.1. Cow selling

The experiment design allowed us to assess the
influence of forage availability and cow mortality on
selling decision. We split the forage availability fac-
tor into two parameters. The first is the maximum
number of forage buttons available on the game
board and the second is the deficit of forage button
experienced by a player, when he/she decides to sell
his/her cow. We developed a logistic regression
model to estimate the probability of selling
(Equation 1). The model is significant with a rela-
tively good fit (significance < 5%, Nagelkerke
pseudo R2 ¼ 53.7%). It shows that the probability
of a player to sell his/her cow increases as the likeli-
hood for a cow to die increases. In this equation the
forage availability parameters are excluded from
equation 1 because they are statistically insignificant
(see Appendix C). This also confirms the observa-
tion during RPG that the players prefer not to buy
cows from other players.

Ln
Psell

1� Psell
¼ 7:953Mortality� 1:109 (1)

During the debriefing, the players explained that
farmers tend to keep their cows even when experi-
encing forage deficit provided that the local veterin-
arian considers their cows to be healthy during his/
her weekly visit. In this RPG, the veterinarian’s
assessment is represented by the cow mortality scen-
ario being used. This shows that their main concern
is the health of their cows which was different from
the hypothesized selling decision rule. Therefore, we
use the new decision rule with one parameter (equa-
tion 1) in the final model. This result demonstrates
the benefit of validating an ABM model at both pro-
cess and knowledge representation levels.

6.2. Forage collection

Players make the forage collection decision when
they decide on how to collect the forage. The results
showed that the hypothesized decision rule is
observed in 45% of the instances (note that this
does not mean 45% of players use this rule). The
result also revealed two other variants:

� The players choose a cell in which the number
of forage buttons is greater than or equal to their
transport capacity (not necessary the cell with
the highest number of forage buttons) and the
nearest to their home (52% of the instances).

� The players choose the nearest cell regardless of
the number of forage buttons on it (3% of
the instances).

All three decision rules show the preference for a
location close to home. This is because farmers
want to minimize their travelling time and this was
confirmed during the debriefing. However, the
debriefing revealed another local cultural reason. A
location that is far from home is likely to be too
close to other farmers’ homes and, in the
Indonesian context, collecting forage in this location
is considered to be disrespectful and can trigger
conflict because forage is a common resource.
Hence, a policy intervention that assumes farmers
make the decision purely based on cost minimisa-
tion may result in unintended consequences such as

Table 6. Player composition in the RPG experiments.
RPG Experiment Cluster 1 Cluster 2 Cluster 3

1 1 player 1 player 2 players
2 0 player 1 player 3 players
3 1 player 1 player 2 players
4 1 player 1 player 2 players
5 0 player 0 player 4 players
6 0 player 1 player 3 players
#players out of #farmers in the sample 3 out of 3 farmers 5 out of 20 farmers 16 out of 131 farmers
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inter-farmer conflict. This illustrates the value of
RPG in uncovering the motives behind a decision.

6.3. Trading partner

The data shows that all cow card transactions were
made with the cattle trader instead of with other
players, which confirmed the assumption in the
model. The debriefing uncovered the underlying
reason behind this decision rule. When a farmer is
trying to sell a cow to another farmer, the prospect-
ive buyer tends to doubt the quality of the cow
because, from experience, a farmer is unlikely to sell
a highly productive cow. It is also easy to temporar-
ily increase a cow’s milk productivity by stopping
milking the cow for several days prior to the trans-
action. To avoid this, the buyer needs to spend sev-
eral days observing the productivity of the cow
which may be impractical. This is another example
where RPG can uncover the motive behind
a decision.

6.4. Cow selling priority

The result shows that in 83% of the instances, the
players chose to sell the cow with the lowest
remaining productive lifetime. This confirmed the
hypothesized decision rule. The remaining observed
behaviour during the RPG can be explained by the
players’ strategy to win the game by selling their
cows towards the end of the game. Hence, it does
not reflect their real-world practice and excluded
from further analysis.

6.5. Cow buying

The result showed that, in 86% of the instances,
players buy cows when they have enough money
and excess forage, confirming the agents’ decision
rule in the base ABM model. However, the RPG
also uncovered two other variants:

� Even when experiencing a forage deficit, some
players buy cows to replace those who die if they
have enough money (10% of the instances).

� When they have extra forage but not enough
money, they still buy cows by borrowing some
money from another player (4% of
the instances).

The debriefing further revealed two reasons why
players buy new cows, namely, to increase the num-
ber of cows (83% of the instances) or to upgrade
the quality of their cows (17% of the instances).
During the debriefing, the players told us that the

decision to upgrade is to increase their profitability
as what they do in the real world.

Throughout this section we have demonstrated
the benefit of our RPG design to micro-validate the
decision rules in the base ABM. From this analysis
the micro-validity trading partner selection and sell-
ing priority decisions are sufficiently high. Hence,
we can retain these decision rules in our final ABM.
However, this analysis also shows that the forage
collection, cow selling and cow buying decisions in
the base ABM do not fully reflect what the farmers
do. Hence, we use the information obtained during
the RPG to develop new (empirical) forage collec-
tion, cow selling and cow buying decision rules. In
Section 7.2 we will evaluate whether these new deci-
sion rules can also improve the macro-validity of
the ABM.

7. Discussion

7.1. RPG as a data collection instrument

The players felt that the RPG gave them more free-
dom to express their feelings and behaviours. For
example, when participating in a survey, they felt
that sometimes interpreting questions and options
in a questionnaire can be quite cumbersome, espe-
cially if the questionnaire uses different terminology
to that which they are accustomed to in their daily
life. Furthermore, during interviews, they found it
difficult to explain their perceptions in a way that
could be properly understood by the interviewer.
According to them, playing the RPG was fun and
less boring and less intimidating than responding to
surveys or interviews. More importantly, most play-
ers found this RPG to be compelling. Based on the
players’ appraisal, the RPG represents 70–80% of
their real experiences and this suggests a relatively
high level of validity for the RPG as a data collec-
tion instrument.

7.2. RPG’S impact on model validity

The impacts of the RPG on model micro-validity is
achieved through its ability to elicit decision rules
empirically from the players. We have demonstrated
these benefits in Section 6. In our case, the players
confirmed that what they experienced in the game
was very similar to their real experiences. For the
cow selling decision, the micro-validity can even be
evaluated quantitatively by using a logistic regres-
sion model. In addition to validating the process, we
can also validate the knowledge used by the players
to make their decision. For example, in this study
we can eliminate the forage availability parameter
from the cow selling decision because it is not a sig-
nificant parameter in the statistical model. The
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players also confirmed that they never considered
this parameter in reality. This is one of the benefits
of adopting the design of experiments approach in
RPG data collection.

The remainder of this section focus on evaluating
the benefit of our RPG data collection to improve
the macro-validity of the ABM model of an existing
system. In our case study, the ABM aims to produce
estimates of cattle population, cow population and
milk production (Table 7).

We compared the macro-validity of the base
model (M0 – model with hypothesized decision
rules) with the empirical models (M1–M3). Each
empirical model replaced one hypothesized decision
rule with the micro-validated decision rules obtained
from the RPG (forage decision in M1, selling deci-
sion in M2 and buying decision in M3). The mean
error estimation was used to measure the magnitude
of model output deviations from the real data. This
was done by measuring the mean difference between
model outputs at the end of each simulation year
and the real data (i.e., ME ¼ P2012

2011 Errori=2 where
Errori ¼ Datai � Simulationi, and i¼ 2010 …
2012). Table 8 shows the average (ME), standard
deviation (SME), and the two-tailed significance of
the t-test at 95% confidence level (sig. column).

A significance value higher than 5% indicates
that we fail to reject the null hypothesis that the
simulation output reflects the real data (i.e., a valid
model) and a lower ME

�� �� value indicates that the
model output is closer to the real data. The result
shows that incorporating the elicited selling decision
rule improves the macro-validity of the base model
(i.e., from being valid in two outputs to all three
outputs). This illustrates that the RPG validation
exercise is beneficial to increase both micro and
macro validity of our ABM model.

7.3. Methodological insights

One of the challenges in simulation methodology is
how to engage stakeholders who have no under-
standing of simulation modelling (Tako & Kotiadis,
2015; Taylor et al., 2009). Our study confirms that
our RPG approach can help the participants to
describe more easily how they behave in reality.
According to the players, unlike in interviews or
surveys, in the RPG they have no difficulty in
understanding the questions being asked and the

constructs being used. If designed properly, they can
relate the situations they face in the games to those
of their daily life. This provides OR researchers with
a rich opportunity to obtain more insights from the
stakeholders by triangulating the data from the
observed behaviour, post-game interviews
and debriefing.

Another general benefit of a RPG is to reduce
memory loss bias. Memory loss bias often makes
retrospective self-reports unreliable except for very
salient events (Janssen & Ostrom, 2006). A RPG
requires the players to solve a current and represen-
tative decision problem in each round rather than
recall a previous event to answer an interview or
survey question or to explain their behaviour in a
way that is understandable for the researcher.
Consequently, engaging stakeholders to play a RPG
can reduce the biases from memory loss. In our
case, the RPG was designed to maintain the corres-
pondence between the game and the reality, which
made the relationship between the RPG and reality
more vivid for the players. This has improved their
ability to explain how they make decisions in the
real world.

Our innovation complements the previous
approaches in ABM development and validation
using RPG. We compare the agents’ decision rules
with statistical models of RPG players action during
the game, instead of using qualitative analysis to
iteratively adjust agents’ decision rules (mode 1) or
comparing the ABM outputs to the RPG results
(mode 2). This innovation is implemented in our
RPG method by:

1. RPG parameterisation using real world data and
incorporating cluster analysis to select relevant
stakeholders. These are done to maintain the
correspondence between the RPG and the real
world. As we have mentioned in our literature
review, we believe that it is more likely for the
players to exhibit their realistic behaviours
when the situations they are facing mirror the
reality. Players’ perceptions towards our RPG in
Section 7.1 clearly reflect that this objective has
been achieved. Hence these steps are valuable
when designing RPG data collection for devel-
oping an ABM.

2. Inclusion of the design of experiments in the
RPG data collection process. In our study we

Table 7. Cattle population, cow population and average daily milk production in Pangalengan West
Java 2010–2012 (KPBS, 2016).
Year Cattle population (head) Cow population (head) Average daily Production (litre)

2010 21,322 21,083 159,333
2011 21,438 20,960 136,694
2012 22,366 22,073 138,904
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incorporated design of experiments in our RPG
data collection process. This step reduced the
reliance on researcher skills when analysing
information obtained from RPG data collection.
It enabled us to use quantitative analysis when
comparing the agents’ decision rules to the RPG
players actions during the game, and as we have
demonstrated this by using a logistic regression
analysis. It has allowed us to micro-validate the
agents’ decision rule at process and knowledge
representation levels. It also minimised
researcher subjectivity when interpreting the
data, and hence minimised biases arising from
the group process and confirmation bias.
Another benefit of this step is that it enabled us
to obtain both equation-based and rule-based
decision rules.

3. Evaluation of the improvement in an agent-
based model’s operational validity by including
RPG-derived decision rules. Another innovation
is that we iteratively evaluated the improvement
in the model’s operational validity produced by
each RPG decision rule. As we mentioned in
our literature review, the evaluation of oper-
ational validity is rarely done in ABM studies
that use RPGs. In this study we demonstrate
that a RPG is beneficial in eliciting decision
rules that can improve the operational validity
of an ABM model. In addition to improving
confidence in the final model, this step provides
us with feedback that can be used to understand
our RPG data better. For example, Table 8
shows that the elicited forage collection decision
systematically over-estimated the three outputs.
This is because the players know the number of
forage buttons in all cells. In reality, the farmers
can only visually assess the amount of forage
they can obtain from a particular location while
they are travelling on the ground. The system-
atic over-estimation indicated that the elicited
forage collection rule is more efficient and pro-
duces positive impacts on all model outputs.
This can happen if farmers have an aerial view
of the forage. Hence, technologies such as
drones can be considered for this purpose.
Clearly, aerial monitoring cannot give an accur-
ate estimate regarding the forage availability,

but it can help the farmers to make a visual
assessment and plan their trips accordingly.

8. Conclusion

The main objective of our study was to propose a novel
way to use RPG in developing and validating an ABM
and evaluate the benefits of this new design. Our study
provides novelty and a contribution, in that: (i) by
incorporating the design of experiments as a part of
our primary data collection, we demonstrate a process
to quantitatively validate the agent’s decision rules in
an agent-based model using RPG; (ii) we demonstrate
that it is possible to develop both rule-based and equa-
tion-based decision rules from the RPG data; (iii) we
demonstrate that our design allows micro-validation of
agents’ decision rule at process and knowledge repre-
sentation level; (iv) we quantitatively show that RPG
data collection is beneficial in producing a model with
higher operational validity; and (v) we identify and dis-
cuss the benefits of RPGs when developing an ABM.

The case study was chosen because it is concep-
tually similar to other studies in the agri-food sup-
ply chain domain, which reinforces its value in
demonstrating the benefits of the innovations that
we propose. Building upon these innovations, we
plan to evaluate the wider applicability of our meth-
ods using case studies with significantly different
characteristics in other domains.
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Appendices

Appendix A: Full model description

The model aims to replicate the dynamics of milk pro-
duction, cow population and cattle population in the case
study area. Those variables are important for policy mak-
ers as indicated by the annual reporting of industry statis-
tics. To produce these outputs, the model uses several
inputs such as the initial number of farmer households,
number of family labour, cattle ownership, and cow prod-
uctivity. The values of these parameters are identified
using the survey described in the paper.

There are three types of agent in the model, namely: a
number of farmer households, a cooperative and forage
patches. The farmer household’s role is to produce and
supply milk to the cooperative. The cooperative sets the
milk price based on the milk quality and then sells the
milk to the milk processing industry. The farmers interact
with the patches whose main function is to provide forage
for their cows. The conditions in the case study area are
representative for the typical supply chain in Indonesia
though the arrangement of the agents in the system may
vary. The simulation operates on daily time step, although
some processes occur on a monthly and annual schedule.

A.1. The patch agent

There are 306 patches in the model; each represents an
area of one kilometre square. We define three types of
patch: used patch, unused patch and forage patch. Used
patches represent the land area that has been occupied by
building, houses, roads, etc. Unused patches represent
empty land areas that can be used to build new cattle
pens but not to grow forage. Forage patches represent
land areas that are overgrown with forage.

Every day the patches produce forage. Equation A.1
describes the amount of forage production (kg per km2 per
day).

dF
dt

¼ Min Fmax�Ft � Fctð Þ, Ft � Fctð Þ� 1þ Gð Þ� �
(A.1)

Fmax represents the maximum amount of forage (kg) per
kilometre square area. There are various forage grass spe-
cies in the case study area and the actual composition is
unknown. However, Bahar (2014) estimates the forage

productivity of various grass composition that can grow
in a one kilometre square area in Indonesia is between
270 and 734 tonnes per km2. Hence, in each run, the
maximum amount of forage that can grow on a patch is
randomized within this range using a uniform distribu-
tion. Ft is the initial forage level at day t and FCt is the
amount of forage taken by the farmers on day t. G repre-
sents the forage growth rate with an average value of
1.1% per day (Bahar, 2014).

A.2. The farmer household agent

A farmer household agent consists of several family members
who work together to rear cattle. Each farmer household has
several attributes. Some of the farmer’s attributes are modelled
as variables (e.g., money, number of cattle, pen area and type
of transportation mode). Other farmer attributes are modelled
as lists (e.g., family members’ age, cattle gender, cattle age, the
percentage of fodder fulfilment, services per conception and
maximum milk production). Each element in the services per
conception and maximum milk production list represents the
fertility and the maximum milk that can be produced by
each cow respectively. The elements in these lists only have a
non-zero value for the cows.

In line with the previous studies, we assume that the
farmers accumulate their assets (i.e., money and cattle)
over time (Gross et al., 2006). Farmers’ income comes
from milk and cattle selling and they use their money to
pay monthly living expenses. According to our experts,
rearing dairy cattle is very time consuming so very few
farmers have sources of income other than producing and
selling milk. Therefore, we assume that farmers do not
produce crops or have off-farm jobs. In common with
earlier studies, we assume that farmers increase their
assets by using strategies to collect forage, sell milk, sell
cattle, buy cattle and expand pen area (Gross et al., 2006).

A.2.1. The forage collection process
Every day farmers collect forage to feed their cattle. They
scan forage patches around their house. The number of
working hours and the speed of the transportation mode
at their disposal limit the maximum distance they can
travel. Each farmer household typically has 8 h per day to
collect forage during the period between the cooperative’s
milk collections (i.e., 7 am and 3 pm). In the case study
area, the farmers collect forage on foot or by motorcycle
or truck. In common with Martin et al. (2016), we
assume that farmers prioritize the location with the high-
est forage level when choosing the location to collect for-
age. If there is more than one location with the highest
forage level then farmers prioritize forage collection from
the closest location to their house.

Having decided the location to collect forage, the
agents move to the designated patch. Their travel time is
subtracted from their remaining working hours. The
amount of forage they can collect from the given patch is
constrained by the patch’s forage level, the amount of
family labour, their remaining working hours and their
transport capacity. Actual measurements regarding these
variables were not available so we asked our expert to
suggest reasonable approximations based on his experi-
ence. The expert suggested that each family labourer
could harvest 40 kg of forage per hour. Furthermore, the
expert suggested that they could carry 40 kg of forage per
person per trip if they transported the forage on their
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back or using a cart, 60 kg of forage per trip if they used
motorcycle and 600 kg of forage per trip if they used
a truck.

A.2.2. The cattle feeding process
Farmer agents use the forage to feed their cattle. The cat-
tle require 40 kg of fodder each per day that comprises
forage and additional fodder. The expert suggested that,
to stay healthy, the cattle require 30 kg of forage each per
day. For the cows, the forage fulfilment also affects the
quantity of the milk they produce.

A.2.3. Milk production procedure
Farmers’ cows that have been pregnant can produce milk.
The first pregnancy usually occurs after the cow’s age
reaches two years. The quantity of milk produced is
determined by several factors (i.e., age, genetics and for-
age) as described in equation A.2.

Qmi ¼ MaxProdi�ProdEff NumPregið Þ�Foragei, PregPeriod<7 month

0, PregPeriod>7 month

(

(A.2)

Qmi denotes the quantity of milk produced by cow i
in a day. The PregPeriod variable represents how long the
given cow has been pregnant. The farmers usually stop
milking a cow that has been pregnant for 7months and
restart the milking process after it gives birth. Hence, the
milk production during this period is zero. MaxProdi
denotes the maximum milk production and reflects the
genetic attributes of the given cow. ProdEff represents the
percentage of milk that is produced by the given cow. It
is a function of the number of pregnancies (NumPregi) as
a proxy for age. The expert suggested that a cow achieved
its maximum milk production after the second pregnancy
(ProdEff 2ð Þ ¼ 100%) and the milk production then
decreased in the subsequent pregnancies. Actual measure-
ments to establish this function were not available but the
expert suggested that it would be reasonable to assume
that the milk production was decreasing linearly. We also
assume that the milk production is proportional to
Foragei, which represents the average forage fulfilment
(between 0 and 1) of cow i. The average forage fulfilment
of 1 means that the given cow always obtains sufficient
forage throughout its lifetime.

In addition to the quantity, we also consider the milk
quality in our simulation. This variable determines the
milk price per litre received from the cooperative. The
expert suggested that the proportion of forage in the total
fodder determined the milk quality. We assume that the
quality of milk increases linearly with the increase in the
proportion of forage. When the proportion is 75% or
higher, the quality of milk reaches its maximum
(i.e., 100%).

A.2.4. Hypothesized cattle selling and buy-
ing processes

Decisions regarding how many cattle should be retained
are the most important decision made by the farmer
agents because it would affect the amount of forage
required, cattle weight, mortality and the amount of add-
itional fodder used (Gross et al., 2006). In our simulation,
three separate processes determine how the farmers buy
or sell their cattle. In the first process, the decision to sell
or buy cattle is triggered by the forage availability (Gross
et al., 2006). In the second process, this decision is

triggered by the cattle’s age (Rasch et al., 2016). Finally,
in the last process, it is triggered by the farmer’s financial
condition (Boone et al., 2011).

In common with earlier studies (e.g., Gross et al.,
2006), for the first process, we assume that the forage
availability is a trigger for the farmers to sell or buy cattle.
When the forage is less available (e.g., during a drought),
they sell some of their cattle and, conversely, buy new
cattle (particularly cows) when the forage becomes more
available. We assume that the farmers sell or buy their
cattle to an external agent outside the system and not to
other farmers in common with earlier studies (Boone
et al., 2011).

When the average forage collected is not sufficient to
feed all of their cattle, they will start to sell their cattle.
According to the experts, the farmers will prioritize the
sale of the bulls first because they do not generate regular
income. They will start to consider selling their cows only
when they do not have any more bulls. When selling the
cows, farmer agents compare the potential income they
can get by feeding less forage but retaining all of their
cows (equation A.3) with the potential income they can
get by feeding sufficient forage but selling some of their
cows (equation A.4).

incomeretain ¼ ncow Qm�MP�
Fc
.

ncow

30

0
@

1
A� 10þ 30� Fc

ncow

� �
�AfP

� �0
@

1
A

(A.3)

incomesell ¼ Fc
30

Qm �MP
� �

� 10 �AfPð Þ
� �

(A.4)

ncow denotes the number of cows currently owned by a
farmer. Fc represents the average forage obtained by the
farmer and Fc=30 represents the maximum number of
cows the farmer can retain for the given forage availabil-
ity. Qm, MP and AfP represent the average milk produc-
tion per cow, the average milk price per litre and the
additional fodder price, respectively. In equation A.3, the
farmer has more cows to produce milk but suffers a pro-
duction penalty owing to the lack of forage and must pay
more for additional fodder. In equation A.4, the farmer
has fewer cows, but each cow can produce more milk and
the agent does not need to buy additional fodder. If
incomesell > incomeretain then the farmer will decide to sell
the cows and vice versa.

When selling cattle, we assumed that the farmers will
prioritise the sale of the oldest cattle first as described in
earlier studies (e.g., Boone et al., 2011). For the bulls, an
older bull usually has more live weight (Quang et al., 2014)
and is more valuable. Older cows have more live weight,
but older cows are usually considered less productive.

On the other hand, if the farmers can collect more for-
age than is needed then they start to consider buying
more cows. The number of new cows a farmer is willing
to buy is proportional to the additional cows that can be
fed using the excess forage. For example, if the forage
excess is enough to feed one more cow then the farmer
agent will consider buying one additional cow. The con-
straints in the buying decisions are the pen capacity and
the farmer’s money. If the farmer agent owns sufficient
pen capacity for its current cows and the new cows, then
it just needs to have sufficient money to buy the cows.
However, if the farmer agent does not have sufficient pen
capacity then it must have sufficient money to buy the
cows and to increase the pen capacity. The farmer agent’s
ability to increase pen capacity is also limited by the land
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availability on the patch where it is living. The fertility
and productivity of newly bought cows are assumed to
be random.

In the second process, the selling decision is based on
the cattle’s age. In general, the bulls are sold at two years
old. According to experts, farmers believe that the bulls
have reached their optimum live weight at this age.
Meanwhile, the cows are culled when they reach the age
of 10 years. At that age, it is believed that the milk prod-
uctivity of the given cow has become too low.

In the third process, the cattle selling decision is trig-
gered by the farmer’s financial condition. Each month,
the farmer agent calculates its living expenses and esti-
mates the amount of money it will have at the end of the
month. The living expense value is calculated by multiply-
ing the number of the farmer agent’s family members
and the standard cost of living in the area. If the esti-
mated income is less than the living expense value, then
the farmer agent starts to consider selling its cattle. As in
the first process, the farmers are assumed to sell the bulls
first. In this process, we also assume that the farmers
select the cattle to sell based on their age. This selling
process is repeated until the farmer agent’s money deficit
is covered.

In all of those three processes, we identify the max-
imum amount of money that can be earned by farmers
from selling their cattle using the survey data. The actual
price received by the farmer agent is assumed to be pro-
portional to the age of cattle being sold. On the other
hand, the price that must be paid by the farmers to buy a
new cow is assumed to be constant and the value is deter-
mined using the survey data.

It should be noted that the buying and selling decision
rules described here are hypothesized (i.e., not elicited
from farmers). The elicited buying and selling decision
rules are described in the paper.

A.2.5. Cow reproduction
Prior studies incorporate a fixed time schedule (e.g.,
annually) or growth rate (e.g., increase the population by
10% every year) for cow reproduction (e.g., Martin et al.,
2016). In our study, we considered a heterogeneous cow
fertility factor. In the cow reproduction process, the farm-
ers artificially inseminate those cows who are two years
old or older and not pregnant at the beginning of each
simulation month. The successfulness of the artificial
insemination process depends on the cow’s fertility, which
is represented by the services per conception variable. If
the artificial insemination fails, then this process would
be repeated in the subsequent month.

If the artificial insemination process is successful, then
the pregnancy process lasts for nine months. The cow
then gives birth to either a male or a female calf, each
with 50% probability. If the cow gives birth to a female
calf, then the new-born calf inherits the milk productivity
and fertility of its mother.

A.2.6. The retirement and succession of farmer
households

There are two main factors affecting retirement and succes-
sion of farmer household agent (i.e., age and financial con-
dition). At the end of each simulation year, all farmer
household members who are older than the productive age
are removed from the farmer household family member list
and the amount of family labour decreases. A farmer
household agent can also acquire a new family member

with a probability of 1.2% (the average population growth
in Indonesia). A farmer household agent is deleted from
the simulation if it does not have any family member left or
if it runs out of money and cattle.

Owing to the population growth, the farmland that was
once located in the rural area is currently surrounded by
residential areas. The non-farmers tolerate the existence of
a farmer household who continues dairy farming because
they are native to the area while the non-farmers are mainly
newcomers. The cooperative’s database also shows that all
of its members are multi- generation farmer families.
However, conflict with non-farmers could spark easily if a
newcomer tries to start dairy farming. This conflict is usu-
ally triggered by pollution caused by manure production
and potential water contamination. When a farmer house-
hold decides to stop dairy farming, their land will usually
be sold and converted into residential area settlement or
another business. Our simulation aims to replicate the real-
ity in the case study area so the probability of a new farmer
agent entering the system is set to be equal to zero.
However, a sensitivity analysis can be run on this probabil-
ity value if the survey data indicated that the emergence of
new farmers was quite possible.

A.3. The cooperative agent

The cooperative agent collects and grades milk from all
farmer household agents. We assume that the cooperative
determines the milk-buying price as a linear function of
milk quality, ranging from Rp 3350 to Rp 5200 per litre
(Rp is Indonesian currency). Based on the discussion with
the experts, the cooperative sells the milk to the milk
processing industry at a fixed price. The actual buying
price from the milk processing industry is unknown but
the experts estimated that it was approximately Rp 5500
per litre. The experts agreed that the cooperative’s daily
operational costs can be assumed to be fixed regardless
the total volume of milk they handle. Hence, it is more
profitable if they can operate at full capacity.

Appendix B: Full RPG results

Forage Transaction

� 1: Lend forage
� �1: borrow forage
� 2: Sell forage
� �2:buy forage
� 3: Giving away

Cow Transaction

� 1: Transaction with the market
� 2: Transaction with other player

Foraging Strategy

� 1:Optimising transport
� 2:Highest forage density
� 3:Random move
� 4:Nearest location
� 5:Farthest location
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SessionRoundPlayer
Forage
Level

Cow
Mortality

Forage
Collection
Strategy

Forage
Transaction

Forage
in / out

Forage
deficit

Mortality
Card
Taken

Cow
transaction

Cow
bought

Cow
sold

Vehicle
bought

Vehicle
Sold Comment

1 1 NE 48 0.5 1 �2
1 1 NW 48 0.5 �1 2
1 2 NE 48 0.5 �2 2 1 2
1 2 SE 48 0.5 1
1 2 SW 48 0.5 �1 1
1 3 NE 48 0.5 1
1 3 SE 48 0.5 1 �2 3
1 3 SW 48 0.5 �2 3
1 4 NE 48 0.5 2 1 never buy cows from a farmer
1 4 SE 48 0.5 1 �4 3 2 1 never buy cows from a farmer
1 5 NE 48 0.5 1 1
1 5 NW 48 0.5 1 1
1 5 SE 48 0.5 1 1 3 3
1 5 SW 48 0.5 1 1
2 1 NE 48 0.5 1 1
2 1 NW 48 0.5 1 1
2 1 SE 48 0.5 1
2 1 SW 48 0.5 1 2
2 2 NW 48 0.5 1 �1 1 1 1 upgrading
2 2 SE 48 0.5 1 1 �4
2 3 NE 48 0.5 1 �3
2 3 SE 48 0.5 1 2 �3
2 4 NW 48 0.5 1
2 4 SE 48 0.5 1 1
2 5 NW 48 0.5 1 �1
2 6 NW 48 0.5 1 �1
1 1 NW 36 0.3 4
1 1 SW 36 0.3 4
1 2 NE 36 0.3 2 1 1
1 2 NW 36 0.3 �3 2 1 1
1 2 SE 36 0.3 �1 1 1 1
1 2 SW 36 0.3 5 �1 1
1 3 NE 36 0.3 3 1 1
1 3 NW 36 0.3 1 1
1 3 SE 36 0.3 �4 3 1 1
1 4 NW 36 0.3 1
1 4 SE 36 0.3 2
1 4 SW 36 0.3 1 1 1
1 5 NE 36 0.3 1 2
1 5 NW 36 0.3 1 1
1 6 SE 36 0.3 2 1 never buy cows from a farmer
1 6 SW 36 0.3 1 2 1 never buy cows from a farmer
2 1 NE 36 0.3 1 1
2 1 NW 36 0.3 1 1
2 1 SE 36 0.3 1 1
2 1 SW 36 0.3 1 1 1
2 3 NW 36 0.3 shared farming
2 3 SE 36 0.3 1 �1
2 3 SW 36 0.3 1 1 1 1 Trade in
2 4 NW 36 0.3 2 �2
2 4 SE 36 0.3 1 �1
2 4 SW 36 0.3 1
2 5 SW 36 0.3 1
2 7 SE 36 0.3 4
2 8 NW 36 0.3 1
1 1 NE 36 0.5 1 �1 1
1 1 NW 36 0.5 �2 2
1 1 SE 36 0.5 4
1 1 SW 36 0.5 4
1 2 NE 36 0.5 1
1 2 SE 36 0.5 4
1 2 SW 36 0.5 1
1 3 NE 36 0.5 1 2 �1 0 1 1
1 3 NW 36 0.5 2
1 3 SE 36 0.5 �2 1 �1 0 1 1
1 3 SW 36 0.5 1 1
1 4 NE 36 0.5 1
1 4 SE 36 0.5 �1 1
1 5 SW 36 0.5 2
1 6 NW 36 0.5 2
1 6 SW 36 0.5 2
2 1 SE 36 0.5 1 2 1
2 1 SW 36 0.5 1 1 1
2 2 NE 36 0.5 1 1
1 1 NW 24 0.5 �2 0 1 2
1 1 SE 24 0.5 �2 1 1 1

(continued)
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Continued.

SessionRoundPlayer
Forage
Level

Cow
Mortality

Forage
Collection
Strategy

Forage
Transaction

Forage
in / out

Forage
deficit

Mortality
Card
Taken

Cow
transaction

Cow
bought

Cow
sold

Vehicle
bought

Vehicle
Sold Comment

1 1 SW 24 0.5 �2 1 1 1
1 2 NE 24 0.5 1
1 2 NW 24 0.5 1
1 2 SE 24 0.5 2 �1
1 2 SW 24 0.5 2 �1
1 3 NE 24 0.5 2
1 3 NW 24 0.5 �1
1 4 SE 24 0.5 2 �1
1 5 SW 24 0.5 �2 1
1 6 NW 24 0.5 1
2 1 SE 24 0.5 1 1
2 2 NE 24 0.5 �2 2
2 2 NW 24 0.5 1 1
2 2 SW 24 0.5 �1 1
2 3 NE 24 0.5 3
2 3 NW 24 0.5 3
2 4 SE 24 0.5 2 �1
1 1 SE 36 0.7 �2 2
1 1 SW 36 0.7 �4 4
1 2 NE 36 0.7 1 2
1 2 NW 36 0.7 4
1 2 SE 36 0.7 1 1
1 3 NE 36 0.7 3 �2
1 3 NW 36 0.7 �1 1
1 3 SE 36 0.7 1 1
1 3 SW 36 0.7 3 �1
1 5 SE 36 0.7 4
1 5 SW 36 0.7 1
1 6 NE 36 0.7 1
1 6 SW 36 0.7 1 1 1 upgrading
1 7 NW 36 0.7 1 3 �1
2 1 SE 36 0.7 3 �1
2 3 NE 36 0.7 1 1
2 3 SE 36 0.7 1 1
2 3 SW 36 0.7 1 1
2 4 NW 36 0.7 3 �1
2 4 SW 36 0.7 1 1 1 upgrading
2 6 NE 36 0.7 3 �1
2 6 NW 36 0.7 3 �1
2 7 NE 36 0.7 1
2 7 SE 36 0.7 1
2 7 SW 36 0.7 2 1 never buy cows from a farmer
1 1 NE 36 0.9 �2 1 1 2
1 1 NW 36 0.9 1 �2 0 1 2
1 1 SE 36 0.9 �1 1
1 2 NE 36 0.9 1 2
1 2 NW 36 0.9 1 1 1
1 2 SW 36 0.9 1 1 1 1 upgrading
1 3 NE 36 0.9 1 1
1 3 NW 36 0.9 1 1 1 1 upgrading
1 3 SW 36 0.9 1 1 1 1 upgrading
1 4 NE 36 0.9 1 1 1 upgrading
1 4 NW 36 0.9 1
1 4 SE 36 0.9 1 1
1 4 SW 36 0.9 1
1 5 NE 36 0.9 1 1
1 5 NW 36 0.9 1 1 2 1
1 5 SW 36 0.9 1 1 1 1
1 6 NE 36 0.9 2 �2 1 1 1 upgrading
1 6 SE 36 0.9 1 1
1 6 SW 36 0.9 1 1 1
2 1 NE 36 0.9 �1 0 1 1 1
2 1 NW 36 0.9 1 shared farming
2 1 SE 36 0.9 �2 0 1 2
2 2 NE 36 0.9 1 1
2 2 NW 36 0.9 1 1 1 1 upgrading
2 2 SE 36 0.9 1 �4
2 2 SW 36 0.9 1 1 1 1 upgrading
2 3 NE 36 0.9 �2 0 1 2
2 3 NW 36 0.9 1 �1 0 1 1 1
2 4 NE 36 0.9 3 �1
2 4 NW 36 0.9 1 2 �2
2 4 SE 36 0.9 2 �2
2 5 NE 36 0.9 �1 0 1 1
2 5 NW 36 0.9 1 2 �4
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Appendix C: Detailed statistical analysis for
selling decision

Likelihood Ratio Tests

Effect

Model Fitting Criteria Likelihood Ratio Tests

�2 Log Likelihood of Reduced Model Chi-Square df Sig.

Intercept 12.211 .077 1 .781
For_Level 12.794 .660 1 .567
Mortality_Rate 22.802 10.668 1 .001
Forage_Deficit_Post 14.847 2.713 1 .149

The chi-square statistic is the difference in -2 log-likelihoods between the final model and a reduced model. The reduced model is formed by omit-
ting an effect from the final model. The null hypothesis is that all parameters of that effect are 0.

Parameter Estimates

Willing_to_sella B Std. Error Wald df Sig. Exp(B)

95% Confidence Interval for Exp(B)

Lower Bound Upper Bound

Yes Intercept �1.109 3.839 .078 1 .779
For_Level �.081 .105 .593 1 .591 .922 .751 1.133

Mortality_Rate 7.953 3.407 6.403 1 .011 2.844E3 6.984 4415995.063
Forage_Deficit_Post �1.444 1.138 1.610 1 .253 .236 .025 2.195

aThe reference category is: No.

Case Processing Summary

N Marginal Percentage

Willing_to_sell No 18 66.7%
Yes 9 33.3%

Valid 27 100.0%
Missing 124
Total 151
Subpopulation 15a

aThe dependent variable has only one value observed in 12 (80.0%) subpopulations.

Model Fitting Information

Model

Model Fitting Criteria Likelihood Ratio Tests

�2 Log Likelihood Chi-Square Df Sig.

Intercept Only 25.243
Final 12.134 13.109 3 .004

Pseudo R-Square

Cox and Snell .385
Nagelkerke .537
McFadden .381
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