Utility of natural and artificial geochemical tracers for leakage monitoring and quantification during an offshore controlled CO₂ release experiment
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1. Introduction

The atmospheric carbon dioxide (CO₂) concentration has risen from 277 parts per million (ppm) in pre-industrial times to ~412 ppm in 2020 (Friedlingstein et al., 2019; Dlugokencky et al., 2020). In 2016, the United Nations Framework Convention on Climate Change (UNFCCC) agreed to take actions to keep global warming below 2 °C above the pre-industrial level. Integrated Assessment Models of different mitigation strategies suggest that decarbonisation pathways consistent with the 2 °C target rely on large-scale greenhouse gas removal from the atmosphere (IPCC, 2018), which involves the direct or indirect removal of CO₂ from the atmosphere, or so-called ‘negative emissions’. Several technologies have the potential to achieve negative emissions including direct air capture (DAC) and bioenergy with carbon capture and storage (Hazeldine et al., 2018). Carbon capture and storage (CCS) involves the capture of CO₂ from large point sources, such as industrial power plants, or directly from the atmosphere, and its injection into geological storage reservoirs such as deep saline aquifers or depleted oil and gas reservoirs for permanent storage (IPCC, 2005).

Suitable geological formations for CO₂ storage exist onshore and offshore although onshore storage can be restricted, e.g., by the need to avoid large population centres and protection of potable groundwater resources (Lee et al., 2014; Ringrose and Meckel, 2019). The majority of Western Europe’s potential CO₂ storage capacity is located offshore, mainly in the North Sea (IEAGHG, 2008; Vangkilde-Pederson, 2009). There are a small number of active (Sleipner, North Sea, Norway; Shnivit, Barents Sea, Norway) and completed (K12-B, North Sea, Netherlands) offshore CO₂ injection projects in Europe that provide
confidence in the security of offshore CO₂ injection and storage (Furre et al., 2017; Hansen et al., 2013; Ringrose and Meckel, 2019; Van der Meer, 2013; Vandeweijer et al., 2011). However, CCS has yet to be implemented on an industrial scale. One of the barriers to large-scale CCS deployment in an offshore environment is the need to ensure that an unintended leakage of the injected CO₂ can be detected and managed. Leakage of injected CO₂ from well-selected and managed geological storage sites back into the atmosphere is generally considered unlikely (IPCC, 2005; Alcalde et al., 2018), and CO₂ storage integrity and effective monitoring of depleted gas fields has been demonstrated (e.g., Furre et al., 2017; Jenkins et al., 2012). However, effective environmental monitoring strategies are required to comply with international marine legislation (e.g., the EU CCS Directive (EU, 2009), the London Protocol (IMO, 2006), the OSPAR Convention (OSPAR, 2007) and to obtain public acceptance to operate (Mabon et al., 2015; Mabon et al., 2017; Mabon et al., 2014).

In the event of CO₂ leakage in the marine environment, CO₂ may partly or completely dissolve in sediment pore waters before entering the water column. When CO₂ dissolves in water, it reacts to form carbonic acid (H₂CO₃) that subsequently dissociates with release of H⁺ to form bicarbonate (HCO₃⁻) and carbonate (CO₃²⁻) ions. The sum of the concentrations of these three species (H₂CO₃ + HCO₃⁻ + CO₃²⁻) defines the dissolved inorganic carbon (DIC) content of the water (Zeebe and Wolf-Gladrow, 2001). Detecting and quantifying a release of CO₂ in the marine environment is challenging because CO₂ is naturally produced by biogeochemical processes such as the degradation of organic carbon and the dissolution of carbonate. Natural variations in DIC (e.g., tidal, seasonal) need to be distinguished from changes caused by a leak from a CCS reservoir; this can be difficult when the leak is small or the natural variability in baseline DIC is large (Blackford et al., 2017).

Chemical tracers that fingerprint the leakage of CO₂ from a storage reservoir can be effective tools for distinguishing between natural and leakage signals. A tracer is a non-toxic marker species that is either naturally present (inherent) in CO₂ or the reservoir or can be purposefully added to the injected CO₂ (e.g., Flude et al., 2016; Roberts et al., 2017). Ideally, tracers should be detectable at very low concentrations and have a low background concentration or a significantly different isotopic signature from that found in the environment. A variety of tracers have been proposed for CCS and tested as part of CO₂ injection and release experiments and in pilot CCS projects (Jenkins et al., 2015; Myers et al., 2013). To date, tracers have mainly been used for in-reservoir monitoring and characterisation, for validating the presence of injected CO₂ in the reservoir and to understand CO₂ migration pathways. Stable isotopes of carbon (δ¹³C) and oxygen (δ¹⁸O) have been applied successfully for in-reservoir monitoring of CO₂, for example for tracking the migration of the injected CO₂ gas, for quantifying the amount of CO₂ sequestered in the reservoir and for studying interactions between reservoir fluids and rocks (e.g., Kharaka et al., 2006; Serno et al., 2016; Gilfillan et al., 2014; Gyore et al., 2017; Gyore et al., 2013; Assayag et al., 2009), as well as leakage monitoring (e.g., Kim et al., 2019; Schacht and Jenkins, 2014; Jones et al., 2014). Artificial tracers, such as sulfur hexafluoride (SF₆), perfluorocarbons (PFCs) and noble gases, have also been applied successfully to detect CO₂ breakthrough in terrestrial storage reservoirs (e.g., Boreham et al., 2011; Jenkins et al., 2015; Matter et al., 2016; Stalker et al., 2015) and leakage monitoring (e.g., Myers et al., 2019; Rillard et al., 2015; Nimz and Hudson, 2005). However, most tracer studies have been performed in onshore settings and the applicability of tracers in offshore marine environments and their behaviours in the marine environment are currently poorly understood (Roberts et al., 2017).

This study builds on the QICS (Quantifying and Monitoring Potential Ecosystem Impacts of Geological Storage) project, which completed the first controlled CO₂ release experiment in a marine setting. Leakage of injected CO₂ was detected through analysis of δ¹³C of sediment pore waters, which reflected the δ¹³C value of the injected CO₂ (Lichtschlag et al., 2015). Approximately 85% of the injected CO₂ was estimated to have remained in the sediment, both in gas pockets and dissolved in sediment pore water, but their relative proportions could not be verified (Blackford et al., 2014; Taylor et al., 2015; Cevatoglu et al., 2015). In order to better resolve the fate of CO₂ the use of inert tracers was recommended (Blackford et al., 2015).

To demonstrate the application of new and established methodologies for marine environmental monitoring of offshore CO₂ storage sites, the Strategies for Environmental Monitoring of Marine Carbon Capture and Storage (STEMM-CCS) project carried out a controlled CO₂ release experiment in the central North Sea (Flohr et al., 2021). For the first time, a set of natural, inherent tracers (¹³C, ¹⁸O) and non-toxic, added tracer gases (octafluoropropane (C₃F₈), sulfur hexafluoride (SF₆) and krypton (Kr)) were tested in a marine environment for their applicability for source attribution and leakage rate quantification at the seafloor. This paper summarises the key insights on tracer behaviour, sampling and analyses provided by the release experiment, and evaluates the utility of tracers for marine environmental monitoring of offshore CO₂ storage sites.

2. Materials and methods

2.1. CO₂ release experiment

The STEMM-CCS CO₂ release experiment was carried out near the proposed Goldeneye CO₂ storage reservoir, a depleted gas condensate field located offshore Scotland in the Outer Moray Firth, in the UK sector of the central North Sea (56–60 N) (Dean and Tucker, 2017).

The field experiment took place between 27 April and 27 May 2019 and involved two research vessels: the UK royal research ship RRS James Cook (expedition JC180; Connelly, 2019) and the German research vessel RV Poseidon (expedition POS534; Schmidt, 2019). In brief, CO₂ gas and tracer gases were injected into the shallow sediment overburden (at a depth of ~3 m below seafloor (mbsf), total water depth 119 m) over a period of 11 days. The injection rate was increased in a series of steps over the course of the experiment (6, 14, 29, 86 to 143 kg CO₂ d⁻¹). A detailed description of the release site and the release experiment can be found in Flohr et al. (2021).

The CO₂ and tracer gases were injected into the shallow sediment via a gas release pipe that was connected to a custom-built gas storage and delivery system. The delivery system consisted of a pair of bulk CO₂ storage tanks (City Gas EOOD, Stara Zagora, Bulgaria), four manifolded bladder accumulators (QHP, England) that contained the concentrated tracer mixture, and a gas control unit. All of this equipment was mounted in a steel deployment frame (5.5 m length, 2.55 m width, 2 m height) that had a gross weight of 13 t (including a total of 3.3 t of liquid CO₂).

2.2. Geochemical tracers

Tracer gases were selected based on (i) previous work (Roberts et al., 2017; Myers et al., 2013 and references therein; Flude et al., 2016; Dean and Tucker, 2017), (ii) the underlying experimental setup, (iii) the physico-chemical properties of the tracers and (iv) aspects of availability, analytical feasibility and associated costs. The selected tracers were a set of inherent, natural (δ¹³C, δ¹⁸O) and added (C₃F₈, SF₆, Kr) tracers. In addition, the injected CO₂ gas naturally contained CH₄.

Other tracers such as trifluoromethyl sulfur pentafluoride (SF₅CF₃), xenon isotopes (¹²⁴Xe, ¹²³Xe), deuterated methane (CD₄) and radio-carbon (¹⁴C) were ruled out due to the overall costs associated with purchasing the tracer mixture and/or the subsequent analysis. Other tracers such as many of the perfluorocarbons that have been used for in-reservoir monitoring were ruled out because they would be liquid at in-situ conditions (13 bar absolute pressure).

A customised gas storage system was built accommodating 3.3 t of liquid CO₂ with ~1.7 m³ of CO₂ vapour headspace. The presence of two-phase CO₂ in the CO₂ tanks meant that the tracers could not be simply
added to the storage tanks but had to be mixed into the CO₂ gas flow to ensure constant tracer concentration.

The concentrated mixture of the trace gases (0.11 % C₃F₆, 1.77 % SF₆, 58.98 % Kr in a balance of CO₂ gas; BOC, UK) was stored in 4 × 50 L bladder accumulators (QHP, UK; bladder material: Viton) at 30 bar filling pressure positioned on the gas rig (Fig. 1). The accumulators were kept charged to a constant pressure of 30 bar via a regulated gas feed and to ensure that nearly all of the mixture could be extracted when submerged at 120 m water depth with an external pressure of approximately 12 bar. The trace gas mixture was fed into a bespoke control unit where the flow was regulated through a mass flow controller (MFC) (Bronkhorst, UK) and then mixed into the main CO₂ line. The mixed gas line then re-entered the control unit where a second MFC regulated the overall flow rate. The gas mixture was delivered into the sediment at ~0.7 bar above ambient pressure. The MFCs worked as a master-slave pair whereby the mixed gas flow was user-controlled and the trace gas mix flow maintained a pre-set mass ratio. For the experiment the CO₂: tracer ratio was set at 10,000:1 to yield mole fractions of 58.98 ppm Kr, 1.77 ppm SF₆ and 0.11 ppm C₃F₆ in the final injection gas. This CO₂: tracer ratio was selected on the basis of (i) using the minimum amount of tracer while (ii) taking into account analytical detection limits of the tracers in the gas phase and in the water phase (ppb-ppt levels). The target CO₂:tracer injection ratio was kept constant throughout the release experiment.

The expected aqueous solubilities of tracers at in-situ conditions were calculated using the ‘discrete bubble model’ of the Texas A&M oilspill calculator (TAMOC) model (Socolofsky, 2015; Gros et al., 2016; Gros et al., 2017; Dissanayake et al., 2018). The TAMOC model calculates the aqueous solubilities of gas mixtures based on fugacities calculated using the Peng-Robinson equation of state and the pressure-, temperature-, and salinity-dependent Henry’s law constant (Gros et al., 2016). The model was tailored to each of the tracers based on ten chemical properties (Gros et al., 2021). The TAMOC model has been validated with field and laboratory data for a variety of pure gas and gas mixtures as well as for liquid petroleum hydrocarbons at conditions encompassing 1–150 bar (Dissanayake et al., 2018; Gros et al., 2016, 2017, 2019, 2021; Jun, 2018; Leonte et al., 2018).

2.3. Gas sampling

Gas was sampled using custom-made gas bubble samplers (GBS) (CorSysy, Germany) that were operated by the manipulator arms of the remotely operated vehicle (ROV) Isis. The GBS consisted of an inverted transparent funnel (0.7 L internal volume), inlet valve, stainless steel sample cylinder (0.5 L internal volume) and outlet valve (Fig. 2). Prior to sampling, the GBS were flushed with nitrogen (N₂) for several minutes and then evacuated to ~2 × 10⁻⁵ bar (Edwards High Vacuum Pump E2M5). Available space on the ROV was limited to 3 GBS that were attached to the lid of a box positioned on the sliding tray of the ROV (Fig. 2a). Gas samples were usually taken once a day and usually several hours after the gas flow rate was changed to avoid picking up a spike signal. Gas was collected from (i) the CO₂ release system’s sample point (from here on referred to as rig gas samples) (Fig. 2b, c), (ii) from bubble streams at ~0.10–0.15 m above sea floor (masf) (from here on referred as seep gas samples) (Fig. 2d) and (iii) occasionally from the same bubble stream but at ~0.9–2.7 masf. The rig gas samples were used to identify any temporal variability of the CO₂:tracer ratio in the injection gas so that changes in the composition of the bubble stream samples could be accurately computed. Gas samples from ~0.9–2.7 m above the seabed were collected to validate numerically-simulated rates of CO₂ dissolution in the water column (Gros et al., 2021) and are not further discussed here. Markings on the funnel helped to identify the volume of gas collected over a given time period, providing a quantification of the flow rate from the bubble stream.

2.3.1. Gas analysis

2.3.1.1. CO₂, C₃F₆, SF₆, CH₄ A flow-through Fourier-Transmission Infra-Red (FT-IR) analyser (atmosFIR, Protea Ltd. UK) (S1, Supplementary Material) was used on board the RRS James Cook to measure the molar fractions of CO₂, SF₆, C₃F₆ and CH₄ in the discrete gas samples collected during the release experiment. The FT-IR was equipped with a custom-made sample injection system allowing reference gases to be injected (S1, Supplementary Material). The standard deviation (SD) (±1σ) and relative standard deviations (RSD) reported here for the individual tracer gas concentrations refer to the standard deviation of 6–10 analyses of the same gas sample. The RSD of C₃F₆ measurements...
ranged from 0.4 to 18.7 %, for SF₆ from 0.1 to 2.0 % and for CH₄ from 0.2 to 1.4 % (n = 26). High RSDs of C₂F₆ and SF₆ were related to concentrations lower than optimal for the FT-IR.

The sampling port on the FT-IR instrument (S1, Supplementary Material) also allowed discrete sub-samples of the gas to be collected for later analysis of δ¹³C/¹₂C, δ¹⁸O/¹⁶O and Kr back onshore. Discrete gas samples were retrieved from the sampling port using gas tight syringes (Hamilton; needle diameter 0.3 mm). For each discrete sample, 25 mL of gas (at ambient temperature and pressure) was retrieved and injected into pre-evacuated 12 mL Exetainers® with double wadded septa (Labco). The gas samples were stored at room temperature.

2.3.1.2. δ¹³C/¹₂C, δ¹⁸O/¹⁶O. The isotopic compositions of the discrete gas samples (δ¹³C, δ¹⁸O) were determined after the release experiment using a Delta V Advantage isotope mass spectrometer fitted with a GasBench II at the Department of Earth Sciences, University of Oxford. The samples were calibrated with NBS-18 and NBS-19 calcite standards, at 50 °C. An acid fractionation factor αCO₂(acid)-calcite = 1.00934 was applied to account for the difference in acid fractionation factor between the calcite standards and the gas samples (Kim et al., 2015). The relative ¹³C/¹₂C values are reported in the conventional δ¹³C (‰) notation, relative to the Vienna Pee Dee Belemnite (V-PDB), by assigning a value of +1.95 ‰ to NBS-19. The relative ¹⁸O/¹⁶O values are reported in the conventional δ¹⁸O (‰) notation, relative to Vienna Standard Mean Ocean Water (V-SMOW), on a scale normalised such that the δ¹⁸O of SLAP2 water was −55.5 ‰. Analytical accuracy (±1σ) determined by measuring standards was ±0.014 ‰ for δ¹³C, ±0.14 ‰ for δ¹⁸O and ±0.03 ‰ (n = 7) for δ¹³C and ±0.05 ‰ (n = 7) for δ¹⁸O.

2.3.1.3. Kr. The Kr concentration in the discrete gas samples was measured after the cruise using a portable quadrupole mass spectrometer (MiniRUEDI) (Brennwald et al., 2016) at the Department of Earth Sciences, Oxford. For quantitative analysis of Kr concentrations in CO₂, a specific measurement protocol had to be developed (S2, Supplementary Material). Calibration reference gases were created by mixing pure industrial grade CO₂ gas (BOC) with Kr-rich certified references gases. A total of 25 mL of gas was injected to ensure that the Exetainers® were over-pressured by the same amount as the samples. Five sets of reference gases were created, providing Kr concentrations of 45 ppm, 90 ppm, 261 ppm, 504 ppm, and 1506 ppm. This suite of reference gases was over-pressured by the same amount as the samples. Five sets of reference gases were created, providing Kr concentrations of 45 ppm, 90 ppm, 261 ppm, 504 ppm, and 1506 ppm. This suite of reference gases was characterised using the MiniRUEDI and the data were used to create a calibration curve correlating measured intensity at m/z 84 with the known concentration of total Kr in the reference gases.

Each sample Exetainer® was analysed in two stages. First, an initial characterisation stage identified the gas species present and was used to make a rough assessment of the likely Kr concentration based on the calibration curves, and to allow the most appropriate calibration reference gas to be selected. Next, signal intensities at m/z = 84 were measured using both Faraday (less sensitive) and Secondary Electron Multiplier (more sensitive) detectors. Finally, a calibration reference gas of appropriate concentration was measured immediately after the sample, and using exactly the same measurement procedure as for the sample. Relative analytical uncertainties on signal intensities were typically 0.7–1.5 %.

Calculation of Kr concentrations from spectrometer intensities was

Table 1
CO₂ injection flow rates. Note: accumulated tracer mass is calculated from the targeted tracer injection.

<table>
<thead>
<tr>
<th>Start (date time UTC)</th>
<th>End (date time UTC)</th>
<th>CO₂ injection rate L min⁻¹</th>
<th>g min⁻¹</th>
<th>kg d⁻¹</th>
<th>mol d⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>11 May 2019 15:19</td>
<td>14 May 2019 14:00</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>128</td>
</tr>
<tr>
<td>15 May 2019 06:00</td>
<td>17 May 2019 10:00</td>
<td>5</td>
<td>10</td>
<td>14</td>
<td>291</td>
</tr>
<tr>
<td>06:48 17 May 2019</td>
<td>16:54 17 May 2019</td>
<td>10</td>
<td>20</td>
<td>29</td>
<td>645</td>
</tr>
<tr>
<td>19 May 2019 22:00</td>
<td>11:17 22 May 2019</td>
<td>50</td>
<td>99</td>
<td>143</td>
<td>3234</td>
</tr>
</tbody>
</table>

Fig. 2. Gas sampling. (a) The GBS were operated by the ROV manipulator arms and stored on the sliding tray of the ROV. (b) Front panel of the gas rig and (c) gas sampling at the sample point (red tube) of the gas rig. (d) Gas sampling of a bubble stream close to the seabed at the experimental site. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
achieved by comparing blank-corrected intensities of the sample to blank-corrected intensities of the calibration reference gas and converting to concentrations via Eq (1):

\[
^{84} \text{Kr} = \frac{\text{Sample_{measured}}}{\text{Reference}_{measured}} / \text{Reference}_{true}
\]

(1)

The concentration of elemental Kr was then calculated from the concentration of \(^{84}\text{Kr}\) by assuming that the isotopic composition of the pure Kr gas is the same as atmospheric Kr (i.e., \(^{84}\text{Kr}\) is 57 % of the total Kr concentration (Ozima and Podosek, 2002)). The assumption that Kr was unfraccionated in sample gases was confirmed for the injected Kr by comparing signal intensities at \(m/z = 84\) and \(m/z = 86\) from analyses of air and the reference gases. Quoted standard deviations on Kr concentrations (RSD ranges from 1.2 to 4.9 %) include uncertainties associated with small differences in filling pressure between Exetainers®.

As Kr analyses took place ~3 months after the gas was sampled, sample quality and containment had to be verified. Measurements of the \(N_2/\text{CO}_2\) ratios in the gas samples were used as a measure of sample containment over time assuming that atmospheric contamination of the gas sample would be reflected in a gradual increase of the \(N_2/\text{CO}_2\) ratio. The \(N_2/\text{CO}_2\) ratio in primary standards measured 1–4 days after filling (0.069±0.0045, RSD = 6.6 %, \(n = 5\)) was virtually identical to those measured after 56 days (0.069±0.0037, RSD = 5.6 %, \(n = 3\)) indicating that contamination due to air by sample storage was negligible.

2.3.2. Quantification of \(\text{CO}_2\) loss from the injected gas using the tracers

The tracer approach is based on the strong difference in trace gas solubility versus \(\text{CO}_2\) solubility in seawater. Consequently, as the injected \(\text{CO}_2\) migrated through the sediment, \(\text{CO}_2\) dissolution into the sediment pore water was assumed to be the dominant process modifying the gas composition over time, with preferential loss of \(\text{CO}_2\) from the gas phase leading to a gradual increase in tracer concentrations relative to \(\text{CO}_2\) concentration in the remaining gas. The change in the tracer gas composition (\(\Delta c_{\text{tracer}}\)) between the initial rig gas sample (\(c_{\text{tracer}}^\text{rig} \)) and seep gas sample (\(c_{\text{tracer}}^\text{seep} \)) was derived as follows:

\[
\Delta c_{\text{tracer}} = \left( \frac{c_{\text{tracer}}^\text{rig}}{c_{\text{tracer}}^\text{seep}} - 1 \right) \times 100
\]

(2)

and is equivalent to the percentage of \(\text{CO}_2\) lost from the initially injected \(\text{CO}_2\) due to dissolution in sediment pore water. For quantification, these values were referenced to the respective injected flow rate. It was further assumed that the composition of injected \(\text{CO}_2\) measured in a seep gas sample was the same for all the seeps/bubble streams observed emanating from the seabed at that time. This simplification was necessary because time and space constraints meant that only one bubble stream could be sampled on any one ROV dive.

Depending on the intensity of the sampled bubble stream, sampling took between 23 min at lowest injection flow rates and 3 min at the highest injection flow rate. Consequently, the longer the sampling took, the longer the \(\text{CO}_2\) within the funnel was in contact with water and thus continued to dissolve. To estimate the extent of dissolution within the inverted funnel during sampling, a typical mass transfer equation for a flat interface following the stagnant film model was applied (White et al., 2006):

\[
F = (D / \delta)^* (C_{\text{eq}} - C_{\text{amb}})
\]

(3)

where \(F\) is the mass flux across the gas-water interface within the funnel (kg m\(^{-2}\) s\(^{-1}\)); \(D\) is the diffusion coefficient of \(\text{CO}_2\) in seawater (m\(^2\) s\(^{-1}\)); \(\delta\) is the thickness of the boundary layer (m); \(C_{\text{eq}}\) is the concentration in seawater at equilibrium with the gas at in-situ conditions of pressure, temperature, and salinity (kg m\(^{-3}\)); and \(C_{\text{amb}}\) is the background concentration in ambient water (kg m\(^{-3}\)). \(C_{\text{eq}}\) was determined where \(\text{m}_{\text{tot}} = \text{m}_{\text{inj}} + \text{m}_{\text{leak}}\) (based on field data) were assumed, such that \((C_{\text{eq}} - C_{\text{amb}}) \approx C_{\text{eq}}\). Equation 3 was integrated to estimate the total mass of \(\text{CO}_2\) lost from the inverted funnel during sampling (\(m_{\text{tot}}\), determined where \(m_{\text{tot}} = \int_0^T A(t) F \text{d}t\), and \(A(t)\) is the time-dependent surface area of the gas-water interface within the inverted funnel).

2.3.3. Direct measurement of gas bubble leakage flow rate

The gas bubble leakage rate across the seabed was estimated by measuring the time taken to fill the inverted funnel in 100 mL steps shown by the markings on the funnel. In most cases, 5 individual measurements were made for each bubble stream, but sub-optimal camera perspective/angle or funnel tilting meant that not all measurements were reliable.

Seps varied in intensity and thus leakage rate during each sampling campaign. Although a number of bubble streams were active at any one time (as recorded by ROV video footage), leakage rate measurements could only be made from one bubble stream (usually one of the most constant and intense ones) per ROV dive. Flow rates for other bubble streams were estimated by re-viewing the ROV video footage, visually comparing bubble streams to the sampled bubble stream, and determining their relative intensities (either 25, 50, 75, 100 % relative to the sampled bubble stream). The total leakage rate was defined as the number of bubble streams multiplied by their assigned leakage rate.

The difference between the total estimated leakage rate and total injected \(\text{CO}_2\) was assumed to represent \(\text{CO}_2\) that remained in the sediment. This \(\text{CO}_2\) may consist of both dissolved and gaseous \(\text{CO}_2\). As tracers only quantify \(\text{CO}_2\) in the dissolved phase, the difference between these two values was used to approximate the fraction of gaseous \(\text{CO}_2\) that remained in the sediment.

2.4. Seawater and pore water samples

2.4.1. Sampling

Seawater samples were taken using Niskin bottles (1.7 L) mounted at the back of the ROV. Usually 4 Niskin bottles were fired above the bubble stream between 1.5–2.5 m above the seafloor, and 2 Niskin bottles were fired close to the gas rig, both towards the end of the dive. The sampling was done by reversing the ROV above the bubble stream, using the rear camera that was aligned with the Niskin bottles, and firing the bottles when gas bubbles were visible between or close to the Niskin bottles. After recovery, water samples were retrieved from the Niskin bottles. Water samples for analyses of dissolved inorganic carbon (DIC), and carbon and oxygen isotopes (\(\delta^{13}\text{C}_{\text{DIC}}, \delta^{18}\text{O}_{\text{H}_{\text{2}}\text{O}}\)) were collected following standard operation procedures (Dickson et al., 2007), were filled in 12 ml Exetainer® borosilicate glass vials (Labco) and 40 mL borosilicate glass vials (Thermo) with no headspace, poisoned with HgCl\(_2\) and stored upside down at room temperature.

Sediment cores for retrieval of pore water samples were collected during cruise JC180. A detailed description of the sampling and processing of the sediment cores is given elsewhere (Lichtschlag et al., 2021). Up to six 30 cm long \(\times 8\) cm diameter push cores were taken with the ROV on selected dives at each injection rate as well as before and after the \(\text{CO}_2\) was injected. Coring locations were selected whilst watching the live camera feed from the ROV, such that cores were taken as close as possible to seabed bubble streams. Background cores were taken at least 25 m away from the bubble streams. After recovery, the push cores were processed in a controlled temperature lab set to the in-situ water temperature (7 °C), the overlying water was removed and the cores were transferred to a N\(_2\)-filled glove box to minimise oxidation of reductively-reactive compounds. The cores were sliced in 1 cm depth intervals for the top 10 cm and in 2 cm intervals at depths greater than 10 cm below the seafloor. The sediment slices were transferred to 50 mL centrifuge tubes for pore water extraction using Rhizon Soil Moisture samplers (Rhizon CSS: length 5 cm, pore diameter 0.2 mm; Rhizosphere Research Products, Wageningen, Netherlands). The pore waters were
sub-sampled for analysis of DIC, δ¹³C_DIC and δ¹⁸O_H₂O. Since the sediment cores and the N₂-chamber where not pressure-compensated, the DIC and δ¹³C_DIC in pore water were affected by degassing during core retrieval and core processing.

2.4.2. Analysis

The DIC content of water column samples was measured using an Apollo AS-C3 DIC Analyser at the National Oceanography Centre, Southampton. The relative precision was <0.1 %, and the accuracy of undiluted samples was ±4 µmol kg⁻¹. The pore water samples were diluted with MilliQ by a factor of 5 and were measured on an Apollo (AS-D1) DIC analyser coupled to a Picarro G-2131i analyser. The analytical precision of diluted samples was <0.5 % and the accuracy was ±15 µmol kg⁻¹. In both cases analyses were calibrated against certified reference material for oceanic CO₂ measurements supplied by A. Dickson (University of California, Scripps Institution of Oceanography, San Diego, USA).

The isotopic compositions of the water samples (δ¹³C_DIC, δ¹⁸O_H₂O) was measured using a Delta V Advantage isotope ratio mass spectrometer fitted with a GasBench II at the Department of Earth Science, University of Oxford (Section 2.3.1.2), based on methods described in Assayag et al. (2006) for δ¹³C_DIC and Nelson (2000) for δ¹⁸O_H₂O.

### Table 2

<table>
<thead>
<tr>
<th>ROV dive #</th>
<th>Date</th>
<th>Day</th>
<th>Injection rate</th>
<th>ID</th>
<th>In-situ measured leakage rate from a single seep</th>
<th>Total # of seeps</th>
<th>Total # of equiv. seeps</th>
<th>In-situ total leakage rate across seabed</th>
<th>Total leakage across seabed</th>
<th>Total leakage across seabed</th>
<th>% of injected CO₂</th>
<th>kg d⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>358</td>
<td>12/ 05/ 2019</td>
<td>D+1</td>
<td>6 128 0.152</td>
<td>1 0.014±0.002</td>
<td>4 3</td>
<td>0.043±0.006</td>
<td>28.4±3.8</td>
<td>1.7±0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>359</td>
<td>12/ 05/ 2019</td>
<td>D+1</td>
<td>6 128 0.152</td>
<td>2 0.028±0.005</td>
<td>4 1.75</td>
<td>0.049±0.009</td>
<td>32.4±5.6</td>
<td>1.9±0.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>360</td>
<td>13/ 05/ 2019</td>
<td>D+2</td>
<td>6 128 0.152</td>
<td>3 0.011±0.002</td>
<td>5 3</td>
<td>0.033±0.007</td>
<td>21.6±4.5</td>
<td>1.3±0.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>361</td>
<td>13/ 05/ 2019</td>
<td>D+2</td>
<td>6 128 0.152</td>
<td>4 0.018±0.002</td>
<td>3 2</td>
<td>0.036±0.004</td>
<td>23.5±2.4</td>
<td>1.4±0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>363</td>
<td>15/ 05/ 2019</td>
<td>D+4</td>
<td>29 645 0.761</td>
<td>5 0.050±0.018</td>
<td>6 4.25</td>
<td>0.211±0.077</td>
<td>27.7±10.1</td>
<td>8.0±2.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>366</td>
<td>16/ 05/ 2019</td>
<td>D+5</td>
<td>29 645 0.761</td>
<td>6 0.079±0.010</td>
<td>8 3.3</td>
<td>0.261±0.032</td>
<td>34.2±4.1</td>
<td>9.9±1.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>369</td>
<td>17/ 05/ 2019</td>
<td>D+6</td>
<td>29 645 0.761</td>
<td>7 0.052±0.006</td>
<td>5 3.3</td>
<td>0.170±0.021</td>
<td>22.4±2.8</td>
<td>6.5±0.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>370-1</td>
<td>18/ 05/ 2019</td>
<td>D+7</td>
<td>86 1940 2.283</td>
<td>8-1 0.200±0.020</td>
<td>8 6.5</td>
<td>1.300±0.130</td>
<td>56.9±5.7</td>
<td>49.0±4.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>370-2</td>
<td>18/ 05/ 2019</td>
<td>D+7</td>
<td>86 1940 2.283</td>
<td>8-2 0.203±0.019</td>
<td>8 6.5</td>
<td>1.317±0.125</td>
<td>57.7±5.5</td>
<td>49.6±4.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>372</td>
<td>19/ 05/ 2019</td>
<td>D+8</td>
<td>86 1940 2.283</td>
<td>9 0.080±0.008</td>
<td>13 6.9</td>
<td>0.552±0.057</td>
<td>24.2±2.5</td>
<td>20.8±2.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>373</td>
<td>19/ 05/ 2019</td>
<td>D+8</td>
<td>86 1940 2.283</td>
<td>10* 0.324±0.012</td>
<td>15 5</td>
<td>1.622±0.062</td>
<td>71.0±2.7</td>
<td>61.1±2.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>375</td>
<td>20/ 05/ 2019</td>
<td>D+9</td>
<td>143 3232 3.806</td>
<td>10* 0.522±0.077</td>
<td>12 3.5</td>
<td>1.826±0.270</td>
<td>48.0±7.1</td>
<td>68.6±10.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>376</td>
<td>21/ 05/ 2019</td>
<td>D+10</td>
<td>143 3232 3.806</td>
<td>10* 0.364±0.115</td>
<td>12 4.0</td>
<td>1.455±0.458</td>
<td>38.2±12.0</td>
<td>54.7±17.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*same seep sampled on consecutive days.*

3. Results

3.1. Bubble streams

After CO₂ injection was started, bubbles were observed emerging from the seabed as soon as the ROV reached the injection site, i.e., within ~30 min. Over the duration of the release experiment the number of active bubble streams ranged from 3 at the lowest injection rate (6 kg d⁻¹) to a maximum of 15 at an injection flow rate of 86 kg d⁻¹ (Table 2). All of the observed bubble streams were located within a ~4 m radius of the CO₂ injection point within the sediments, and most were clustered ~2 m to the south of this point.

Overall, the locations of the bubble streams were quite variable, i.e., within a day seeps would disappear, branch out and re-appear a few centimetres away from the initial seep location. Consequently, although there were 12 active bubble streams observed on the last day of the experiment (D+10, 143 kg d⁻¹), an additional 14 inactive pockmarks were visible on the sediment surface marking the position of previously active bubble streams. Bubble stream intensity was also variable, i.e., bubble flow changed from constant to intermittent and from strong to weak. The intermittent bubble streams were quite continuous for a while and then disappeared to re-appear after a short time later, which indicates that gas was pooling in the sediment until a certain overpressure.
was reached, which then initiated bubble release until the overpressure was compensated.

After the CO$_2$ injection was stopped, the ROV returned to the experimental site ~3 hours later. By then all of the bubble streams had disappeared. There was no evidence for bubble emission from the sediments during infrastructure recovery, during any of the post-injection sampling (e.g., sediment coring), and during the final AUV and ROV surveys, which took place up to 3 days after the CO$_2$ injection was stopped.

3.2. Gas samples

3.2.1. Composition and isotopic signature of injected CO$_2$

The target CO$_2$:tracer ratio was kept constant at 10,000:1 and the injection flow rate was gradually increased from 6 kg d$^{-1}$ to 143 kg d$^{-1}$ during the experiment (Table 1). Analyses of the rig gas samples indicated that the tracer concentrations in the CO$_2$ fluctuated significantly especially at low injection flow rates (6 and 29 kg d$^{-1}$). Measured tracer concentrations were between ~20 to 6000 % of their expected concentration consistent with the range observed during onboard tests (S3, Supplementary Material). However, at higher injection flow rates (86 and 143 kg d$^{-1}$) tracer concentrations were closer to the expected values, ranging from 44 to 103 % of their expected concentration. Crucially, ratios of SF$_6$, Kr, and Kr tracer mole fractions in seep gas samples to be lower than in the corresponding rig gas sample suggest that the CO$_2$ tracer was released from the sediment and then transported into the water column (S4, Supplementary Material). The CO$_2$:tracer ratio was kept constant at 10,000:1 and the overpressure was reached, which then initiated bubble release until the overpressure was compensated.

3.2.2. Composition and isotopic signature of gas from bubble streams

As mentioned above, tracer injection into the main CO$_2$ supply was installable at low injection flow rates (6 and 29 kg d$^{-1}$) occasionally causing C$_2$F$_6$, SF$_6$, and Kr tracer mole fractions in seep gas samples to be lower than in the corresponding rig gas sample (S4, Supplementary Material). Thus, for 6 and 29 kg d$^{-1}$ injection rates, only CH$_4$ results will be discussed in detail.

At the ≥86 kg d$^{-1}$ injection levels, all tracer mole fractions in the seep gas samples were higher than in the corresponding rig gas sample suggesting that transient spikes in the tracer/CO$_2$ ratio were insignificant. Replicate gas samples taken from the same seep shortly after one another (ROV#370, 86 kg d$^{-1}$) varied by ±7.6 % for C$_2$F$_6$, ±7.2 % for SF$_6$, ±9.8 % for Kr and by ±1.6 % for CH$_4$ (n = 2).

The δ$^{13}$C$_{CO2}$ values of seep gas samples captured close to the seabed ranged from 19.45 to 20.25 ‰ (n = 8) and from 20.55 to 21.66 ‰ (n = 3) when collected at ~9.2–7.7 m asf (S4, Supplementary Material). The change in δ$^{13}$C$_{CO2}$ of rig gas samples compared to seep gas samples was used to quantify CO$_2$ dissolution in the sediment pore water (S6, Supplementary Material) and in the water column (Gros et al., 2021).

The δ$^{18}$O$_{CO2}$ values of seep gas samples captured close to the seabed ranged from 34.652 to 39.590 ‰ (n = 8) and from 35.290 to 35.209 ‰ (n = 3) when collected at ~9.2–7.7 m asf (S4, Supplementary Material). In contrast to the δ$^{13}$C$_{CO2}$ values of rig gas samples, the variability in δ$^{18}$O$_{CO2}$ of rig gas samples was considerably higher and beyond the analytical uncertainty. A positive correlation between δ$^{18}$O$_{CO2}$ and sample storage time, i.e., the time that passed between gas sampling and analysis (2.4 to 8.9 hrs) (not shown), is suggestive of a sampling artefact. This likely caused by continuing oxygen isotope fractionation between CO$_2$ and (condensed) H$_2$O vapour in the gas bubble samplers. Due to this sampling artefact, the δ$^{18}$O$_{CO2}$ values were not used for further simulations.

Fig. 3. Tracer-based estimates of CO$_2$ dissolution in sediment pore waters for all seeps sampled (see also S4, Supplementary Material).
3.2.3. Quantification of CO₂ dissolution in sediment pore waters

Tracer-based quantification of CO₂ loss to the dissolved phase during the 3-m vertical ascent through the sediments are given in Fig. 3 and Table 3.

At the lowest injection rate of 6 kg d⁻¹, CH₄-based estimates indicate that between 2.1±0.1 and 3.8±0.1 kg d⁻¹ of the injected CO₂ (35-63%) dissolved in sediment pore waters. Estimates from replicate rig samples agreed within ±1.5% (ROV#361).

At 29 kg d⁻¹ injection rate, CH₄-based estimates from replicate rig samples (ROV#363) suggest that 16±1 kg d⁻¹ (52-56% of the injected CO₂) dissolved in sediment pore waters.

At 86 kg d⁻¹ injection rate, CH₄-based estimates suggest that 36±1 to 44±1 kg d⁻¹ (42-52 % of the injected CO₂) dissolved in sediment pore waters. Estimates based on analyses of added tracers were similar, ranging from 23±4 to 55±6 kg d⁻¹ for C₃F₆, 29±1 to 61±1 kg d⁻¹ for SF₅ and from 34±3 to 61±3 kg d⁻¹ for Kr. Replicate samples collected from the same bubble stream (ROV#370, 370.2) agreed within ±1 % for CH₄, ±4.8 % for C₃F₆, ±4.5 % for SF₅ and ±5.6 % for Kr.

At the highest injection rate of 143 kg d⁻¹ the CH₄-based estimate suggested that 58±1 kg d⁻¹ (41 %) of the injected CO₂ dissolved in sediment pore waters. Added tracer-based estimates were 52±21 kg d⁻¹ for C₃F₆, 75±1 kg d⁻¹ for SF₅ and 76±4 kg d⁻¹ for Kr.

Overall, the dissolution estimates of CH₄, C₃F₆, SF₅ and Kr are statistically not significantly different (ANOVA, α = 0.05). On average, the amount of CO₂ dissolution estimates of added tracers deviated by ~3 to 10 % (n = 5) of CH₄-based estimates. Residuals from the CH₄-based estimates ranged from -15 to +13 % (x̄ = -3±11 %, x̄ = 4 %, n = 5) for C₃F₆, -7 to +18 % (x̄ = 6±11 %, x̄ = 8 %, n = 5) for SF₅ and -2 to +20 % (x̄ = 9±8 %, x̄ = 9 %, n = 5) for Kr. The coefficient of variance (the ratio of the standard deviation to the mean) was ~4 % for C₃F₆, 2 % for SF₅ and 1 % for Kr and shows that the relative variability of the residuals was largest for C₃F₆ and lowest for Kr. The larger variation of C₃F₆ residuals can be explained by the overall analytical uncertainty. High RSD values of >5-12% were associated with very low C₃F₆ concentrations (<0.1 ppmv) in the sample gas suggesting C₃F₆ concentrations of <0.1 ppmv were below the optimal detection range of the analyser. Only the CH₄-based estimates of CO₂ dissolution in sediment pore waters are discussed herein since they cover all injection flow rates tested.

CO₂ loss during sampling (which took between 3 and 23 min) due to dissolution of the gas within the inverted funnel was estimated to be 1.5–11 %, which was considered to be insignificant. The dissolution of tracers in pore water affected the calculated percentages of CO₂ dissolution in the sediment by <0.3 % of the injected CO₂ for C₃F₆ and SF₅, ≤2.7 % for Kr and ≤0.97 % for CH₄, based on mass transfer calculations.
of bottom waters, sampled approximately 100 metres away from the main potential source of CH₄ (Gros et al., 2021). These calculations assume that background pore waters contain 0.000536 mM CH₄ (Gros et al., 2021), and background concentrations of Kr, SF₆, and CF₆ were assumed to be negligible. The calculated values for tracer dissolution into sediment pore waters are close to or lower than the analytical error and the variability determined from replicate measurements. The reported quantifications were thus corrected neither for tracer aqueous dissolution into sediment pore waters nor for dissolution from the inverted funnel during sampling.

3.2.4. Direct measurements of leakage rates from bubble streams

Bubble leakage rates derived from the volume of gas collected over a given time period are given in Table 2. A total of 13 measurements were made over the course of the experiment with in-situ leakage rates from a single bubble stream ranging from 0.011±0.002 L min⁻¹ at the lowest injection flow rate to 0.522±0.077 L min⁻¹ at the highest injection rate (Table 2). Overall, the increment in the injection flow rate resulted in an increase of the total leakage rate from a minimum of 1.3 kg CO₂ d⁻¹ at the lowest injection rate (6 kg d⁻¹) to a maximum of 68.6 kg CO₂ d⁻¹ at the highest injection rate (143 kg d⁻¹). This gas leakage was distributed over a varying number of active bubble streams of different intensities, with the number of equivalent bubble streams ranging from 1.75 to 7 (Table 2).

Overall, the RSD of the 5 (or fewer) leakage rate measurements ranged from 0.2 to 36 % (median 12.1 %, n = 13). High RSD values were caused by changes in leakage rate intensity during sampling (observed at low injection levels), suboptimal camera perspective and/or funnel position (tilted), which hampered the visual estimation of gas volume.

3.3. Pore waters

Prior to the start of the CO₂ injection, the DIC concentration of the sediment pore waters ranged from 2.3 to 4.0 mmol kg⁻¹ (n = 10). The background δ¹³C/DIC varied between −1.9 and −4.0 ‰ (Fig. 4). Over the course of the experiment, the DIC content of the pore waters gradually increased, reaching concentrations of ~40 mmol kg⁻¹. Dissolution of released CO₂ (δ¹³C/CO₂ = 19.4±0.92 ‰) into the pore water caused a simultaneous increase in pore water δ¹³C/DIC (Fig. 4) with δ¹³C/DIC values of 19−27 ‰ observed in cores from D-7 onwards. No indication of dissolved CO₂ (δ¹³C/CO₂ = 32.5±0.03 ‰, n = 5) was observed in the δ¹⁸O/H₂O signature of pore waters (δ¹⁸O/H₂O = 0.27±0.13 ‰, n = 80) compared to background values (δ¹⁸O/H₂O = 0.20±0.11 ‰, n = 16) (Fig. 4).

3.4. Water column

Concentrations of DIC in the bottom water sample prior to the start of the CO₂ release experiment were on average 2154.6±4.4 µmol kg⁻¹ (n = 7). Throughout the CO₂ release experiment the average DIC concentration of bottom waters, sampled approximately 100 metres away from the release site, showed a similar average value of 2156.6±3.0 µmol kg⁻¹ (n = 12) (SS, Supplementary Material). The stable carbon isotopic signature of the DIC sampled away from the seabed bubble streams was δ¹³C/DIC = 0.61±0.03 ‰ (n = 7) prior to the release experiment and δ¹³C/DIC = 0.60±0.06 ‰ during and after injection of the CO₂ into the sub-seabed region. The oxygen isotopic signature of seawater was δ¹⁸O/H₂O = 3.0±0.1 ‰ before the release of the CO₂ and δ¹⁸O/H₂O = 3.22±0.1 ‰ (n = 12) during and afterwards.

Water samples taken between 2.5 and 3 metres above a seabed bubble seep were not enriched in DIC relative to background seawater when the CO₂ injection rate was 6 kg d⁻¹. As the injection rate was increased to 29 kg d⁻¹, the DIC content of bottom waters increased to 2176.6±1.6 µmol kg⁻¹ and there was a slight increase in δ¹³C/DIC from ~0.61 ‰ to 0.69 ‰. During the 86 kg d⁻¹ injection rate, DIC concentrations of up to 2725.3±1.2 µmol kg⁻¹ were observed along with significantly elevated δ¹³C/DIC values of 5.22 ‰. At the highest injection flow rate of 143 kg d⁻¹, the DIC and δ¹³C/DIC concentrations were also elevated relative to background seawater but did not exceed 2321.9±1.13 µmol kg⁻¹ and 1.95 ‰, respectively. Overall, the DIC concentration showed a close correlation with δ¹³C/DIC (δ¹³C/DIC = 0.008×DIC - 17.07, r² = 0.989, n = 42) indicative of the impact of injected CO₂. No indication of dissolution of injected CO₂ was observed in the δ¹³C/O₂/H₂O signature of water column samples (δ¹³C/O₂/H₂O = 0.31±0.1 ‰, n = 42) compared to background values.

4. Discussion

In this section, the applicability of natural, inherent tracers and added tracers for source attribution and detection (Section 4.1) and for leakage rate quantification at the seafloor (Section 4.2) are discussed. The practicalities of tracer sampling and analysis are also discussed and finally recommendations for tracer use in marine environmental monitoring of offshore CO₂ storage sites are provided (Section 4.3).

4.1. Leakage detection and attribution during the STEMM-CCS release experiment

Regulations developed for CO₂ storage such as the IPCC guidelines (IPCC, 2006), the EU CCS Directive (EU, 2009), the London Protocol (IMO, 2006) and OSPAR (OSPAR, 2007) include mandatory monitoring of the storage complex. This includes the ability to detect a leakage (EU, 2009). Source attribution is not yet a legal requirement for CCS monitoring. However, from practical experience of monitoring of terrestrial CO₂ storage projects, thorough source attribution has proven to be essential to avoid false positives (Romanak et al., 2012; Romanak et al., 2014) and is likely to become an integral part of environmental monitoring protocols (Dixon and Romanak, 2015).

This study has shown that added tracers are capable of detecting and attributing leakage of the injected CO₂ in the marine system. C₃F₆, SF₆, Kr and CH₄ were detected in all gas samples taken from the bubble streams. The main natural source of dissolved C₃F₆, SF₆ and Kr in the marine environment is from the atmosphere via air-sea gas exchange at the ocean surface and subsequent mixing down to deeper water layers (Stanley and Jenkins, 2013; Tanhua et al., 2004), i.e., none of these gases has a significant biological or geochemical source in sediments of the North Sea. In contrast, so-called pockmark structures, which act as venting sites of CH₄ from deep thermogenic sources and shallow microbial methanogenesis, are potentially significant natural sources of CH₄ in sediments of the North Sea (e.g., Chand et al., 2017; Karstens and Berndt, 2015; Böttner et al., 2019; Judd et al., 1994). However, the CO₂ release experiment was performed away from active pockmarks, in a region where the main potential source of CH₄ in shallow sediments is from methanogenesis. In the wider Goldeneye area, methanogenesis only occurs at depths of >20 mbsf within the sediments (Dale et al., 2021) and is therefore not considered a source of CH₄ in sediments at <3 mbsf. Consequently, the detection of C₃F₆, SF₆, Kr and CH₄ in seep gas samples confirmed that the source of the leaked gas was the injected CO₂.

The increase of C₃F₆, SF₆, Kr and CH₄ mole fractions in seep gas samples compared to their initial mole fractions in the rig gas samples (S4, Supplementary Material) is indicative of the impact of preferential CO₂ dissolution into sediment pore waters and bottom water. Aqueous CO₂ dissolution was further confirmed by the increase of δ¹³C signatures of rig gas samples (δ¹³C/CO₂ = 19.04±0.1 ‰) compared to seep gas samples collected directly above the seafloor (δ¹³C/CO₂ up to 20.25 ‰) and at ~0.9–2.7 masf (δ¹³C/CO₂ up to 21.66 ‰). Aqueous dissolution gradually enriched the remaining gaseous CO₂ with ¹³C (Gros et al., 2021; Mayer et al., 2015; Zeebe and Wolf-Gladrow, 2001) (SS and S6, Supplementary Material) caused by preferential dissolution of ¹²C with respect to ¹³C (Jähne et al., 1987; Vogel et al., 1970).

Geochemical analyses of the dissolved and solid phase of the sediments along with transport-reaction modelling suggest that the
dominant geochemical process in the sediments was CO$_2$ dissolution with only a minor contribution from carbonate dissolution (2 %) and silicate mineral dissolution (3 %) (Lichtschlag et al., 2021). CO$_2$ dissolution into sediment pore waters was confirmed by elevated DIC concentrations detectable at the lowest injection rate (6 kg d$^{-1}$). Overall, DIC values increased from a typical background of 2–3 mmol kg$^{-1}$ to ~40 mmol kg$^{-1}$ at the highest CO$_2$ injection rate (143 kg d$^{-1}$) in sediment pore waters sampled close to the bubble streams. The increase in DIC was accompanied by a simultaneous increase in pore water $\delta^{13}$C$_{DIC}$ (up to 27 %) compared to background values ($\delta^{13}$C$_{DIC} = -2$ to $-4$ %) (Fig. 4). Similarly, in the overlying water column, the presence of injected CO$_2$ was confirmed by elevated DIC concentrations but, unlike in the sediment pore waters, the bottom water CO$_2$ signal was quickly diluted, and the presence of injected CO$_2$ was only detectable at CO$_2$ injection rates of >29 kg d$^{-1}$. DIC concentrations increased to 2725 µmol kg$^{-1}$ and were associated with a simultaneous increase of $\delta^{13}$C$_{DIC}$ to 5.22 % compared to background values (DIC = 2155 µmol kg$^{-1}$, $\delta^{13}$C$_{DIC}$ = 0.61 %) (Supplementary Material). The presence of injected CO$_2$ in bottom water was further confirmed by decreased in-situ pH (Schaap et al., 2021; Koopmans et al., submitted for publication).

Assuming the elevated $\delta^{13}$C$_{DIC}$ values of sediment pore waters and the bottom seawater were due to dissolution of all of the injected CO$_2$ then the highest expected $\delta^{13}$C$_{DIC}$ value would be $-19$ %, which is lower than the highest $\delta^{13}$C$_{DIC}$ value measured (27 %). However, partial dissolution of injected CO$_2$ into sediment pore waters and its conversion to HCO$_3^-$ and CO$_3^{2-}$ fractions carboxates, enriching the HCO$_3^-$ and CO$_3^{2-}$ in $^{13}$C relative to gaseous CO$_2$. The difference between $\delta^{13}$C$_{HCO3}$ and $\delta^{13}$C$_{CO2}$ is approximately $+10$ % at 7 °C, and the difference between $\delta^{13}$C$_{HCO3}$ and $\delta^{13}$C$_{CO2}$ at the same temperature is approximately $+6.9$ % (Zhang et al., 1995). Thus, $\delta^{13}$C$_{DIC}$ values of up to 29 % are consistent with partial dissolution of the injected CO$_2$ and conversion to HCO$_3^-$, which is supported by the results of tracer analyses (Section 4.2; see also S6, Supplementary Material). Degasging of CO$_2$, e.g., during sample retrieval and sample processing, may also contribute to enrichment of $^{13}$C in the DIC that remains in solution (Zeebe and Wolf-Gladrow, 2001). Overall, in line with findings from QICS (Lichtschlag et al., 2015), our results suggest that both $\delta^{13}$C$_{DIC}$ and $\delta^{13}$C$_{DIC}$ can be effective indicators of CO$_2$ leakage at least within the shallow sub-seafloor. Implementation of $^{13}$C tracing as an operational monitoring tool for leakage from a deep CO$_2$ storage reservoir may, however, be limited by more complex carbon isotope fractionation processes that can occur during migration through the overburden (Mayer et al., 2015), and also variations in the $\delta^{13}$C$_{CO2}$ source signature (Flude et al., 2016; Roberts et al., 2017). Studies based on simulations, lab experiments and empirical observations suggest that $\delta^{13}$C can be a suitable indicator for CO$_2$ leakage detection from deep sub-seafloor CO$_2$ storage sites provided that the $\delta^{13}$C value of injected CO$_2$ is isotopically distinct by $>10$ % from the background $\delta^{13}$C$_{CO2}$ and $\delta^{13}$C$_{DIC}$ values (Shevalier et al., 2014; Rock et al., 2014; Mayer et al., 2015). In this study, the injected CO$_2$ was generated by anaerobic digestion of biomass crops that produces CO$_2$ with a high $\delta^{13}$C$_{DIC}$ signature (Flude et al., 2016; Flude et al., 2017). Isotope fractionation during dissolution of CO$_2$ to form DIC is likely to produce $\delta^{13}$C$_{DIC}$ values up to $-10$ % higher than the original CO$_2$, see above (Clark and Fritz, 1997). Thus, the lower $\delta^{13}$C$_{CO2}$ values that may be more typical of captured and injected CO$_2$ are more likely to produce DIC with $\delta^{13}$C values that are difficult to distinguish from baseline $\delta^{13}$C$_{DIC}$ of seawater.

Compared to carbon isotopes, oxygen isotope equilibration times are much slower. At in-situ conditions of ~7 °C the equilibration between $\delta^{18}$O$_{CO2}$ and $\delta^{18}$O$_{DIC}$ would take ~40 hrs (Beck et al., 2005). When fully equilibrated with $\delta^{18}$O$_{DIC}$, the $\delta^{18}$O$_{DIC}$ would have reached a value of $\delta^{18}$O$_{DIC} = 44.8$ % (Brenninkmeijer et al., 1983). This slow equilibration process may be useful for assessing the time since the injected CO$_2$(g) was in contact with seawater. However, the variability seen in $\delta^{18}$O$_{DIC}$ rig samples (S4, Supplementary Material) suggested that storage time (and thus continuing oxygen isotope fractionation between CO$_2$ and (condensed) H$_2$O vapour) in the gas sampler had a considerable impact on the $\delta^{18}$O$_{DIC}$ signature. This indicates that short storage times are crucial for use of $\delta^{18}$O$_{DIC}$ as a tracer, which may be difficult to achieve in an offshore setting and may limit the utility of $\delta^{18}$O$_{DIC}$ as a tracer.

To detect changes in the $\delta^{18}$O$_{DIC}$ signature in pore water and bottom water, an analytical procedure that is used on freshwater samples was tested in preparation for this study. This procedure is based on precipitating the DIC in the form of SrCO$_3$ (Beck et al., 2005; Dreybrodt et al., 2016). However, due to high dissolved sulphate (SO$_4^{2-}$) concentrations compared to DIC in seawater, most of the precipitate was composed of SrSO$_4$ rather than SrCO$_3$ (verified by SEM-EDS) and consequently the associated CO$_2$ signal of the acidified precipitate was too low for isotopic analysis on the mass spectrometer. Thus, this procedure was deemed impractical for this study, mainly due to restrictions in obtainable sample volume and thus precipitate. However, this method may still be useful at very high DIC concentrations and if one is not limited by sample volume. In regards to $\delta^{18}$O$_{DIC}$, the results suggest that $\delta^{18}$O$_{DIC}$ is not a sensitive tracer for CO$_2$ attribution and detection at the seafloor at the tested injection rates. Despite distinct differences between the isotopic signatures of the injected CO$_2$ ($\delta^{18}$O$_{DIC}$ = 32.5 %) and the pore waters ($\delta^{18}$O$_{DIC}$ = -0.2 %) and bottom seawater ($\delta^{18}$O$_{DIC}$ = -0.3 %), the CO$_2$ injection rates and associated leakage rates were volumetrically too low to be reflected in detectable changes of $\delta^{18}$O$_{DIC}$ in pore water and in bottom water. However, for geological CO$_2$ storage, large amounts of CO$_2$ are injected into a confined reservoir, and therefore CO$_2$ becomes a major oxygen source, which is reflected in shifts in the $\delta^{18}$O values of both CO$_2$ and H$_2$O. Thus, the oxygen isotopic composition of injected CO$_2$ and reservoir fluids has been used successfully for in-reservoir monitoring, e.g., for quantifying the amount of CO$_2$ sequestered in the reservoir and for assessing CO$_2$-fluid-rock interactions (Johnson and Mayer, 2011; Johnson et al., 2011; Serno et al., 2016; Kharka et al., 2006). The findings of this study are in line with other studies (Roberts et al., 2017; Flude et al., 2016; Shevalier et al., 2014; Myrttinen et al., 2010) indicating that the utility of $\delta^{18}$O tracer is primarily restricted to in-reservoir monitoring.

4.2. Quantification of CO$_2$ dissolution in pore water and leakage rate during the STEMM-CCS release experiment

In the event of unintended leakage of CO$_2$ from a storage reservoir, the ability to quantify the rate and spatial extent of a leak is essential to enable informed operational decisions and to minimise risk to the environment (EU, 2009). In this study, the fate of the injected CO$_2$ was quantified in two ways. Firstly, the leakage rate of free gas was quantified directly using the inverted funnel technique. The difference between the total injected CO$_2$ and the total leakage rate can be assumed to represent CO$_2$ that was retained in the sediment. This CO$_2$ may consist of both dissolved and gaseous CO$_2$. Secondly, the degree of CO$_2$ dissolution into the sediment pore water was quantified using low-solubility tracer gases added to the injected CO$_2$.

Overall, total leakage rates increased gradually from a minimum of ~1.3 kg CO$_2$ d$^{-1}$ at the lowest injection rate (6 kg d$^{-1}$) to a maximum of ~70 kg CO$_2$ d$^{-1}$ at the highest injection rate (143 kg d$^{-1}$) (Table 2, Fig. 5). The temporal variability of leakage rates during periods of constant injection flow rate were relatively small except for the 86 kg d$^{-1}$ CO$_2$ injection period, when leakage rates varied by a factor of ~3, i.e., they dropped from ~50 kg d$^{-1}$ on D+7 to 21 kg d$^{-1}$ on D+8 and then rose to 61 kg d$^{-1}$ the same day. Gas sampling was usually done from more intense seeps, suggesting that this variability was not a sampling artefact. When leakage rates dropped to 21 kg d$^{-1}$, the CH$_4$ based CO$_2$ dissolution estimates versus the amount of overall CO$_2$ retention suggest that more CO$_2$ was retained in gaseous form than usual (Fig. 5). The temporal evolution of gas migration based on seismic surveys (carried out on D+3, D+6, D+9 and D+16) indicate that after D+6 gas
started pooling in the sediment and had formed a detectable gas pocket in the subsurface by D+9, which was eventually connected to the seabed via relatively long-lived fluid escape features (chimneys) (Roche et al., 2021). This interpretation is supported by the variability of the funnel-based leakage rates observed during the 86 kg CO₂ injection period. Furthermore, the increase of leakage to 61 kg d⁻¹ was associated with a CH₄-based CO₂ dissolution estimate that exceeds the total CO₂ retained (as gaseous and dissolved), likely caused by the delay in CO₂ leakage due to the formation of the gas pocket causing the “excess” CO₂ dissolution. However, it also indicates that the formation of the gas pocket causes a delay of CO₂ leakage across the seabed, which complicates direct referencing of leakage rates to injection flow rates.

Funnel-based leakage rates measured on D+9 and D+10 (143 kg CO₂ injection level) correspond to 38±12 and 48±7 % of the injected CO₂, which is within the range of leakage rates derived from passive acoustic measurements (22–62 %) (Li et al., 2021), from a combination of towed sensors and numerical simulations (64 %) (Gros et al., 2021) and is comparable with leakage rates derived by Eddy co-variance techniques (53–74 %) (Koopmans et al., submitted for publication). Given the variability of leakage and that none of these methods was tested at exactly the same time during the 143 kg CO₂ injection period, the funnel-derived leakage rates appear to be representative both temporally and quantitatively.

The range of funnel-based leakage rates indicates that 4.7 kg CO₂ d⁻¹ at the lowest injection rate to 73 kg CO₂ d⁻¹ at the highest injection rate were retained in the sediment, both in dissolved and gaseous form. The CH₄-based estimates of CO₂ dissolution in sediment pore water suggest that ∼2 kg d⁻¹ at the lowest injection flow rate to 60 kg d⁻¹ at the highest injection flow rate dissolved in the pore water (Table 3). The changes in δ¹³C/CO₂ isotopic composition between rig and seep gas samples indicate less CO₂ dissolution into pore water of ∼1.3 kg d⁻¹ (∼22 %) and 38 kg d⁻¹ (∼27 %), respectively (S6, Supplementary Material). This is likely caused by more complex boundary conditions present in the pore water than the simplified assumptions made for the TAMOC simulation of ¹³C and ¹³C mass transfer. Interpolated over the period from D+1 to D+10, when the last gas samples were taken, the funnel-based leakage rates add up to a total leakage of ∼250 kg CO₂, which corresponds to ∼43 % of the total amount of CO₂ injected until D+10 (~580 kg CO₂). This suggests that ∼330 kg CO₂ were retained in the sediment, both in dissolved and gaseous form. The CH₄-based estimates suggest that over this period ∼257 kg CO₂ dissolved into sediment pore water indicating that the remainder of ∼73 kg CO₂ was present in the sediment as free gas until D+10. This is comparable to the estimate of ∼91 kg of free gas contained in the gas pocket based on the seismic survey conducted on D+9 (Roche et al., 2021).

In a real-world scenario, leakage is unlikely to be diffuse across the whole reservoir area but rather focussed, e.g., through small fractures and faults or through poorly-sealed, abandoned wells (IPCC, 2005; Miocic et al., 2016; Alcalde et al., 2018). Applying an acceptable terrestrial leakage rate of 0.01 % reservoir loss per year (e.g., Hepple and Benson, 2005; Chadwick et al., 2008; Haugan, 2020) to the injection of 1 Mt CO₂ yr⁻¹ over 20 years that was projected for the Goldeneye reservoir (Dean and Tucker, 2017), corresponds to acceptable leakage rates of 274 kg d⁻¹ after the first year of injection and 5480 kg d⁻¹ after 20 years of injection when full storage capacity is reached. During the controlled CO₂ release experiment a total of 675 kg of CO₂ were injected into the shallow sediment at 3 mbsf for 11 days. The maximum funnel-based leakage rate of gaseous CO₂ across the seabed was ∼70 kg CO₂ d⁻¹, i.e., much lower than the above range of acceptable leakage rates. In addition, the depth of CO₂ release within the sediments was substantially shallower than any proposed sub-seafloor storage reservoir. However, both the flow rates and the type (point-release) of the simulated leakage are relevant for real-world scenarios. The methods tested here provided a realistic quantitative estimate of the fate of CO₂ and agreed well with other estimates at relevant injection flow rates that are below the threshold, that would present an environmental risk.
4.3. Use of tracers for environmental monitoring of offshore CO₂ storage

As most tracer studies have been performed in onshore settings, the applicability of tracers in offshore marine environments, tracer behaviour, and utility in the marine environment are currently poorly known. Amongst the main uncertainties are CO₂-tracer behaviour and methods for detecting and sampling tracers in the marine environment (Roberts et al., 2017).

As mentioned earlier, the selection of tracers used in this study was based on previous work (Roberts et al., 2017; Myers et al., 2013 and references therein; Flude et al., 2016; Dean and Tucker, 2017) but was also largely determined by the underlying experimental setup and aspects of tracer availability, analytical feasibility and associated costs.

The STEMM-CCS experiment principally focused on assessing the behaviour and utility of tracers in the gas phase, which is why low solubility tracers were used. Analyses of tracers in the dissolved phase would require addition of tracers with higher solubility, as well as the capability to either (i) measure the dissolved tracer in-situ or (ii) to take discrete water samples and maintain them at in-situ pressure and temperature conditions until they can be analysed. Progress in the field of underwater mass spectrometry now permits in-situ measurements of a range of dissolved gases and stable isotopes but to date these instruments are highly specialised and are not commercially available (Chua et al., 2016 and references therein). The capability to retrieve and maintain discrete water samples at in-situ conditions has been demonstrated in the marine environment (e.g., Zhu et al., 2011; Brennwald et al., 2003; Garel et al., 2019; Bianchi et al., 1999; Gardner and Solomon, 2009), but has significant time and space demands for ROV sampling, and is expensive. These constraints may limit the utility of these studies for operational monitoring. Another difficulty of using dissolved tracers as a diagnostic tool for CO₂ leakage are differences in the physical properties of tracers and CO₂. For instance, models that simulate the rise of gas bubbles and the associated dissolution of CO₂ and tracers from the gas bubble into the fluid phase show that, as a result of differences in solubility, concentrations of tracers in the dissolved phase will continue to increase while most of the CO₂ has dissolved already (Gros et al., 2021).

Sampling and analysis of tracers in the gas phase required the use of specialised equipment and techniques. For gas bubble sampling, custom-made GBS (Corsyde, Germany) were successfully operated by the ROV manipulator arms. A few gas samples were lost due to (i) overtightening of the ball valve mechanism when closing the GBS, which led to gas loss from the sampler during ascent and (ii) loss of the inverted funnels during GBS handling, which made gas sampling impossible. Thus, for sampling involving the ROV, equipment needs to be as sturdy as possible. The analytical setup for onboard analysis of C₃F₆, SF₆, CH₄ and CO₂ using a custom-built sample injection system allowed for analysis of the gas composition in less than 30 min after recovery of the samples demonstrating that the analytical part of the source attribution from gas samples can be done quickly. For storage of gas samples pre-evacuated 12 mL Exetainers® with double wadded septa (Labco) proved useful (S2, Supplementary Material). The mass spectrometer used for Kr analysis (Section 2.3.1.3.) was not available for onboard measurements during the release experiment but is portable and thus practical for onboard analysis of discrete gas samples. As part of this study, a measurement protocol for Kr quantification was developed (S2, Supplementary Material). This protocol could be adapted for other gas species of interest, e.g., xenon isotopes that were identified as potentially suitable tracers in a feasibility study for a proposed measurement, monitoring and verification (MMV) programme at Goldeneye (Dean and Tucker, 2017).

CO₂ in sub-seabed storage reservoirs may partly or completely dissolve into formation waters, such that any leakage from the reservoir is likely to result in displacement of pore waters from the sedimentary overburden prior to the escape of CO₂. Thus, leakage may first be detected by the presence of displaced deep (anoxic) pore waters or Cl- and gas-rich formation waters, rather than a CO₂ anomaly. Analyses of sediment pore waters during the release experiment have shown that dissolution of CO₂ into pore water raised pore water temperature and altered pore water geochemistry (de Beer et al., 2021; Lichtschlag et al., 2021) emphasising the importance of precursor indicators of leakage for monitoring (Lichtschlag et al., submitted for publication). A prerequisite of the quantification technique used in this study is knowledge of the initial CO₂-tracer ratio in the injection gas. Maintaining the stability of tracer injection into the main CO₂ gas stream at low flow rates proved difficult (S3, Supplementary Material). This meant that a rig gas sample had to be taken during every sampling campaign in order to quantify CO₂ dissolution in sediment pore waters. In a real-world scenario CO₂-tracer variability across the migration pathway will likely be a challenge too. In the event of an unintended leakage of CO₂ from the storage reservoir, e.g., through faults, fractures or through leaking wells, the CO₂ and tracers will be exposed to changing physico-chemical conditions and will undergo aqueous dissolution over hundreds to thousands of meters of vertical ascent. At Goldeneye reservoir conditions (83 °C and 220-260 bar and at ~2500 mbsf) (Shell, 2015), pure CO₂, Kr, SF₆ and C₂F₂ would be in a supercritical state (Poling et al., 2001). The behaviours of leaking fluids during ascent from a reservoir to the sea floor are complex and depend on changing conditions of pressure, temperature, and composition (modified through aqueous dissolution). During ascent to the seabed, the initial single-phase mixture (at reservoir conditions) may pass through a two-phase region and finally transition to pure gas before emerging from the seafloor. These processes will control the composition of the gas and fluids that escape from the seabed into the overlying water column. The use of tracers as a diagnostic tool thus relies (i) on modelling of subsurface CO₂ and tracer migration through the overburden, and (ii) on robust knowledge of the tracer properties and migration behaviour as a function of the changing physico-chemical conditions. The coupling of tracer data with reactive-transport modelling allows reservoir and overburden properties and transport processes (advection, diffusion) to be taken into account, and characterisation of reactive processes at the CO₂-pore fluid/brine interface as they evolve during CO₂ migration (Cohen et al., 2013; Gasparini et al., 2015; Tong et al., 2013; Soltanian et al., 2018). Laboratory experiments designed to study tracer versus CO₂ migration, tracer partitioning and fluid flow under controlled physico-chemical conditions through different types of porous media (Kilgallon et al., 2018; Zhong et al., 2014; Reynolds et al., 2017; Myers et al., 2012; Myers et al., 2013) will be crucial for parameterising these models. However, given the complexity associated with the use of tracers, their utility in a real-world scenario will likely be limited to attribution purposes rather than leakage quantification at the seafloor.

5. Conclusions

The STEMM-CCS project completed a large-scale field experiment in the central North Sea designed to simulate and detect an unintended emission of CO₂ from a sub-seabed CO₂ storage site. To field-test a variety of leak detection and quantification techniques, 675 kg of CO₂ was injected into the sub-seabed sediments at rates of between 6 and 143 kg CO₂ d⁻¹. A set of natural, inherent tracers (¹³C, δ¹⁸O) of injected CO₂ and non-toxic added tracer gases (C₃F₆, SF₆, Kr, inherent CH₄) were assessed for their ability to (i) attribute the source of the CO₂ and (ii) quantify CO₂ fluxes across the seabed. Based on elevated DIC and ¹⁸O signature of both sediment pore water samples and water column samples. Trace gas analyses suggest that the amount of CO₂ retained in the sediment due to dissolution in pore water ranged from 35 % at the lowest injection rate (6 kg CO₂ d⁻¹) to 41 % at the highest
injection rate (143 kg CO\textsubscript{2} d\textsuperscript{-1}). Leakage rates derived from observations and measurements of bubble seeps at the seabed showed that the total leakage rates ranged from 22 % at the lowest injection rate to 48 % of injected CO\textsubscript{2} at the highest injection rate. The gas sampling and analytical methods tested proved effective for quick onboard source attribution. If most of the injected CO\textsubscript{2} dissolves in sediment pore waters, i.e., in the absence of gas bubble seeps at the seabed, detection of injected CO\textsubscript{2} via DIC anomalies and tracers would be better done using in-situ techniques rather than discrete water sampling. Discrete water sampling is further complicated by the need to maintain samples at in-situ temperature and pressure to minimise degassing.
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